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The reaction 14N(,np)3 induced by bremsstrahlung photons of endpoint energy Emax = 150 MeV has been investigated using diffusion 
chamber, which is placed into the magnetic field. The distribution functions of the reaction yield, the energy and momentum of the 
final particles from Е were measured and it was determined that at Е > 45 MeV, change in the behavior of these functions occurs. 
The average energy Taver was calculated for the particles with the energy falling within a 1 MeV interval of the total kinetic energy 
T0 = E - Q, where Q is the energy threshold of the reaction (Q = 19.77 MeV). At T0  20 MeV, the dependence of the contributions 
from Taver to T0 changes sharply. At T0 > 20 MeV, most of the energy is carried away by nucleons, their relative contribution is equal, 
and this agrees with the assumption of the quasideuteron interaction mechanism. The momentum distribution distributions for the 
neutron and proton have a similar form, with a strong shift of the maximum towards higher energies with an increase in the energy of 
the γ quantum. For a system of 3α-particles, in each distribution, peak is observed centered at 100 MeV/c, the relative contribution of 
which smoothly decreases with increasing momentum, and a wide high-energy "tail" appears. The energy and angular correlations of 
the np-pair depends on both of the energy Е and the momentum of the system of 3α-particles. 
Keywords: diffusion chamber, photoreaction, 14N nucleus, np-pair, energy and angular distributions. 
PACS: 25.20.-x. 
 

The mechanism of (,np) -reactions has been a subject of research interest for many years. At energy above the giant 
resonance, the photonuclear reactions represent an effective instrument for studying nucleon correlations, which are an 
important component of information on nuclear forces, cluster configurations, and meson-exchange currents in nuclei. 
Studying of the photon absorption mechanism by the correlated np-pair offers a possibility to look into the problem of 
nucleonic interactions at small and medium distances. The phenomenological quasideuteron model has successfully 
explained (,np)-reactions at intermediate energies [1-3]. This model can express two-nucleon knockout cross-section by 
two factors: the function, proportional to the probability of finding a nucleon pair in the nucleus and a Fourier transform 
of the correlation function. At energies below the meson production threshold γ-quanta are absorbing by correlated 
nucleon or by nucleon pair at the time of the meson exchange. Single-nucleon emission arises when either the proton or 
the neutron escapes and the other participating nucleon being reabsorbed into the nucleus through final-state interactions. 
Recently, the model has a further development in new microscopic approaches. An agreement with experimental results 
was achieved taking into account meson exchange currents [4] and collective nucleus characteristics in the framework of 
shell model [5]. Experimental results about of a highly excited final nuclear state formation in (,np)-reactions are needed 
to verify the prediction of the model. 

In this article, we present results obtained by studying the photodisintegration of nitrogen nuclei via the reaction 
14N(,np)3 at the energies below the meson production threshold. The results given here were obtained by using a 
diffusion chamber [6-7] placed in a magnetic field and exposed to a beam of bremsstrahlung photons, their endpoint 
energy being 150 MeV. Low pressure in the chamber and matching of the target and the detector made possible to measure 
the kinematic parameters of all charged particles from reaction threshold in a wide range of energies and angles and to 
obtain information on excited intermediate states of nuclei. 

The chamber used operated in a mode that made it possible to separate singly and doubly charged particles visually 
and to compare the ionization density and the width of a track after measuring its radius of curvature. Four-prong events 
featuring three doubly charged and one singly charged particles were measured simultaneously. The reaction being 
studied was separated on the basis of the imbalance of the transverse momentum P⊥, which is equal to the sum of the 
transverse momenta of the four particles involved. If this imbalance was equal or greater than 30 MeV/c, the respective 
event was attributed to the reaction being studied. The background-reaction (+14Nd3) contribution was estimated at 
3%. From the laws of conservation of energy and momentum, the energy of a -quantum equals 

2 2 2

x

m  + P - (M - E)E = 
2 (M - E + P ) 

,     (1) 

where m and M are the neutron and the 14N nucleus masses; Е and Р are, respectively, the total energy and the total 
momentum of the proton and three 4Не nuclei appearing in the final state; and Px is the projection of this total momentum 
onto the direction of the photon momentum. In the experiment, the axis OX was directed along the beam of γ-quanta. The 

 
† Cite as: S.N. Afanasiev, East. Eur. J. Phys. 1, 5 (2022), https://doi.org/10.26565/2312-4334-2022-1-01 
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kinematic parameters of a neutron were obtained with the help of conservation laws after having calculated the -quantum 
energy. 

Earlier in our experiment, we mainly carried out [8 - 10] studies of (γ,np)-reactions on 4He, 12C, 14N, and 16O nuclei 
with the formation of a residual nucleus in the ground state. There is also information about the reaction (γ,np)α6Li on the 
12C nucleus [9]. At energies above the giant dipole resonance, the experimental data agrees with the calculations within 
the framework of the mechanism of photon absorption by an np-pair. 

 
EXPERIMENTAL RESULTS 

We have measured dependence of the number of events for the reaction 14N(,np)3 in the photon energy range 
from the reaction threshold up to 150 MeV with a step of 2 MeV. The results are shown in Fig. 1a as a histogram. 

The measured energy dependence of the number of events exhibits a broad resonance centered at 40 MeV. The rate 
of decrease in the energy dependence undergoes a change in the region around 45 MeV. Solid curve in Fig. 1a demonstrate 
the fitting experimental data by using of a linear combination of two Gaussian functions with parameters 
Е1 = 34.8 ± 0.41 MeV and 1 = 10.39 ± 1.19 MeV (curve 1), Е2 = 62.99 ± 2.74 MeV and 2 = 54.79 ± 6.65 MeV 
(curve 2). The fit qualitatively describes the presented distribution. The area of the function in the region of the first 
maximum is half that in the region of the second maximum. For Е > 45 MeV, the main contribution is made by the 
function describing the "high-energy" tail. 

A similar irregularity in the region of this energy value was previously observed in the reactions 14N(,np)12С 8. 
The results are normalized in the region around 40 MeV and are represented by open circles in Fig. 1b. The experimental 
curves have the same slope and this, apparently, is associated with the same mechanism of interaction of the γ-quantum 
with the nucleus. 

Previously (article 8), a comparison of the cross sections (,np) of reactions on 12C, 14N, and 16O nuclei with 
calculations in different theoretical approaches was made. The change in the rate of decrease in the cross section at around 
40 MeV may possibly be due to a transition from the mechanism of direct nucleon knockout to the pair-absorption 
mechanism. 

30 60 90 120 150
0

40

80

120

60 90 120 150
0

30

60

90

a)

2

1

E

 MeV

14N(,np)3

b)

 14N(,np)3
 14N(,np)12C

nu
m

be
r o

f e
ve

nt
s

E

 MeV

0 25 50 75 100
0

15

30

45

0 5 10 15 20
0

3

6

9

a)

 

 n
 p
 

b)

T0, MeV

Tav
er
, M

eV

 Nmin

 Nmax

 

Figure 1. The reaction yield depending on the energy of the γ-
quantum: a) – histogram, b) - closed points. Curves - fitting by a 
linear combination of two Gaussian functions. Open points - 
reaction 14N(,np)12С. 

Figure 2. Dependence of the average kinetic energy of the final 
particles on the total kinetic energy. 

Let us consider the relative contribution of the final particles to the total energy dependence of the reaction T0, which 
was defined as T0 = E - Q, where Q is the energy threshold of the reaction (Q = 19.77 MeV). The average energy Taver 
was calculated for the particles with the energy falling within a 1 MeV interval of the total kinetic energy. The circles are 
in the centers of intervals and in Fig. 2a the dependence Taver of the final particles are plotted. The histogram step equals 
5 MeV. The squares show the distribution of Taver for the neutron, circles  for the proton, and the triangles  for 
-particles (due to the inseparability of -particles, the figure shows the average value for three -particles). 
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At T0  20 MeV, the dependence of the contributions from Taver to T0 changes sharply. The value 20 MeV 
corresponds to the position of the maximum of the reaction’s yield at Eγ  40 MeV (fig. 1) and will be used further as the 
boundaries of the intervals in the analyze of events. The dependences of the average kinetic energy was approximated by 
the linear functions and the results of these fits are given in the second and third columns of the Table 1 for all final 
particles. 

At T0 > 20 MeV, most of the energy is carried away by nucleons, their relative contribution is equal, and this agrees 
with the assumption of the quasi-deuteron interaction mechanism. 

At T0 < 20 MeV another mechanism is possible. In the direct mechanism, knocked out nucleon carries most of 
energy of the final state. The energy of other products of the reaction amounts a smaller portion and weakly increases 
with the energy of the γ-quantum. Therefore, in each event are compared proton and neutron energy in c.m.s. Nucleon, 

which has higher energy, was considered the leading 
nucleon (Nmax), and nucleon, which has lower energy, was 
considered the accompanying nucleon (Nmin). In the 
γ-quanta energy interval of 1 MeV the kinetic energies of 
the leading and accompanying nucleon, which fall into 
this interval, are separately summed. Total energies are 
divided on number of events, which fall into interval 
(Table 1, rows 5-6). Received average values are shown in 
Fig. 2b with circles for the leading nucleon, the squares 
are for the accompanying nucleon data and the triangles 
are for -particles. An average energy divided by the 
intervals increases with γ-quanta energy increasing. This 
fact applies not only to the leading nucleon but also to the 
rest of nuclear decay products, which is a spectator in the 
direct mechanism model. The nucleon average energies 
are proportional to the total energy of the reaction product. 

The leading nucleon average energy to the 
accompanying nucleon average energy ratio was 
determined and within the limits of errors, it has a value 
of 2. According to γ-quantum, absorption by the nucleon 
pair model it should be expected this ratio near 1. 

Taver for a -particle increases at small T0, but already 
at T0 > 20 MeV the relative contribution Taver() is 
constant and insignificant. 

Assuming a statistical distribution of energy between 
particles, we can calculate the average energy carried 
away by each particle as a function of T0 [11]: 

0=
(A -M )T T

(n-1) A



,  (2) 

where A and M are the atomic numbers of the target 
nucleus and the researched particle, respectively; and n is 
the number of particles in the final state. 

In this reaction, the values of calculation by eq. (2) 
correspond: for the nucleon – 0.23 and for -particles – 
0.18 (should be remembered that there are three 

α-particles in the final state). 
The experimental values for all final particles at T0 < 20 MeV (Table 1, column 2, lines 2 - 4) agree with the 

calculation. Note the sharp change in the dependence at T0 > 20 MeV, main part of the energy is carried away by the 
nucleons. The low rate of change in the dependence of distributions for -particles may indicate that they are decay 
products of intermediate excited states. 

The momentum distribution of final particles f(P) was measured in a laboratory system in three energy intervals: 
a) Е < 45 MeV, b) Е = 45 – 70 MeV, c) Е > 70 MeV. The intervals are chosen so that the statistical coverage in each is 
approximately the same. 

The results are given in Fig. 3. The points are placed at the middle of the histogram step, which is equal to 15 MeV/c. 
The number of events per 1 MeV/c are plotted along the ordinate, and the measurement errors are statistical. The squares 
show the distribution of for the neutron (Pn), circles  for the proton (Pp), and the triangles  for the system 3-particles 
(P3α). The distributions for the neutron and proton have a similar form, with a strong shift of the maximum towards higher 
energies with an increase in the energy of the γ-quantum. 
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8
EEJP. 1 (2022) Serhii N. Afanasiev

For a system of 3α-particles, in each distribution, a peak is observed centered at 100 MeV/c, the relative contribution 
of which smoothly decreases with increasing momentum, and a wide high-energy "tail" appears. 

In the region of the peak, the distribution for the neutron and proton was approximated by a Gaussian function. The 
position of the maxima (columns 2-3) are given in Table 2 for various values of the photon energy (column 1) and they 
coincide for both particles within the error limits. 

Solid curve in Fig. 3a demonstrates the fitting of the momentum distribution for the system 3-particles, by using 
of a linear combination of two Gaussian functions (curves 1 and 2). The fitting parameters are the momentum positions 
of the peaks and the results of fitting are quoted in Table 2 (column 4). The positions of the 1st peak for all three energy 
intervals coincide within the error limits, but the relative contribution decreases with increasing energy Е – а) 89.25 %, 
b) 31.55 %, c) - 23.55 %. 

 
Earlier, in the 4He(γ,np)d reaction, a peak in the momentum distribution of deuterons was revealed [10] in the interval 

between 50 and 100 MeV/c. As the momentum grows above 100 MeV/c, the reaction yield decreases smoothly. The peak 
in the momentum distribution of deuterons is explained by the contribution of the quasideuteron model without final-state 
interaction. The position of the maximum is independent on the photon energy. This can be explained based on the law 
of conservation of energy - deuteron is a spectator and the peak width is associated with the momentum distribution of 
quasideuterons in the target nucleus. 

It is concluded that the momentum distribution of the residual nucleus in (,nр)-reactions can be very sensitive to 
changes in the reaction mechanism and can help to find the area of the manifestation of models of interaction of a 
γ-quantum with a nucleus. 

In the studied reaction (14N(,np)3) the peak at P3α ~ 100 MeV/c can also appear due to the contribution of the 
quasideutron model without taking into account the interaction in the final state. 

The dependences of the relative energy (ηnp) and relative angle (np) distributions on the energy of the γ-quantum 
and the momentum of the system of 3α-particles are 
obtained. 

The kinetic energy of the relative motion of the 
proton and neutron in their center-of-mass system is 
Tnp = [(En + Ep)2 - (Pn + Pp)2]1/2 – (mn + mp) where En, Ep; 
Pn, Pp; mn, mp - total energies, momentums and masses of 
the nucleons respectively. It forms a part of the relative 
energies ηnp = Tnp / (Eγ - Q), where Eγ - γ-quantum energy, 
Q - reaction threshold. 

The relative angle of the nucleon pair is np=np/180, 
where np is the nucleon scattering angle in center-of-
mass system. 

The distribution of events by ηnp is shown in Fig. 4a 
in two intervals of the γ-quantum energy: Е < 45 MeV 
(opened circles) и Е > 70 MeV (closed circles). The 
distribution of events by np is shown in Fig. 4b in two 
intervals of the momentum distribution the system 
3-particles: P3α < 110 MeV (opened circles) and 
P3α > 170 MeV (closed circles). Such intervals on Е and 
P3α are chosen to estimate the influence of the boundary 
conditions on distributions on ηnp and np. In the first 
region, the distribution is practically symmetric with 
respect to 0.3, and in the second the distribution maximum 
shifts to η  0.85. The phase distribution for the three-body 
final state is nearly symmetrical in relation to 0.5. 

The simplest models of the mechanism of photon absorption by 4Не nucleus were used in analyzing experimental 
data for the reaction 4Не(γ,np)d 10. The pole diagram represents the quasideuteron model (model 1) - nucleons arising 

Table 1. Dependence of the relative contributions of the average 
kinetic energy of particles on T0. 

 T0 < 20 MeV T0 > 20 MeV
n 0.28± 0.1 0.48± 0.1
p 0.27± 0.1 0.49± 0.1
α 0.15± 0.1 0.01± 0.1

Nmin
 0.16± 0.1 0.32± 0.1

Nmax 0.39±  0.1 0.66± 0.1

 

Table 2. Momentum distributions of reaction products. 

 Pn, MeV/c Pp, MeV/c P3α, MeV/c 

а) 54.5± 1.4 56.3± 1.3 1.   97.3±2.6 
2. 184.4±3.5 

b) 129.5± 2.8 121.2± 1.3 1.   95.6±3.1 
2. 192.7±3.3 

c) 228.2± 2.8 222.4± 2.2 1. 101.2±2.3 
2. 204.9±5.1 
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after quasideuteron disintegration do not interact with the remaining quasideuteron. In the final state, a nucleon may 
interact, however, with the second quasideuteron - the triangle diagram (model 2) represents this process. The last diagram 
corresponds to photon absorption by a three-nucleon system without final-state interaction (model 3). The analysis 
reaction yield in the deuteron momentum has led to the conclusion that at subthreshold meson production energies two 
models of the quasideuteron mechanism (model 1 and model 2) prevail. Triangular diagram dominates with a gradual 
increase in the contribution with increasing E. 

In our experiment, we also can see that the change in the interval from Е and from P3α significantly changes the 
form of distributions by ηnp and np. Moreover, ηnp is sensitive to the change of Е, and np - to P3α. It is possible to select 
the conditions (Е > 70 MeV for ηnp and P3α < 110 MeV for np) under which events, corresponding to a pure pole diagram 
are distinguished. 

 
CONCLUSIONS 

Using a spectrometer based on a diffusion chamber, which is placed in the magnetic field, the 14N(,np)3 reaction 
was researched in the energy range from the reaction threshold up to 150 MeV. The reaction yield was measured and it 
was determined that the distribution has a broad resonance centered at 40 MeV. The distribution functions of the energy 
and momentum of the final particles from the total energy dependence of the reaction T0 were measured and it was 
determined that at T0 > 20 MeV occurs the change in the behavior of these functions. The distributions for the neutron 
and proton have a strong shift of the maximum towards higher energies with an increase in the energy of the γ quantum 
and for a system of 3α-particles; the peak is observed centered at 100 MeV/c. The energy and angular correlations of the 
np-pair are dependent on both the energy Е and the momentum of the system of 3α-particles. 
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ДОСЛІДЖЕННЯ РЕАКЦІЇ 14N(,np)3 ПРИ Eγмакс = 150 MeВ 
С.М. Афанасьєв 

Національний Науковий Центр «Харківський фізико-технічний інститут», Харків, Україна 
Виконано дослідження реакції 14N(,np)3 за допомогою дифузійної камери, розміщеної в магнітному полі. і опроміненої 
гальмівними фотонами з кінцевою енергією Emax = 150 МеВ. Виміряно функції розподілу виходу реакції, енергії та імпульсу 
кінцевих частинок в залежності від E і встановлено, що при E > 45 МеВ відбувається зміна поведінки цих функцій. Середню 
енергію Taver було розраховано для частинок з енергією, що потрапляє в інтервал 1 МеВ від повної кінетичної енергії 
T0 = E - Q, де Q – енергетичний поріг реакції (Q = 19.77 МеВ). При T0 > 20 МеВ , залежність вкладів Taver частинок до T0 різко 
змінюється. При T0 > 20 МеВ більшу частину енергії забирають нуклони, їх відносний внесок однаковий і це узгоджується з 
припущенням про механізм взаємодії γ-кванта з квазідейтроном. Розподіли імпульсів для нейтрона та протона мають 
подібний вигляд, із сильним зсувом максимуму в бік високих енергій із збільшенням енергії γ-кванту. Для системи 
3α-частинок у кожному розподілі спостерігається пік з центром при 100 МеВ/c, відносний внесок якого плавно спадає із 
збільшенням імпульсу і з’являється широкий високоенергетичний «хвіст». Енергія та кутові кореляції np-пари залежать як 
від енергії E, так і від імпульсу системи 3α-частинок. 
Ключові слова: дифузійна камера, фотореакції, ядро 14N, np-пара, енергетичні та кутові розподіли. 
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The paper presents the simulation results of heat transfer in single-crystal lithium niobate (LiNbO3) in the form of cylinder of diameter 

40LND  mm and height 60H  mm in interaction with continuous-wave laser radiation with the output power of 50P  W and the 
wavelength of 1064  nm. The density of the LiNbO3 crystal is ρ 4659 kg/m3; the thermal conductivity along the [001] direction 
is 4.61k  W/(m×K); the thermal conductivity in the (001) plane is 4.19k  W/(m×K); the specific heat at constant pressure is 

601pc  J/(kg×K); the absorption coefficient is 0.1  %/cm @ 1064 nm. The laser beam propagates along the optical axis of the 
crystal. The laser beam intensity profile is represented as a Gaussian function, and the absorption of laser radiation of the single-crystal 
lithium niobate is described by Beer-Lambert’s law. The numerical solution of the non-stationary heat conduction problem is obtained 
by meshless scheme using anisotropic radial basis functions. The time interval of the non-stationary boundary-value problem is 2 h 30 
min. The results of numerical calculations of the temperature distribution inside and on the surface of the single-crystal lithium niobate 
at times 10, 100, 1000, 7000t  s are presented. The time required to achieve the steady-state heating mode of the LiNbO3 crystal, as 
well as its temperature range over the entire time interval, have been determined. The accuracy of the approximate solution of the 
boundary-value problem at the n-th iteration is estimated by the value of the norm of relative residual 


r . The results of the numerical 

solution of the non-stationary heat conduction problem obtained by meshless method show its high efficiency even at a small number 
of interpolation nodes. 
Keywords: heat transfer, lithium niobate, anisotropic thermal conductivity, laser radiation, non-stationary heat conduction problem, 
meshless method. 
PACS: 44.10.+i, 77.84.Ek, 02.60.-x 
 

INTRODUCTION 
Lithium niobate (LiNbO3) is a rhombohedral ferroelectric crystal. Lithium niobate is a phase of variable 

composition, which allows growing single-crystals with different [Li]/[Nb] ratios. Nominally pure LiNbO3 crystals are 
usually grown from a congruent melt ([Li]/[Nb] = 48.6/51.4) by Czochralski method [1,2]. 

As any ferroelectric, LiNbO3 crystal displays nonlinear optical effects, the piezoelectric effect, the photoelastic effect 
as well as the Pockels effect. The exclusive feature of lithium niobate is that it has excellent physical properties such as high 
electro-optic, piezoelectric and nonlinear optical coefficients, which makes it a popular material for various applications. 

Due to its high electro-optic coefficients, LiNbO3 crystal is used to create Pockels cells [3], electro-optic 
amplitude/phase modulators [4,5] and Q-switched lasers [6]. The nonlinear optical properties of lithium niobate make it 
possible to use it to create optical parametric oscillators [7,8] and parametric amplifiers for wide wavelength range [9,10], 
as well as for second harmonic generation of laser radiation with wavelength of > 1 μm [11-13]. 

It is known that the interaction of laser radiation with crystals in a wide range of luminous-flux densities is well 
described by the thermal model, according to which the whole process can be conditionally divided into several stages: 
1) light absorption and energy transfer to thermal vibrations of the crystal lattice of a solid; 2) heating the crystal without 
destruction; 3) destruction of the crystal; 4) cooling of the crystal after the end of the interaction. 

LiNbO3 crystals are widely used in lasers, therefore, issues related to the study of the resistance of these crystals to 
laser radiation are of considerable interest. 

Purpose of this work is simulation of heat transfer in single-crystal lithium niobate in interaction with continuous-
wave (CW) laser radiation by meshless method. 

Unlike grid methods, such as the finite element method (FEM) and the finite difference method (FDM), meshless 
schemes are devoid of complex and laborious process of constructing an interpolation grid within the considered domain 
of the boundary-value problem, which makes them computationally efficient and relatively easy to implement. 

 
PROBLEM FORMULATION 

Consider LiNbO3 crystal in the form of cylinder of diameter 40LND  mm and height 60H  mm with the 
following physical properties: density is ρ 4659 kg/m3; the thermal conductivity along the [001] direction is 

 
† Cite as: D.O. Protector, and D.O. Lisin, East. Eur. J. Phys. 1, 10-15 (2022), https://doi.org/10.26565/2312-4334-2022-1-02 
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 4.61 W mk K  ; the thermal conductivity in the (001) plane is 4.19k  W/(m×K); the specific heat at constant 
pressure is 601pc  J/(kg×K). The optic axis of the LiNBO3 crystal is directed along the z-axis. 

A laser beam with radiation power 50P  W and radius 0 5r  mm passes through the crystal as shown in Fig. 1. 
The wavelength of laser radiation is 1064  nm and the absorption coefficient of LiNbO3 is 0.1  %/cm @ 1064 nm. 

 
Figure 1. Passage of a laser beam through LiNbO3 crystal. 

When CW laser radiation interacts with a LiNbO3 crystal, light is absorbed and the absorbed energy transforms into 
thermal energy. 

The non-stationary heat conduction equation for an anisotropic solid in a closed domain can be written as follows: 

 ρ div gradp
uc K u g
t


 


 (1) 

where u  – temperature, K  – symmetric positive definite tensor of the second rank, which determines the thermal 
conductivity of the crystal, g  – internal heat source. 

At the initial moment of time, the LiNbO3 crystal is at a temperature 0 25 Cu   . Heat exchange with the 
environment occurs on the surface of the crystal. The boundary conditions for this case can be written as follows: 

 eq h u u    (2) 

where uq






 – heat flux in anisotropic medium, 10h  W/(m2×K) – heat transfer coefficient, 25 Ceu    – ambient 

temperature. 
The intensity of the internal heat source at depth z  is described by Beer-Lambert’s law: 

   
2 2

2 2
0 0

2, , exp 2 expP x yg x y z z
r r
 


  

       
 (3) 

where , ,x y z  – cartesian coordinates, P  – radiation power, 0r  – radius of the laser beam,   – absorption coefficient. 
Fig. 2 shows a visualization of the intensity of internal heat source at a depth of 0.03z  m. 

 
Figure 2. Visualization of the intensity of internal heat source at a depth of 0.03z  m. 
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NUMERICAL RESULTS 
The numerical solution of the considered non-stationary heat conduction problem is obtained by meshless method 

described in [14]. In this scheme, the dual reciprocity method (DRM) [15] with anisotropic radial basis functions (RBFs) 
[16] and the method of fundamental solutions (MFS) [17] are used to solve the heat conduction problem. The DRM with 
anisotropic RBFs is used to obtain particular solution, and the MFS is used to obtain a homogeneous solution of boundary-
value problem. The time discretization of equation (1) in this method is obtained by θ-scheme [18]. 

The number of interpolation nodes inside and on the boundary of domain of the heat conduction problem for all 
calculations is 7393dN   and 7808,bN   respectively. The time interval of the non-stationary boundary-value problem 
is 2 h 30 min.  

Fig. 3 and Fig. 4 show the simulation results of the temperature field on the surface the LiNbO3 crystal in interaction 
with CW laser radiation at different times. 

(a) (b) 
 

Figure 3. Visualization of the temperature field on the surface the LiNbO3 crystal at times 10t s  (a), 100t s  (b). 
 

(a) (b) 
Figure 4. Visualization of the temperature field on the surface the LiNbO3 crystal at times 1000t s  (a), 7000t s  (b). 

 
Fig. 5 and Fig. 6 show the simulation results of the temperature field inside the LiNbO3 crystal in interaction with 

CW laser radiation at different times. 
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(a) (b) 
Figure 5. Visualization of the temperature field inside the LiNbO3 crystal at times 10t s  (a), 100t s  (b). 

(a) (b) 
Figure 6. Visualization of the temperature field inside the LiNbO3 crystal at times 1000t s  (a), 7000t s  (b). 

As one can see in Fig. 5 and Fig. 6, with time of irradiation of the crystal, the heated zone inside of the crystal 
expands and its temperature increases. This process continues until a steady-state thermal regime is reached. Fig. 7 shows 
the plot of the heating process of the LiNbO3 crystal in time. 

As it was shown Fig. 7, at first the temperature of the crystal increases very fast, and then the rate of increase slows 
down, and after about 2 h 30 min it goes into a steady-state. The time 35 min, when the crystal temperature reaches 63.2% 
of the steady-state value is the thermal time constant .  

The thermal time constant is calculated as follows: 

ρ p

s

Vc
hA

   (4) 

where ρ  – crystal density, V  – crystal volume, pc  – specific heat at constant pressure, h  – heat transfer coefficient,   

sA  – crystal surface area. 
To estimate the accuracy of the approximate solution at the n-th step, we calculate the norm of relative residual: 

1,...,
max ii N

r
 
r  (5) 

where d bN N N   – total number of interpolation nodes, ir  – relative residual of the approximate solution at the i-th node. 
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Figure 7. Plot of the heating process of the LiNbO3 crystal, where maxu  – maximum temperature of the crystal, minu  – minimum 
temperature of the crystal,   – thermal time constant. 

Fig. 8 shows plot of the change of the norm of relative residual of the approximate solution of the considered 
boundary-value problem. 

 
Figure 8. Plot of change of the norm of relative residual 

The total estimated simulation time for a non-stationary heat conduction problem is 2303 s, which is comparable to 
the simulation time when using other numerical methods for solving boundary-value problems. 

 
CONCLUSIONS 

This paper presents the simulation results of heat transfer in single-crystal lithium niobate in interaction with CW 
laser radiation with the output power of 50 W and the wavelength of 1064 nm. The time interval of the non-stationary 
boundary-value problem was 2 h 30 min. It is defined, that after about 4  the temperature of the crystal goes into a 
steady-state, and is in the range of 27.74 to 28.24 C . The results of numerical calculations of the temperature distribution 
inside and on the surface of the single-crystal lithium niobate at times 10, 100, 1000, 7000t  s are presented. 

The numerical solution of the non-stationary heat conduction problem is obtained by meshless scheme using 
anisotropic radial basis functions. The accuracy of the approximate solution of the boundary-value problem at a specified 
time interval is estimated by the value of the norm of relative residual, and in the worst case is 31.74348 10 . The lower 
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values of the norm of relative residual are in the range from 142.05119 10  to 91.25433 10 . The numerical simulation 
results obtained using the meshless method are in good agreement with the results obtained using the FEM, which 
indicates the high efficiency of the meshless scheme even at a small number of interpolation nodes. 
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МОДЕЛЮВАННЯ ТЕПЛООБМІНУ В МОНОКРИСТАЛІЧНОМУ НІОБАТІ ЛІТІЮ ПРИ ВЗАЄМОДІЇ 
БЕЗПЕРЕВНИМ ЛАЗЕРНИМ ВИПРОМІНЕННЯМ 

Денис О. Протектор, Денис О. Лісін 
Харківський національний університет імені В. Н. Каразіна 

м. Свободи, 4, Харків, Україна 
У статті представлені результати моделювання теплового процесу, який протікає в монокристалі ніобату літію (LiNbO3) у 
формі циліндра діаметром 40LND  мм та висотою 60H  мм при взаємодії з безперервним лазерним випромінюванням 
потужністю 50P  Вт та довжиною хвилі 1064  нм. Щільність кристала LiNbO3 ρ 4659 кг/м3; теплопровідність вздовж 
напрямку [001] 4.61k  Вт/(м×К), теплопровідність у площині (001) 4.19k  Вт/(м×К); питома теплоємність при 

постійному тиску 601pc  Дж/(кг×К); коефіцієнт поглинання 0.1  %/см @ 1064 нм. Лазерний пучок проходить вздовж 
оптичної осі кристала. Профіль інтенсивності лазерного пучка представляється у вигляді функції Гауса, а поглинання 
лазерного випромінювання кристалом ніобату літію описується законом Бугера-Ламберта. Чисельний розв’язок 
нестаціонарної задачі теплопровідності здійснюється за безсітковою схемою з використанням анізотропних радіальних 
базисних функцій. Часовий інтервал, на якому розв’язується нестаціонарна задача теплопровідності, становить 2 год 30 хв. 
Наведено результати числових розрахунків розподілу температурного поля всередині та на поверхні кристала ніобату літію 
в моменти часу 10, 100, 1000, 7000t  с. Визначено час, протягом якого досягається сталий режим нагрівання кристала 
LiNbO3, а також його температурний діапазон на всьому часовому інтервалі. Точність наближеного розв’язку крайової задачі 
на n-му кроці оцінюється за величиною норми відносної нев’язки 


r . Результати чисельного розв’язку нестаціонарної задачі 

теплопровідності, отримані з використанням безсіткового методу, свідчать про його високу ефективність вже на невеликій 
кількості інтерполяційних вузлів. 
Ключові слова: тепловий процес, ніобат літію, анізотропна теплопровідність, лазерне випромінювання, нестаціонарна задача 
теплопровідності, безсітковий метод. 



16
EAST EUROPEAN JOURNAL OF PHYSICS. 1. 16-25 (2022)

DOI:10.26565/2312-4334-2022-1-03             ISSN 2312-4334

© D. Radouan, B. Anissa, B. Benaouda, 2022

 
 
 
 

AN INSIGHT INTO THE ELECTRONIC, OPTICAL AND TRANSPORT PROPERTIES 
OF A HALF HEUSLER ALLOY: NiVSi† 

 
Djelti Radouana,*, Besbes Anissab, Bestani Benaoudab 

aTechnology and Solids Properties Laboratory, Mostaganem University (UMAB) – Algeria 
bSEA2M Laboratory, Mostaganem University (UMAB) – Algeria 

*Corresponding Author: Radouane.djelti@univ-mosta.dz, djeltired@yahoo.fr 
Received November 17, 2021; accepted February 14, 2022 

 
The half-Heusler alloy NiVSi is investigated theoretically by using first-principles calculations based on the density functional theory 
(DFT). For a better description of the electronic properties, the TB-mBJ potential is used for exchange-correlation potential. The 
structural, electronic, magnetic, optical and thermoelectric properties was calculated by WIEN2k software. The negative cohesive and 
formation energies found reveal that the NiVSi is thermodynamically stable. Electronically, the NiVSi is a half-metal with an indirect 
band gap of 0.73 eV in the spin-down channel whereas the spin up channel is metallic. The total magnetic moment is of 1. Optically, 
the obtained high absorption coefficient in ultraviolet wavelength range, make the NiVSi useful as effective ultraviolet absorber. 
Thermoelectrically, a high figure of merit in the p- and n-type region was obtained, what makes this compound very functional for 
thermoelectric applications. The generation of a fully spin-polarized current make this compound unsuitable for spintronic applications 
at room temperature, a doping may be a satisfactory solution to improve this property. 
Keywords:  DFT; mBJ approach; half-metallic; ultraviolet; merit factor. 
PACS: 71.20.-b, 72.15.Jf, 72.25.Ba, 73.50.L, 52.70.Kz 

 
The notion of half metallic ferromagnets was established for the first time by de Groot et al. [1]. Since then several 

researchers paid particular attention to the magnetic half-Heusler (H.H) compounds due to their good physical properties 
[2-7]. The H.H exhibit fascinating optical and thermoelectric functionalities, those, which present high absorption 
coefficient and low reflectivity, have become promising candidates for highly efficient solar cells [8-10], while those with 
high figure of merit (ZT), have gained increasing popularity and are among the new energy resources [11-13]. Numerous 
studies carried out on H.H compounds have revealed the very good optical, thermoelectric and mechanical performance. 
The optical investigation conducted by R. Majumder and al., [14] shows that the LuPtBi compound has a good absorption 
in low energy region and good reflection in vacuum UV region, it exhibit dielectric response even at zero energy. 
A. Zakutayev [15] synthesized a new half-Heusler compound TaCoSn, which is indicated to possess favorable optical 
absorption coefficient and high electrical conductivity. According to recent study effected by R. Ahmad and N. Mehmood 
[16], the NiFeZ, half-Heusler compounds show a half-metallic behaviour with indirect small band gaps and their optical 
properties are more active at lower energy spectra. Hai-Long Sun et al., [17] have found for the BCaGa, a remarkably 
high ZT of 7.38 at 700K in the n-type region, while Wendan et al., [18] give a ZT value of 2.43 at 1100 K for the Zr-doped 
TiPdSn. S.M. Saini [19] shows that the LuNiSb exhibits its best thermoelectric performance at low temperature where 
the ZT is around 1 at 50K. A. Arunachalam et al [20] give a theoretical analysis of half metallicity and ferromagnetism 
in NiCrZ (Z = Si, Ge, Ga, Al, In, As), and show that compounds exhibit magnetic interaction and promising figure of 
merit in magnetic memory element. H.B. Ozisik et al [21] explored the effect of pressure on the electronic properties of 
half-Heusler NiXSn (X = Zr, Hf) compounds via the GGA approach, they found that both compound are semiconductor 
with a narrow-band-gap. Beyond a critical pressure of 161 GPa and 229 GPa for NiZrSn and NiHfSn respectively, the 
compounds become metallic. P. Hermet et al [22] studied the temperature effect on the mechanical properties of NiTiSn 
half-Heusler. The authors shows that the compound is very useful when a large temperature fluctuations occurs  because 
it remains ductile and robust at 700K and even conserves its very good mechanical properties up to 1500 K. According 
to this brief bibliographic review, we can conclude that depending to their composition, the Ni based half-Heusler alloys 
exhibit a wide variety of magnetic, thermoelectric, optical and mechanical properties, which allows them to be believed 
as very promising half metallic ferromagnetic materials for several technological application. The main objective to this 
study is to investigate the structural, electronic, optical and thermoelectric behaviour of the NiVSi half-Heusler 
compound. This research is arranged as follows. Details of computation are given in Section “Computational method”. 
Results and discussion are presented in Section “Results and discussion”. A summary of the results is given in Section 
“Conclusion” 

 
COMPUTATIONAL METHOD 

First-principles calculations based on DFT have been conducted to research the structural, electronic, optical and 
thermoelectric properties of NiVSi half-heusler. Exchange-correlation effects were treated with TB-mBJ potential [23]. 
The valence electrons for the NiVSi primal cell are 4s2 3d8 of Ni, 4s2 3d3 of V and 3s2 3p2 of Si. The muffin tin radius 
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(RMT) values of 1.85, 2.1 and 2.5 Bohr were used for Ni, V and Si respectively. Other parameters such as RMT × wave-
vector kmax (KMAX), k-point mesh and the maximum value of angular momentum (lmax) were selected to 7.0, 16×16×16 
and 10 respectively. The optical constants are derived from the complex dielectric function [24-26]. The semi-classical 
Boltzmann approach [27] as given in the BoltzTraP code was used to investigate the thermoelectric response of NiVSi 
compound. A fine grid mesh (46×46×46) was used. 
 

RESULTS AND DISCUSSION 
Structural properties 

The half-Heusler (H.H) is intermetallic compound with general formula XYZ, where X and Y are transition metals 
and Z a p-block element. The H.H crystallize in the face-centered cubic structure (space group F-43m). The Ni, V and Si 
atoms are positioned according to one of the three types displayed in Table 1. 
Table 1. Wyckoff position of atoms in the unit cell of cubic half-Heusler alloy NiVSi 

Type Ni V Si 
I 4b (0.5, 0.5, 0.5) 4c (0.25, 0.25, 0.25) 4a (0, 0, 0) 
II 4b (0.5, 0.5, 0.5) 4a (0, 0, 0) 4c (0.25, 0.25, 0.25) 
III 4c (0.25, 0.25, 0.25) 4b (0.5, 0.5, 0.5) 4a (0, 0, 0) 

 
We have carried out the structural optimization in ferromagnetic (FM) and non-magnetic (NM) configuration for 

the three possible types of arrangement. From Figure 1 and Table 2, we can see that the ferromagnetic state of the type 
III arrangement is the most stable among the six possible configurations because it has the lowest energy. 
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Figure 1. Calculated total energy of NiVSi compound as functions of the unit cell volume for the FM and NM states 
in each possible atomic arrangement

Table 2. The calculated equilibrium lattice constant a0, the ground state energies E0, the bulk modulus B, its pressure derivatives B’, 
the cohesive energy EC and the formation energy Ef of cubic NiVSi alloy. 

Type State a0 (Å) E0 (Ry) B (GPa) B’ EC (Ry) Ef (Ry) 

I 
FM 5.61 -5520.352411 138.3670 4.15  
NM 5.61 -5520.352477 138.6531 4.15 

II 
FM 5.57 -5520.403317 145.3527 4.97 
NM 5.56 -5520.390198 152.2824 4.60 

III 
FM 5.49 (5.47) [32] -5520.452380 167.3817 4.54 --1.417 -0.304(-0.316)[32] 
NM 5.48 -5520.448458 174.6848 4.85  

 
To ensure the structural stability in the ground state and also to estimate the chemical stability and see a possible 

synthesis of NiVSi, we have calculated the formation energy (∆𝑯𝒇) and cohesive energy (𝑬𝑪𝒐𝒉). The formation enthalpy 
is defined as [28]: 

 ∆𝑯𝒇 = 𝑬𝑵𝒊𝑽𝑺𝒊𝑻𝒐𝒕𝒂𝒍 − ൫𝑬𝑵𝒊𝒃𝒖𝒍𝒌 + 𝑬𝑽𝒃𝒖𝒍𝒌 + 𝑬𝑺𝒊𝒃𝒖𝒍𝒌൯ (1) 

Where 𝑬𝑵𝒊𝑽𝑺𝒊𝑻𝒐𝒕𝒂𝒍 , is the total energy of the NiVSi alloy, 𝑬𝑵𝒊𝒃𝒖𝒍𝒌, 𝑬𝑽𝒃𝒖𝒍𝒌 and 𝑬𝑺𝒊𝒃𝒖𝒍𝒌  are the total energy per atom of Ni, V, and 
Si in their bulk stable states, respectively. The cohesive energy (𝑬𝑪𝒐𝒉) per formula unit have been calculated using the 
relation [29]: 

 𝑬𝑪𝒐𝒉 = 𝑬𝑵𝒊𝑽𝑺𝒊𝑻𝒐𝒕𝒂𝒍 − ൫𝑬𝑵𝒊𝒊𝒔𝒐 + 𝑬𝑽𝒊𝒔𝒐 + 𝑬𝑺𝒊𝒊𝒔𝒐൯ (2) 𝑬𝑵𝒊𝑽𝑺𝒊𝑻𝒐𝒕𝒂𝒍 , is the total energy of the NiVSi alloy at equilibrium lattice and 𝑬𝑵𝒊𝒊𝒔𝒐, 𝑬𝑽𝒊𝒔𝒐, 𝑬𝑺𝒊𝒊𝒔𝒐 are the total energies of the isolate 
atomic components. The negative value of ∆𝑯𝒇 and 𝑬𝑪𝒐𝒉 (Table 2) confirm the structural and chemical stability of our 
half-Heusler NiVSi in the type III atomic arrangement with FM state. The crystal structure of NiVSi alloy in the type-III 
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(FM) given in Figure 2 was plotted by the CrystalMaker 2.7 software [30]. The structure is formed by three 
interpenetrating fcc sublattices, which are occupied by Ni, V and Si elements. 

Figure 2. Crystal structure of half-Heusler compound NiVSi  

 
Electronic properties 

Fig. 3 shows the spin polarized band structures of the NiVSi half-Heusler alloy. The choice of TB-mBJ approach 
for this calculation is to obtain an accurate half-metallic gap. 

Figure 3. Band structures of NiVSi for both spin channels with mBJ approach 

The spin-up () channel, shows a metallic characteristic because the 3d-V band cross the Fermi level. In the spin-
down () channel, Fermi level lies inside the forbidden gap, an indirect band gap (between X and Γ points) of about 
0.73 eV was observed so confirming the semiconducting nature. This coexistence of metallic nature in spin-up () channel 
and semiconducting nature in the spin-down () channel leads to the half-metallic nature of NiVSi compound. The origin 
of the half-metallicity might be due to the strong hybridization between Ni-3d and V-3d states. The calculated band 
structure presents 100% of spin polarization at the Fermi-level; this can generates a spin-polarized current in the half-
metal, only at absolute zero or a temperature very close to zero. According to Fig.3, the Fermi energy is very close to the 
bottom of conduction band of down spin, that make this compound unsuitable for spintronic applications at room 
temperature. On the other hand, the 100% of spin polarization at the Fermi-level is very useful to maximizing the 
efficiency of magneto-electronic devices [31]. In order to study the arrangement of the orbital’s in the electronic band 
structure as well as the electrons involving in the shaping of the band gap, the total and partial density of states 
(TDOS/PDOSs) of the NiVSi was plotted between -10 and 10 eV Fig. 4(a-b). The dashed line shows the Fermi energy 
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level (EF). Fig 4.a, show an asymmetry between spin up (↑) and spin down (↓), this confirms the half-metallic character 
of NiVSi half-Heusler already predicted by band structure. The energy region around the Fermi level is mainly due to a 
low contribution of d-Ni states and major contribution of d-V states (Fig 4.b). 
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Figure 4. Calculated total and partial density of states with TB-mBJ for NiVSi half-Heusler 

We can see that for energies higher than 2eV, the Si-3p state is dominant and for energies lower than -5eV, the 
principal contribution is due to Si-3s state. In addition, the 3d-V state is most important in the conduction band with a 
considerable higher DOS values that Ni and Si, whereas in the valence band the 3d-Ni state is the predominant. The 
combined effect of the crystal field and atoms constituting the alloy induces magnetism. Our study show that the NiVSi 
half-Heusler possesses FM nature with a total magnetic moment (Mtotal) of 1μB, (Table. 3). The contribution of the 
interstitial site and partially filled d-states of vanadium generates this total moment. The positive value of the magnetic 
spin moment is due to vanadium, whereas the low negative value is attributed to silicon. The Mtotal found is slightly higher 
than obtained by Ma et al [32], this can be justified by the different exchange correlation functional used in the two works. 
Table 3. Individual, interstitial and total magnetic moments of NiVSi half-Heusler calculated by GGA and mBJ approximations. 

Method GGA mBJ Other work [32] 

MNi 0.0731 0.1138 0.097 

MV 0.8890 0.8981 0.841 

MSi -0.0349 -0.0406 -0.040 

Minterstitiels 0.0738 0.0286  

Mtotal 1.0011 1.0000 0.9582 
 

Optical properties 
The optoelectronic applications of a material require in-depth knowledge of their optical properties. In order to 

describe the interaction of photons with NiVSi alloy, the calculation of optical properties such as polarization, absorption, 
reflectivity, refractive index and loss energy is necessary. All the optical properties cited above derive from the complex 
dielectric function 𝜺(𝝎) (𝒆𝒒. 𝟑). 

 𝜺(𝝎) = 𝜺𝟏(𝝎) + 𝒊𝜺𝟐(𝝎) (3) 

Where 𝜺𝟐(𝝎) represents the real transition between the occupied and unoccupied states while 𝜺𝟏(𝝎) depicts the 
electronic polarizability under incident light [33]. The imaginary part of the dielectric function 𝜺𝟐(𝝎) is derived from 
the electronic band structure computations with the help of the following relation  

 𝜺𝟐(𝝎) = ቀ𝟒𝝅𝟐𝒆𝟐𝒎𝟐𝝎𝟐ቁ ∑ 𝟐𝒇𝒊(𝟏〈𝒊|𝑴|𝒋〉׬ − 𝒇𝒊)𝜹൫𝑬𝒋 − 𝑬𝒊 − 𝝎൯𝒅𝟑𝒌𝒊,𝒋  (4) 

Where 𝒆, 𝒎, 𝝎 and 𝑴 represent the electron charge, electron mass, photon frequency and dipole matrix, 
respectively. 𝑬𝒊 is the electron energy of the initial state, 𝑬𝒋 is the electron energy of the final state, and 𝒇𝒊 is the Fermi 
occupation factor of the single-particle state 𝒊. The real part 𝜺𝟏(𝝎) of the dielectric function derives from 𝜺𝟐(𝝎) by using 
the Kramers Kronig relations [34-36]: 
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 𝜺𝟏(𝝎) = 𝟏 + 𝟐𝝅 𝑷 ׬ 𝝎ᇲ𝜺𝟐൫𝝎ᇲ൯𝝎ᇲ𝟐ି𝝎𝟐 𝒅𝝎ᇱஶ𝟎  (5) 

Where 𝑷 is the Cauchy principal value. 
Other optical parameters like the absorption coefficient 𝒂(𝝎), reflectivity 𝑹(𝝎) and refractive index 𝒏(𝝎) can be 

obtained from the calculated values of the real and imaginary parts of the dielectric function [37]: 

ተ
ተ
ተ  𝒂(𝝎) = √𝟐𝝎𝒄 ൭ට𝜺𝟏𝟐(𝝎) + 𝜺𝟐𝟐(𝝎) − 𝜺𝟏(𝝎)൱𝟏 𝟐ൗ

  𝑹(𝝎) = อඥ𝜺(𝝎) − 𝟏ඥ𝜺(𝝎) + 𝟏อ𝟐

  𝒏(𝝎) = ൥ඥ𝜺𝟏𝟐(𝝎) + 𝜺𝟐𝟐(𝝎) + 𝜺𝟏(𝝎)𝟐 ൩𝟏 𝟐ൗ
 

(6) 

(7) 

(8) 

As the lattice parameters are constant (cubic structure), the obtained optical properties are isotropic (same dielectric 
tensor). The variations versus energy of real part 𝛆𝟏(𝛚) and imaginary part 𝛆𝟐(𝛚) of dielectric function (𝛚) are plotted 
in Fig. 5a. 

                

                
Figure 5. (a) Dielectric function, (b) absorption coefficient, (c) reflectivity and (d) refractive index) for NiVSi compound by using 

mBJ approximation. 

The light absorption by the material is described by the imaginary part of the dielectric function 𝜺𝟐(𝝎), this is 
associated to the absorption of the incident energy due to the different electronic transitions caused by the impact energies 
greater than the band-gap.  𝛆𝟐(𝛚) starts at 0eV and attain its maximum value of 12.35 in the infrared domain; domain 
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characterized by minimal dispersion of light due to the low energy. We can see also that 𝛆𝟐(𝛚) show six absorption peaks 
located at 0.28 eV, 2.35 eV, 4.03 eV, 4.31 eV, 5.59 eV and 7.39 eV. According to the total and partial density of states 
(TDOS/PDOS) (Fig 4), these peaks can be related to the inter-band transitions between Si-3p, Ni-3d and V-3d states. The 
real part of dielectric function 𝛆𝟏(𝝎) depicts the electronic polarizability under an incident light, its static value at zero 
photon energy 𝛆𝟏(𝟎) is inversely proportional to the band gap (Eg) (Penn model) [38]. 

 𝛆𝟏(𝟎) = 𝟏 + ൬𝐡.𝛚𝐏𝐄𝐠 ൰𝟐
 (9) 

Where 𝛚𝐏 is the plasma frequency.  
The obtained value of  𝛆𝟏(𝟎) is 25.08. In the energy range from zero to 7.72 eV, 𝛆𝟏(𝛚) show positive values, which 

means the photons, propagate through the material, whereas in the UV range from 7.72 to 10.48 eV, 𝛆𝟏(𝛚) takes negative 
values, the compound reflects completely the incident radiation and exhibits a metallic character in this region. Beyond 10.48 
eV, the values of real part 𝛆𝟏(𝛚) fluctuate around 0. The optical absorption measures the strength of the interaction between 
light and material, its knowledge is essential for any development of opto-electronic device. The absorption coefficient was 
calculated versus radiation wavelengths in the UV-Visible-IR range. From Fig.5b we can see that the NiVSi display high 
level of interband absorption, the presence of the low energy gap in spin-down band structure spectrum, match with the 
principal peak obtained at wavelength of 154 nm (ultraviolet range).  We note that the increase of photons energy leads to a 
proportional diminution in the wavelength. The absorption is very small at low energy (Infrared range) then increases to 
reach its maximum of 1171139 cm-1 in the UV region; this means that the photons, which excite electrons of the conduction 
band, was absorbed. We can remark also that the absorption coefficient is not constant for photon energies greater than the 
gap, but depends, heavily on wavelength. The reflectivity R(ω) which describes the ratio between the reflected energy to 
total incident energy is plotted versus wavelength in Fig. 5c. The compound present two major peaks, located below 152 nm 
(UV range) and above 506 nm (visible region). The utmost values of reflectivity is mostly due to the resonance Plasmon 
[39]. The minimum value of R(ω), is observed in UV range at 241 nm, whereas in all the UV-visible domain, the value of 
reflectivity is less than 35%. The decrease in reflectivity noted from 510 nm implies that a substantial amount of photon 
energy is transmitted through the material.  It is to note that the static value of reflectivity R (0) is about 44%. The interaction 
of electromagnetic radiation with a non-uniform medium such as material causes a change in the path of the radiation by 
refraction. From Fig 5d, we can see that the index refraction n(ω) reaches its maximum value of 3.22 at 661 nm, and then 
gradually decreases. This can be explained by the fact that the NiVSi alloy absorbs high-energy photons and can no longer 
act as a transparent matter [40]. The static refractive index n(0) is 5.01, according to equation  nଶ(0) = εଵ(ω), we can 
deduct the static dielectric constant εଵ(0) is about 25.11, which is fundamentally according with the result of Fig. 5(a). The 
refractive index remain positive in the considered range of energy, this is due to the linearity of NiVSi to the frequency of 
light [41]. Finally, as suggestion for future researches, the bandgap of NiVSi half-Heusler can be modulated or improved by 
selective doping to have a strong optical absorption, which will allow subsequently to involve this material in several 
optoelectronic  devices such as photovoltaic cells. 
 

Thermoelectric properties 
The present thermoelectric study is motivated by the narrow band gap of NiVSi, property that allows a good diffusion 

of the phonons and which reduces in parallel the thermal conductivity of the network. The transport properties are going 
to be computed with BoltzTraP code (under a constant relaxation time approximation of the charge carriers) [27], where 
the electrical conductivity (σ/τ), thermal conductivity (κ/τ), Seebeck coefficient (S) and Merit factor (ZT) will be 
investigated as function of chemical potential (µ) in range between – 0.15 to 0.15 eV.  Semi-classical Boltzmann transport 
equations are used to calculate the number of thermoelectric coefficients, which can be represented as follows [42-43]: 

 

ተ
ተ
ተ 𝛔𝛂𝛃(𝐓, 𝛍) = 𝟏𝛀 න 𝛔𝛂𝛃(𝛆) ൣ−𝛛𝐟𝛍(𝐓, 𝛆)൧𝐝𝛆
 𝛋𝛂𝛃(𝐓, 𝛍) = 𝟏𝒆𝟐𝐓𝛀 න 𝛔𝛂𝛃𝜺(𝛆 − 𝛍)𝟐   𝛛𝐟𝛍(𝐓, 𝛆)𝐝𝛆
 𝑺 = 𝐞𝐓𝛔 න 𝛔𝛂𝛃(𝛆)(𝜺 − 𝝁) ቈ−𝛛𝐟𝛍(𝐓, 𝛆)𝝏𝜺 ቉
 𝐙𝐓 = 𝐒𝟐𝛔𝐓𝛋

 

(10) 

(11) 

(12) 

(13) 

 
Where  𝛀, 𝐟, 𝛍, 𝛔, 𝛋, 𝐒 and 𝐙  represents the unit-cell volume, Fermi-Dirac distribution function, chemical potential, 

electrical conductivity, thermal conductivity, Seebeck coefficient and merit factor respectively. The variation of electrical 
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conductivity (σ/τ) which depicts the fluency at which electrical charge can flow in matter is show in Fig 6.a. The starting 
points of (σ/τ) for p-type (µ < 0) and n-type (µ > 0) regions are situated at chemical potentials of -0.05 μ(eV) and 0.01 
μ(eV) respectively. Between these points, (σ/τ) is zero; while a clear, improvement observed beyond these values. A 
value peak of 2.94.1020 (Ωm)−1 is observed in p-type at 0.122 μ(eV), while  the n-type show a value peak of 7.51020 (Ωm)−1 
at 0.15 μ(eV). The (σ/τ) values are not influenced by changing the levels of temperature (300, 600 and 900K). The capacity 
of the half-heusler NiVSi to transfer heat is studied in this section through the calculation of its thermal conductivity (κ/τ). 
As show in Fig.6b, the profile of thermal conductivity (κ/τ) curves is the same to the electrical conductivity (σ/τ), except 
that here the temperature change has a significant influence on the (κ/τ) values. At 300 K, the thermal conductivity (κ/τ) 
is weak then it sudden increases with the increasing in temperature especially in the n-type region, this is due to electron-
phonon scattering [44]. Fig 6.c gives the Seebeck coefficient (S) which demonstrates the capacity to generate electric 
potential from the temperature gradient. The principal peak of Seebeck coefficient occur between -0.052 and 0.007 eV, 
outside this range, the curve tends rapidly to zero. At 300 K, the magnitude of Seebeck coefficient is about 1235 μV/K 
(-0.026eV), this value is reached in the p-type region. For temperature higher than 300 K, the Seebeck coefficient diminish 
due to the increase in the holes and in thermal energy [45]. The NiVSi compound is a promising thermoelectric material, 
exhibiting a high Seebeck coefficient due to its half-metallic character and its narrow band-gap. The scale of the 
thermoelectric efficiency is measured by the figure of merit (ZT). A high ZT value requires a high electrical conductivity 
and Seebeck coefficient and low thermal conductivity [46]. The ZT curves obtained at different temperature exhibit a 
global similarity:  the peaks are located at almost similar energies and their magnitudes decrease with increasing in 
temperature (Fig 6.d). 

Figure 6. Evolution of (a) electrical conductivity, (b) thermal conductivity, (c) Seebeck coefficient, and (d) Merit factor (ZT) versus 
chemical potential at different temperatures.  

 
At the chemical potential corresponding to the Fermi level (dashed line) the computations gives a ZT values not less 

than 0.83 for all considered temperature. Around the zero chemical potential, the conduction charges are small from where 
a minimum electronic thermal conductivity, which made it possible to have these high merit factors. The maximal ZT 
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value is 0.98 (300 K), 0.93 (600 K) and 0.87 (900 K) for p-type doping, and it is 0.49 (300 K), 0.36 (600 K) and 0.29 
(900 K) for n-type doping. The values of the merit factor is higher for the negative chemical potential compared to the 
positive one, and the width of the peak in the μ < 0  region is larger than that in the μ > 0 region. The NiVSi tends to be 
a p-type semiconductor, because the holes rather than the doping of electrons gives the best thermoelectric performance. 

The obtained values of ZT are larger to those reported for many half-Heusler compounds such as PdZrGe [47], 
ZrFeSi [48], RbBaB [49], XLiSn [50], RhTiSb [51]. 

 
CONCLUSION 

We performed first principles calculations of the structural, electronic, optical and thermoelectrics properties of 
NiVSi half-Heusler compound using FP-LAPW formalism and semi-classical Boltzmann transport theory. The electronic 
investigation discloses that the NiVSi is half-metallic with indirect band gap nature, this half-metallicity suggest potential 
applications in spintronic devices. The magnetic study reveals that NiVSi is a weak ferromagnetic material with 100% 
spin polarization at Fermi level, this can produces a spin-polarized current useful to maximizing the efficiency of 
magneto-electronic devices. The optical properties computations attest that the NiVSi has a broad absorption band in the 
ultraviolet region, its high absorption coefficient of 112.104 cm-1 suggest that it can be used as ultraviolet absorber. In 
addition, the compound is transparent in the considered infrared range [780-1200 nm]. Thermoelectric computations 
disclose that the holes are the main charge carriers. At a room temperature, the obtained merit factor is about 0.98, thus 
affirming that the NiVSi is a promising material for applications in the thermoelectric domain. Finally, we suggest that to 
boost the spintronic performance of this alloy, a doping remain necessary to move the bottom of the conduction band 
away from the Fermi level. 
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ОГЛЯД ЕЛЕКТРОННИХ ОПТИЧНІ ТА ТРАНСПОРТНИХ ВЛАСТИВОСТЕЙ 

НАПІВГЕЙСЛЕРОВОГО СПЛАВУ: NiVSi 
Джелті Радуанa, Бесбес Анісса, Бестані Бенаудаb 

aЛабораторія технологій та властивостей твердих речовин, Університет Мостаганем (UMAB) – Алжир 
bЛабораторія EA2M, Університет Мостаганем (UMAB) – Алжир 

Теоретично досліджено напівгейслеровий сплав NiVSi за допомогою розрахунків за першопринципами на основі теорії 
функціоналу щільності (DFT). Для кращого опису електронних властивостей обмінно-кореляційного потенціалу 
використовується потенціал TB-mBJ. Структурні, електронні, магнітні, оптичні та термоелектричні властивості були 
розраховані за допомогою програмного забезпечення WIEN2k. Знайдені негативні енергії когезії та енергії формування 
показують, що NiVSi є термодинамічно стабільним. З електронної точки зору NiVSi є напівметалом з непрямою забороненою 
зоною 0,73 еВ у каналі зі спіном вниз, тоді як канал зі спіном вгору є металевим. Загальний магнітний момент дорівнює 1. 
Оптично, отриманий високий коефіцієнт поглинання в ультрафіолетовому діапазоні довжин хвиль робить NiVSi корисним як 
ефективний поглинач ультрафіолетового випромінювання. Термоелектрично було отримано високу якість в області p- і 
n-типу, що робить цю сполуку функціональною для термоелектричних застосувань. Генерація повністю спін-поляризованого 
струму робить цю сполуку непридатною для застосування спінтронів при кімнатній температурі, легування може бути 
задовільним рішенням для покращення цієї властивості. 
Ключові слова: DFT; підхід mBJ; напівметалевий; ультрафіолетовий; фактор якості. 
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The nuclear shell model with modified surface delta interaction MSDI was used to calculate the values of energy levels of the copper 
nucleus 58Cu. The neutron and proton in the model space 1p3/2 0f5/2 1p1/2 of the copper nucleus occur outside the closed core 56Ni. This 
research investigates the excitation energy and angular momentum. As a consequence, theoretical approaches are used to uncover a 
collection between excitation energies and classical coupling angles θa,b at various orbitals. Finally, we demonstrate that our results 
are supported by experimental evidence: Excitation energies have two major functions, both of which are influenced by classical 
coupling angles but are unaffected by angular momentum I. 
Keywords: energy levels, modified surface delta interaction, 58Cu, classical coupling angle 
PACS: 21.60.Cs 
 

Many research have focused on nuclear isotopes, and the element copper will be discussed in this topic [1,2]. 
According to Ref [3], Martin and Breckon measured 58Cu in 1952. In the last 50 years, many approaches for the effective 
interaction of nuclei in the "s-d and f-p shells" have been presented. Using the Hamada-Johnston potential, Kuo and 
Brown estimated the effective two-body interaction in the s-d and f-p shells [4]. Richter et al. "New effective interactions 
for the 0f1p shell used experimental approaches to derive 195 two-body matrix elements and four single particle energies 
in the fp-shell, using Wildenthal's nonlinear fit general practice. [3] Talmi employed the surface delta interaction to 
determine the parameters of nuclear states on a magic core with few' nucleons'. Talmi's theory is based on the following 
assumptions: First, there is an inert core model of tight shell that works with central forces on valence nucleons; and 
second, there is 'residual interaction' between the valence nucleons that is induced by two-body forces. Schiffer [5] 
considered nuclei in which two (hole or particle) are present in addition to a closed shell. Essentially, Schiffer emphasizes 
that the general behavior of the effective interaction in terms of the angle between the interacting nucleons' angular 
momenta is a trait that was subsequently linked to the effective interaction's short-range nature [6,7]. In Ref [8] stated the 
angle between the proton and neutron angular momentum vectors ja and jb. In the mass range A =50 to 102, J. Kostensalo 
and J. Suhonen [9] calculated the characteristics pairing interaction for even-even) reference nuclei. We used modified 
surface delta interaction and surface delta interaction to investigate the excitation energies for states two-hole and two-
particle [10,11,12], one particle – one hole [13,14]. In conclusion, investigations accept the new study's purpose, primarily 
by the use of MSDI, which predicts low-lying levels structure of 58Cu nuclei. 
 

THEORY 
The Schrödinger equation has been essential steps to a particular appropriate Hamiltonian, so that a typical shell-

model of effective Hamiltonian may be stated as [11,12]. 

 0 kl
k l k l

H V
 

     (1) 

where kl
lk

V


 is the residual 2-body interaction, which exists in addition to the average shell-model potential, and we 

can express this as:  

    
a b c d

kl a b c d IM a b IM c dI
k l IM j j j j

V j j V j j a j j a j j 

  

     (2) 

If j  is single particle energy a b c dj j V j j = ,
,

I T
ab cdV  is the matrix element [ 11,12,14]  

If the 2 particles occupy the same level, the energy relative to the closed shell is: 

 2 j a b c dH j j V j j   (3) 
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Several single-particle levels should be considered the basis for describing low-lying states; if there are two states, 
they should be indicated by IMjj ba  and IMjj dc  then their energies with respect to the core are given by 
[11,13,15] 

 11

IT

a b ababj jH V     (4) 

 
2 2

I T

c d c d c dj jH V     (5) 

 1 2 2 1

I T

a b c d
H H V   (6) 

To estimate the matrix element for the residual nucleon-nucleon interaction using the MSDI potential [15,16]
 

 , , 0 04 ( ) ( ) .a b T a b a bV A r a R r b R B     
            
   

 (7)
 

where r  ̂ (a), r  ̂(b) are the position vectors of interacting particles, R0 is the nuclear radius[14] the strength of interaction 
TA .The correction term .a bB    is introduced to account for the splitting between the groups of levels with different 

isospin. Such a form of interaction is called MSDI. The antisymmetrized matrix element of IT
acdbV is given by[10,15,16] 

   
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 (8) 

where it is 1 1( ) 0
2 2I a b b ah j j j j I   

1 1( ) 1
2 2I a b a bk j j j j I ; where is the Clebsh -Gordon coefficients 

The comportment of the diagonal 2 - body matrix element as a function of the spin I ofparticle - particle) state is very 
distinctive when their value are plotted in a property way .Consider (particle – particle) in orbits aj  and bj  with 

a aI j j   one can write then [11,10,14] 

 2 2 2 2
,( ) 2 ( )cosa a a b a b a bI j j j j j j        (9) 

where ba , is the angle between the vectors aj and bj . Since the length of vector j is given by )1( jj one 
obtains from eq (10 ) in a classical picture[6,8,13,16]  

 )1()1(2

)1()1()1(
cos ,






bbaa

bbaa
ba

jjjj

jjjjII
   (10) 

 The I-dependence of the matrix element 
IT

abcd
V can thus be plotted as a function of the angle ba, .The radial overlaps of 

the particle orbits for light nuclei differ from those for heavy nuclei. The proton -neutron configurations correspond to 
nucleon pair having mixed isospin and one find [13,16] 

    
1 0

( , ) 0.5
IT IT

abcd abcd
T T
I I

I p nE V V
 

    
  

 (11) 

Plotting the excitation energy of these states as a function of the corresponding angle ba,  determined as specified by 
Eq.(10). For neutron and proton in various orbits the absolute value of average two body energy is given by[10,15]: 
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    
0 .5

2 1 2 1I
I I

E I E I    
 

   (12) 

With EI defined by Eq. (11 ) . 
 

RESULTS AND DISCUSSION 
The main properties of nuclear structure for ground bands of 58Cu nuclei were calculated using MSDI in this paper. 

The valence nucleons of these nuclei are dispersed in model space 1p3/2, 0f5/2, 1p1/2. MSDI was used to determine the 
energy levels and classical coupling angles ba,  for( neutron-proton) in these calculations. The nuclear shell model for 
nucleus58Cu has one (neutron and proton) outside the inert core 56Ni. The nucleon's that have taken up residence in the 
model space 1p3/2, 0f5/2, 1p1/2. 

The original MSDI Hamiltonian is also modified to account for the ground state energy. Energy levels were 
obtained using the equations (4,5,6 and 8). As a result, it's discovered that the experimental value's acceptability is quite 
high. Configurations mixing between the orbits are used to include the neutron and proton contributions. 

To find energy levels, use the single particle energy .For proton particle , 𝜌1p3/2 = -0.6901MeV, 𝜌0f5/2 
=0.3381MeV, and 𝜌1p1/2 =0.4161MeV may be used; however, for state neutron particle, 𝜌1p3/2 = -10.2543MeV, 𝜌0f5/2 
=-9.4861MeV, and 𝜌1p1/2 =-9.1422MeV can be used. The use of particle energies inside the space of the 
aforementioned model, [17,18]. The angular momentum possibilities for this nucleus range from 0 to 5. 

Table 1. A comparison between a theoretical result and experimental result  excitation energies, MeV, for 58Cu nucleus by using MSDI 

I  
Energy Levels Energy 

Levels I  I  
Energy Levels Energy 

Levels I  

Exp. Res. [19] Theor. Res. Exp. Res. [19] Theor. Res. 
---- ---- 3.111 2+

4 1+ 0.0000 0.0000 1+
1 

---- 3.230 3.26 1+
5 0+ 

3+ 
1+

0.2029 
0.4436 
1.051 

  

(0+ to 4+) 3.2802 3.28 2+
5 2+ 1.427 1.43 2+

1 

----  
(7+) 
(1)+ 

3.310 
3.4210 
3.4601 

3.29 1+
6 (4+) 1.549 1.663 1+

2 

---- 3.5126 3.5111 3+
4 ---- ---- 1.79 0+

1 

---- 3.570 3.5743 5+
1 (3+) 1.647 1.8214 3+

1 

(1)+ 3.6779 3.6322 0+
2 2+  1.652 1.8723 2+

2 

  3.6356 3+
5 ---- ---- 1.9211 3+

2 

(1)+ 3.717 
3.820 

3.7645 2+
6 (5+) 2.0650 

2.070 
2.170 

 
2.249 
2.270 

2.0801 4+
1 

---- 3.890 3.9545 4+
3 ---- ---- 2.556 1+

3 

---- 4.010 4.1403 3+
6 4+ 2.690   

(7+) 4.0656 4.1823 2+
7 (4+) 

 
 
 

(5+) 
(1)+

2.7502 
2.780 

2.8152 
2.840 

2.9206 
2.949 

2.7404 2+
3 

 
(8+) 
(1)+  

 
(1)+ 

4.210 
4.4414 
4.720 
5.065 
12.034 

4.5755 2+
8 (0+ to 

4+) 
2.9309 3.0821 3+

3 

---- 12.45 12.4011 1+
7 ---- ---- 3.0834 1+

4 

(15+) 12.520 12.543 0+
3 ---- ---- 3.0911 4+

2 
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Theoretically, the energy level (1.8214, 3.0821and 3.28) MeV was uncertain at the state (3+
1, 3+

3and 2+
5) .The 

energy of the states (2+
1and 2+

2) near the experimental data. The levels 2+
3, 1+

6, 3+
4,5+

1,2+
6,4+

3 and 1+
7with practical 

energies (2.780, 3.310, 3.5126, 3.570, 3.820, 3.890 and 12.45 ) MeV ,respectively correspond to state for which the 
angular momentum and/or parity of the corresponding state are not established experimentally . 

The new energy  levels  which are expected for this nucleus in the states 0+
1, 3+

2, 1+
3, 1+

4, 4+
2 and 2+

4were not well 
established experimentally. 

The particle orbits have a low overlap in the style of the curve in Fig.1 for θa,b =90, resulting in a weak interaction. 
The orbits of (neutron- proton)interacting in opposing directions have a high overlap for θa,b =180. Because the nuclear 
force has a limited range, the contact will be strong. This interaction explains why the curves in Fig.1 (A, B and C) have 
an appositive slope for differences ranging from 180 to 90 degrees. For smaller angles, the Pauli principle expresses 
itself. The two isospin coupling metrics must be recognized for θa,b = 0.0 and. 

  

Figure 1. The relationship between classical coupling angles of an even and an odd cases, with the energy levels of all possible states 

The particle occupies a spatially symmetric particle state in the θa,b =180 scenario, which results in a significant 
negative matrix element due to the high short-range attraction. When T=1, the (neutron- proton) constitute a spatially 
antisymmetric instance, and their relative space increases when the angle is reduced to 0.0.  

The curves displayed in Fig. 1 A. may be created by plotting the excitation energy of these states as a function of 
the identical angle supplied by Eq. (10) for even states and Fig. 1 (B and C) for odd states of effective interaction 
determined from the data. Curvature is a measure of short-range attractive force. 

Table 2 shows the lowest angle corresponds to the greatest J reading .The angular momentum of the even cases 51
+ 

which represents the highest angular momentum inside model space 0f5/20f5/2 is 44.4153 degrees as seen in table 3.3 . 
The angle value is 152.3395 with angular momentum 1+

2 in model space 0f5/20f5/2 reflects the lowest angular 
momentum. The angle of 81.7867 degrees is the angular momentum of the odd states 41

+,which represents the 
maximum angular momentum. The angle value 180.0000 corresponds to the lowest angular momentum 01

+in the same 
model space. 
Table 2. According to cases of angular momentum I , all possible states of the semi-classical coupling angle value  
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CONCLUSION 

For energy levels, theoretical and experimental levels are desirable. As a result, there are much too many 
experimental excitation energies that are confirmed by calculations and new energy levels is found. As a result, MSDI 
theoretical calculations are generally consistent with experimental findings. Angler momentum's minimum values agree 
with the greatest angle. Finally, this highlights an essential fact: The MSDI is enough to show the nuclear structure of 
58Cu nuclei. 
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СТРУКТУРА РІВНІВ 58Cu З МОДИФІКОВАНОЮ ПОВЕРХНЕЮ ДЕЛЬТА-ВЗАЄМОДІЇ 
Далал Н. Хамід, Алі К. Хасан 

Фізичний факультет, Освітній Коледж для дівчат, Університет Куфи, Наджаф, Ірак 
Для розрахунку значень енергетичних рівнів ядра міді 58Cu використано модель ядерної оболонки з модифікованою 
поверхневою дельта взаємодією MSDI. Нейтрон і протон в модельному просторі 1p3/2 0f5/2 1p1/2 ядра міді зустрічаються поза 
замкнутим ядром 56Ni. У цій роботі досліджується енергія збудження та кутовий момент. Як наслідок, для виявлення 
сукупності між енергіями збудження та класичними кутами зв’язку θa,b на різних орбіталях використовуються теоретичні 
підходи. Нарешті, ми демонструємо, що наші результати підтверджуються експериментальними доказами: енергії 
збудження мають дві основні функції, на обидві з яких впливають класичні кути зв’язку, але на них не впливає кутовий 
момент I. 
Ключові слова: енергетичні рівні, модифікована поверхнева дельта взаємодія, 58Cu, класичний кут зв'язку 
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In this manuscript, the method of characteristics particle trajectories details used and the dispersion relation for the ionosphere of Uranus 
were being used to investigate electrostatic ion-cyclotron waves with parallel flow velocity shear in the presence of perpendicular 
inhomogeneous DC electric field and density gradient. The growth rate has been calculated using the dispersion relation. Electric fields 
parallel to the magnetic field transmit energy, mass, and momentum in the auroral regions of the planetary magnetosphere by 
accelerating charged particles to extremely high energies. The rate of heating of plasma species along and perpendicular to the magnetic 
field is also said to be influenced by the occurrence of ion cyclotron waves and a parallel electric field in the acceleration area. 
Keywords: Electrostatic Ion-cyclotron waves, Velocity shear, density gradient and Inhomogeneous Electric Field, 
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PACS: 52.35Fp, 94.30Ch, 96.30Pj 

 
The study of dynamics, which determines the release of free energy, has recently received a lot of attention. Its 

shear flow is determined by magneto hydrodynamics and plasma physics. The study of dynamics that govern the release 
of free energy associated with sheared flows has recently garnered a lot of attention in magnetohydrodynamics and 
plasma physics. In space plasma, sheared flows are ubiquitous, especially around the magnetopause, magnetospheric 
boundary layer, solar wind stream-stream interactions, comet tails, and the auroral ionosphere. Lemons et al. [1] used a 
kinetic technique to look at shearing velocity flow perpendicular to a uniform magnetic field for the electrostatic ion-
cyclotron (EIC) instability. Simulations of ion-cyclotron waves in a magnetoplasma with transverse inhomogeneous 
electric field were employed in conjunction with Maxwellian plasma. Using Voyager 2's onboard plasma wave receiver, 
identical electrostatic ion-cyclotron waves were observed in Uranus' magnetosphere. A minor offset in the occurrence 
of electrostatic waves from the equator was predicted due to the substantial tilt of Uranian magnetic moment with 
respect to the planet's rotational axis. The most intense electrostatic waves were discovered around the magnetic 
equator, at a distance of roughly 11.5RU, according to reported measurements [2,3]. 

Because of the coupling of the zone of positive and negative energy of ion waves, Ganguli et al. [4,5] and 
Nishikawa et al. [6] argued that electrostatic waves with repetition of the request for ion-cyclotron frequencies can be 
unpredictable. Some researchers [7] have included the effect of parallel and perpendicular electric fields by modifying 
velocity terms appearing in the distribution function, actually results in an extension of earlier theory and obscuring the 
details of particle trajectories and with their effect. Others, using particle aspect investigation, have focused on the 
impact of an equal electric field on particle cyclotron instability for various distribution capacities. Others have used 
particle aspect analysis to investigate the effect of a parallel electric field on ion-cyclotron instability for various 
distribution functions [8,9]. Kandpal, et al.[10] investigated the Kelvin-Helmholtz instability in the magnetosphere of 
Saturn using an inhomogeneous DC electric field. With an inhomogeneous DC electric field, Kandpal and Pandey [11] 
explored higher harmonics electrostatic ion cyclotron parallel flow velocity shear instability in the magnetosphere of 
Saturn. The effect of different parameters on the growth rate of waves has been demonstrated using EIC instability and 
parallel velocity shear in the presence of an electric field perpendicular to the magnetic field [12]. 

The dielectric permittivity tensor of a magneto active current-driven plasma has been obtained by employing the 
kinetic theory based on the Vlasov equation and Lorentz transformation formulas with an emphasize on the 
q-nonextensive statistics for low frequency wave by Niknam [13]. Niyat et al [14] has solved dispersion relation for 
magnetized plasmas that has non-extensive electrons drifting with respect to stationary ions, and satisfies the other 
conditions for the excitation of electrostatic ion cyclotron waves using the standard linear Vlasov theory and 
q-distributions. The Electrostatic Ion Cyclotron (EIC) instability that includes the effect of wave-particle interaction has 
been studied owing to the free energy source through the flowing velocity of the inter-penetrating plasmas by Bashir 
et al [15]. The electrostatic waves in magnetized plasmas have been derived in the context of the 
nonextensive q-distribution of Tsallis statistics by Sharifi [16]. 

An ion beam propagating through collisional magnetized plasma containing electrons and two positive ion 
components has been discussed electrostatic ion cyclotron (EIC) instability via Cerenkov interaction [17]. Liu et al [18] 
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has explained the dispersive Alfvén wave in a low β plasma with anisotropic superthermal particles modeled by a bi-
nonextensive distribution is derived from a kinetic theory. The effect of anisotropic temperature on inertial Alfvén wave 
is so small that it is negligible. The numerical results reveal that the presence of superthermal electrons in the small 
wavenumber limit will lead the damping rate of the kinetic Alfven wave (KAW) bigger than the one 
with Maxwellian distribution. 

The experimental studies on electrostatic ion-cyclotron waves (EICWs) and their instability were often performed 
in a narrow plasma column in Q-machines, in which the wave was conventionally generated via the instability driven by 
an electron current parallel to a magnetic field. The propagation characteristics of wave patterns have seldom been 
studied, especially the different characteristics in pulse and continuous wave patterns [19]. Accumulation of carbon 
dioxide in the Earth's atmosphere leads to an increase in the greenhouse effect and, as a consequence, to significant 
climate change. Thus, the demand to develop effective technologies of carbon dioxide conversion grows year to year. 
Additional reason for research in this direction is the intention of Mars exploration, since 96% of the Martian 
atmosphere is just carbon dioxide, which can be a source of oxygen, rocket fuel, and raw materials for further chemical 
utilization. The enhancement of negative ion production in a volume Penning based source could be performed by the 
application of metal hydride cathode. Hydrogen isotopes are stored there in a chemically bound atomic state and 
desorbed from the metal hydride under the discharge current impact [20,21]. 

The dispersion equation has been derived on an approximation based for the current from the exact solutions of the 
characteristic cylindrical geometry form of the Vlasov plasma equation in a uniform magnetized plasma cylinder 
surrounded by a larger metal boundary outside a vacuum gap, which thus differs from that in unbounded plasmas by 
Kono et al [22]. 

Bashir et al [23] has studied the Bernstein mode instability driven by a perpendicular momentum ring distribution 
function is insensitive to the parallel distribution. However, in the relativistic treatment, owing to the inexorable 
coupling between the parallel and perpendicular momenta through the Lorentz factor, the parallel momentum 
distribution may affect the instability. Bashir and Vranjes [24] has studied the unstable kinetic drift wave in an electron-
ion plasma can very effectively be suppressed by adding an extra flowing ion (or plasma) population. Theoretical study 
of the effects of positron density on the electrostatic ion cyclotron instability in an electron-positron-ion plasma using 
the kinetic theory approach by assuming that positrons and electrons can drift parallel to the magnetic field either in the 
same or the opposite directions has been studied by Khorashadizadeh et al [25].  

The evolution of Fila mentation instability in a weakly ionized current-carrying plasma with nonextensive 
distribution has been studied in the diffusion frequency region, taking into account the effects of electron-
neutral collisions Using the kinetic theory, Lorentz transformation formulas by Khorashadizadeh[26].The dispersion 
relation for parallel propagating waves in the ion-cyclotron branch has investigated numerically by considering that the 
velocity distribution of the ion population is a function of type product-bi-kappa. We investigate the effects of the non-
thermal features and of the anisotropy associated with this type of distribution on the ion-cyclotron instability, as well as 
the influence of different forms of the electron distribution, by considering Maxwellian distributions, bi-kappa 
distributions, and product-bi-kappa distributions [27]. 

Incorporating the details of particle trajectories in the presence of non-uniform electric field and using them for bi-
Maxwellian hot plasma to the magnetic field with velocity shear flow parallel to density gradient perpendicular to 
magnetic field, a conceptual study of ion-cyclotron instability has been performed for the magnetosphere of Uranus. 

 
DISPERSION RELATION AND GROWTH RATE 

Small perturbations in B1, fs1 and E1 linearize the Vlasov-Maxwell equations for homogeneous plasma, yielding 
the dispersion relation. The harmonic dependency of these perturbed quantities is assumed to be as. The following are 
the linearized first order Vlasov equations: 
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The term Force can be calculated as  
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Where’s' stands for species. The perturbed distribution function fs1, which is derived from eq. (1), is calculated 
using the typical solutions approach. 
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The phase space coordinate system has undergone a transformation. From (r,v,t) to ሺ𝐫଴,v଴,t − 𝑡 ′ሻ where 𝑡 − 𝑡 ′ = 𝜏 
The particle trajectories for the inhomogeneous external DC electric field and the homogeneous magnetic field, as 
specified by [28], are as follows: 
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After replacing the unperturbed trajectories in equation (4) and followed by simplified algebraic calculations 
following technique out lined in [11] the perturbed distribution function based on time integration is given as: 
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Δ is theseries variation of inhomogeneous electric field and Δ is the time derivative of Δ The unperturbed bi-
Maxwellian distribution function can be written by Huba (29): 
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Where ζ  is being constant of motion: 
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Where 𝜁ᇳis being constant of motion and bK is the Maxwell Boltzmann constant  
Now making it easy by replacing m=n, g=p and applying the standard definition of conductivity and current density, the 
dielectric tensor can be calculated as: 
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Now we consider electrostatic ion-cyclotron instability 
2

xx||ε || N      (11) 
Here N represents the index of refraction. 
The estimating method can be used to obtain the final electrostatic dispersion relation of Huba [29] and combining 
equation (8), (9), (10) and (11) 
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Where 𝑍ሺ𝜁ሻrepresents plasma dispersion function 
Now the above-mentioned dispersion relation comes to a final form to that of Huba [29] by the removal of 

inhomogeneous DC electric field is removed from the equation, and 𝛼ୄ௦ = 𝛼||௦, and based on [29] assumptions for 
p = 0 and s = i, e. The assumption is used to estimate the dispersion relation for electrons and ion approximations. 𝑘ୄ𝜌௘ << 1 and there is no such approximation for ions. Thus equation (12) is simplified as: 
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The solution of equation (16) is 
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From this expression growth rate has been calculated by computer analysis when 11
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An expression close to that of Huba [29] is obtained. 
 

PLASMA PARAMETERS 
From Kurth etal [2] and Pandey [30] the following values of plasma properties for Uranus' magnetosphere, 

Growth rate (𝛾 𝜔௖⁄ ) variations with 𝑘ୄ𝜌௜were determined using equation (18):Eo= 1mV/m, Bo=11nT Ai = 0.05, 𝑇 𝑇||⁄ =1.25, 𝜌 =0.5, 𝑇௘ 𝑇௜⁄ =4, 𝜀௡𝜌௜= 0.02 and 𝜃 = 89o at 11 RU. 
 

RESULTS AND DISCUSSION 
Figure 1 shows the variation in growth rates in respect to 𝑘ୄ𝜌௜ for assumed values of shear scale length (Ai) have 

been shown. 

Figure 1. Differences in the rates of growth in relation to 𝑘ୄ𝜌௜ for differing values of Ai at 𝑇 𝑇||⁄ =1.25, 𝑇௘ 𝑇௜⁄ =4, 𝜌 =0.5, 𝜀௡𝜌௜=0.02, 𝜃 =89o and additional fixed plasma characteristics.  

At harmonics n = 1 and Ai = 0.05, growth rate is 0.1645. Growth rate increases from 0.1783 to 0.1912 for 
Ai = 0.055 and 0.06 respectively. The maxima of growth rate occurs at 𝑘ୄ𝜌௜= 1.8 in every case. The velocity shear ion-
cyclotron like waves are excited for 𝑘ୄ𝜌௜> 1 at shorter wavelength regions [5, 31], as shown in this chapter. Our results 
are similar to numerical simulation using M.H.D. equation valid at large ion larmor radius [32]. When the gyro radius is 
similar to the velocity shear scale length, the instability appears to have stabilized. Figure 2 represents the growth rate 
variation with respect to 𝑘ୄ𝜌௜for diverse values of density scale length (𝜀௡𝜌௜). The increases in growth rate with 
increasing value of density scale length, as for 𝜀௡𝜌௜= 0.02 and 0.08, growth rate increases from 0.1645 to 0.1758 with 
no change in 𝑘ୄ𝜌௜= 1.8. Fujimoto and Terasawa [33] According to simulation data, the mixing efficiency of non-
uniform background plasma is a function of density ratio, plasma, shear layer width, and growth mode wavelength. 
Their conclusion is supported by our findings. Figure 3 indicates the change in growth rate for the ion-cyclotron 
instability in Uranus' magnetosphere with harmonic n=1. 

Figure 2. Differences in the rates of growth in relation to 𝑘ୄ𝜌௜ for varying values of 𝜀௡𝜌௜ at 𝑇 𝑇||⁄ =1.25, 𝑇௘ 𝑇௜⁄ =4, 𝜌 =0.5, Ai =0.05, 𝜃 =89o and additional fixed plasma 
characteristics. 

Figure 3. Differences in the rates of growth in relation to 𝑘ୄ𝜌௜ for varying values of 𝜃 at 𝑇 𝑇||⁄ =1.25, 𝑇௘ 𝑇௜⁄ =4, 𝜌 
=0.5, Ai =0.05, 𝜀௡𝜌௜= 0.02 and additional fixed plasma 

characteristics. 
For various values of propagation angle, the growth rate is confirmed with reference to the magnetic field 

angle (𝜃). The magnetic dipole axis, which is tilted at sixty degrees like Uranus' spin axis, condenses, resulting in a 
more bending magnetic field and magnetic field intersection [34,35]. In the graph, for 𝜃 =88o, 𝛾 𝜔௖⁄ =0.0787, for 
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𝜃 =88.5o, 𝛾 𝜔௖⁄ =0.1156 and for 𝜃 =89o, 𝛾 𝜔௖⁄ =0.1645. Therefore, it is concluded that even the slight lowering in angle 
of propagation decreases the growth rate significantly for Uranian magnetosphere. In Figure 4 variation of growth rate 
with 𝑘ୄ𝜌௜for various values of electric field have been showed. For Eo= 1mV/m, maximum growth rate, 𝛾 𝜔௖⁄ =0.1645 
appears at 𝑘ୄ𝜌௜=1.8 and for Eo = 0.1mV/m, maximum growth rate, 𝛾 𝜔௖⁄ =0.1753 appears again at 𝑘ୄ𝜌௜=1.8. At n=1 
harmonic of ion cyclotron gyro frequency, growth rate reduces with higher value of electric field. This shows that 
increasing electric field magnitude has a stabilizing effect on electrostatic ion-cyclotron waves. The behavior is in 
accordance with Misra and Tiwari [8] this illustrates that the parallel electric field has the effect of stabilizing wave 
expansion and increasing ion transverse acceleration. Figure 5 shows the effect of varying 𝑇௘ 𝑇௜⁄ on growth rate of ion-
cyclotron waves for 11 RU, other fixed parameters as mentioned in figure caption. 

Figure 4. Differences in the rates of growth in relation to 𝑘ୄ𝜌௜ for varying values of Eo at 𝑇 𝑇||⁄ =1.25, 𝑇௘ 𝑇௜⁄ =4, 𝜌 
=0.5, Ai =0.05, 𝜃 =89o, 𝜀௡𝜌௜= 0.02 and additional fixed 

plasma characteristics. 

Figure 5. Differences in the rates of growth in relation to 𝑘ୄ𝜌௜ for varying values of 𝜂௘ 𝜂௜⁄  at 𝑇 𝑇||⁄ =1.25, 𝜀௡𝜌௜= 
0.02, 𝜌 =0.5, Ai =0.05, 𝜃 =89o and additional fixed plasma 

characteristics. 
 
With 𝑇௘ 𝑇௜⁄ = 2, 4 and 6, 𝛾 𝜔௖⁄ = 0.1496, 0.1645 and 0.1705 respectively. It is seen that with increasing the value 

of𝑇௘ 𝑇௜⁄ , growth rate also increases. Figure 6 has been made to depict the diversity in growth rates with respect to 𝑘ୄ𝜌௜for differing value of 𝜌and other parameters fixed. The effects of inhomogeneity non the electric field with a 
constant DC field magnitude are depicted in this diagram. The maximum growth rate increases from 0.1645 to 0.1722 
as the value of increases from 0.5 to 0.9. Velocity shear ion-cyclotron like waves are excited in the regions where E x B 
drift is localized. The effect of non-uniform electric field in the perpendicular direction makes it to be a function of 
position as shown in the expression and thus cyclotron frequency is renormalized. In Figure 7 the variation of growth 
rate with relation to 𝑘ୄ𝜌௜for varying values of ratio of perpendicular to parallel temperature (𝑇 𝑇||⁄ ) are shown. Since 𝑇 𝑇||⁄ -1 = AT, the graph actually shows growth rate for different anisotropies (AT). For 𝑇 𝑇||⁄ = 1.25, 𝛾 𝜔௖⁄ = 0.1645, 
for 𝑇 𝑇||⁄ = 1.5, 𝛾 𝜔௖⁄ = 0.1685 and for 𝑇 𝑇||⁄ =1.75, 𝛾 𝜔௖⁄ = 0.1708. Thus, temperature anisotropy becomes an 
additional source along with velocity shear, density scale length and angle of propagation, for exciting shorter 
wavelengths. The results can be compared to Misra and Tiwari [8] for terrestrial magnetosphere.  

  
Figure 6. Differences in the rates of growth in relation to 𝑘ୄ𝜌௜ for various values of 𝜌 at 𝑇 𝑇||⁄ =1.25, 𝑇௘ 𝑇௜⁄ =4, 𝜀௡𝜌௜= 

0.02, Ai =0.05, 𝜃 =89oand additional fixed plasma 
characteristics. 

Figure 7. Differences in the rates of growth in relation to 𝑘ୄ𝜌௜ for varying values of 𝑇 𝑇||⁄  at 𝜀௡𝜌௜= 0.05, 𝑇௘ 𝑇௜⁄ =4, 𝜌 
=0.5, Ai =0.05, 𝜃 =89o and additional fixed plasma 

characteristics. 
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CONCLUSION 
In the presence of a parallel DC field, this study shows the stimulation of electrostatic ion-cyclotron waves in Uranus' 

magnetosphere. The inclusion of temperature anisotropy and inhomogeneous electric field through kinetic approach leads 
to conclusion that in addition to driving sources of instability, such as temperature anisotropy and velocity shear, angle of 
propagation. In the case of the Uranian magnetosphere, it also has a significant impact on the rate of expansion of ion-
cyclotron waves. The increase in electric field magnitude plays stabilizing effect on electrostatic ion-cyclotron instability, 
thus decreasing the growth rate of the waves as well as enhances transverse acceleration of ions.  
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ВИВЧЕННЯ ЕЛЕКТРОСТАТИЧНИХ ІОННО-ЦИКЛОТРОННИХ ХВИЛЬ У МАГНІТОСФЕРІ УРАНУ 
Рама С. Пандей, Мукеш Кумар 

aФакультет прикладної фізики Інституту прикладних наук Аміті, Університет Аміті Нойда, Індія. 
bФакультет фізики, Коледж Наланда Біхаршаріф Наланда MU Бодх Гая Біхар, Індія 

У цьому рукописі використано метод характеристик деталей траєкторій частинок та дисперсійне співвідношення для 
іоносфери Урана для дослідження електростатичних іонно-циклотронних хвиль із паралельним зсувом швидкості потоку за 
наявності перпендикулярного неоднорідного постійного електричного поля та градієнта щільності. Швидкість зростання 
розрахована за допомогою дисперсійного співвідношення. Електричні поля, паралельні магнітному полю, передають 
енергію, масу та імпульс в авроральних областях магнітосфери планети, прискорюючи заряджені частинки до надзвичайно 
високих енергій. Вважається, що на швидкість нагрівання частинок плазми вздовж і перпендикулярно магнітному полю 
також впливає виникнення іонних циклотронних хвиль і паралельного електричного поля в області прискорення. 
Ключові слова: електростатичні іонно-циклотронні хвилі, швидкість зсуву, градієнт щільності та неоднорідне електричне 
поле, магнітосфера/іоносфера Урана 
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Cassini and many investigators reported whistler chorus near Saturn equatorial plane moving outwards. Whistler can propagate when 
going to high latitude and can alter its characteristics while interacting resonantly with available energetic electrons. Here investigating 
wave for a relativistic beam of the electron. It is observed and reported by Cassini Magnetospheric Imaging Instrument (MIMI) that 
inward radial injection of highly energetic particles is most dominant in Saturn intrinsic magnetosphere. Within this paradigm, an 
empirical energy dispersion relation for propagated whistler-mode oscillations in quasi Saturn magnetospheric plasma from such a 
non-monotonous ringed distribution function has been established. The kinetic approach and method of characteristics methodologies 
were used in the computations, which have been shown to be the best for building perturbed plasma states. The perturbed distribution 
function was estimated using the unperturbed particle routes. The ring distribution function was used to construct an unexpected growth 
rate expression for relativistic plasma in the inner magnetosphere. The results from the Saturn magnetosphere have been calculated and 
interpreted using a range of parameters. Temperature heterogeneity was shown to be a significant source of free energy that aided the 
propagation of a whistler-mode wave. By raising the peak value, the bulk injection of energetic hot electron injection impacts the 
growth rate. Growth was also demonstrated to be accelerated when the propagation angle increased. The research contributes to a better 
understanding of the relationship between wave and particle emissions and VLF emissions on a large scale. 
Keywords: Magnetospheric environment of Saturn, rate of growth, wave-particle interactions, Whistler Mode Waves 
PACS: 41.75Hf, 94.30Tz, 96.30Wr, 96.30Mh 
 

Gurnett et al [1] were the first to report on the plasma spectrum detected by Voyager 1 on Saturn. Voyager found 
Whistler mode hissing and choral noises when it reached the equator at an inner radius of around 5 Rs (Rs is Saturn's 
radius). Voyager 2's plasma wave instruments detected Whistler mode pulses from Saturn's magnetosphere [2]. Gurnett 
et al [1] supplied the earliest Cassini and Plasma Waves Scientific Instrument information, along with Saturn's first orbit, 
during the 2005 approach. Some diffuse emissions (electron cyclotron frequency) were detected at frequencies lower than 
FC. Whistler mode wave emissions have been identified. The radial distance between these radiations ranges between 2 
and 6 Rs. Whistler waves are electromagnetic waves that arise in magnetised plasma and have a lower frequency than the 
electron cyclotron frequency. The magnetosphere causes plasma instabilities, causing waves to move in the Whistler 
mode wave forks. Non-uniform electron distributions, such as beams, rings, and thermal anisotropy, produce the majority 
of these instabilities. Whistler's launch mode is also activated when it is created by lightning. The addition of relativistic 
energetic hot electrons in bulk alters the growth rate by raising its maximum value [3]. A crucial mechanism that might 
result in wave amplification and the precipitation of high-energy electrons as from magnetic region into the lower 
atmosphere is the interaction of Whistler mode wave particles. Cassini was the first spacecraft to arrive at Saturn in 2004. 
It has a wide radial cover of Saturn's ionosphere. 

Understanding non-relativistic astrophysical shocks is a significant aspect toward Treumann's [4] general account 
of collisionless astrophysical shocks with high Mach numbers and their effects on dispersing flow-energy, heating matter, 
ramping up particles to high supposedly cosmic-ray energies, and generating distinguishable radiation varying from radio 
to X-rays. The waves, according to Sundkvist et al [5], are an important part of the shock structure, with the dispersive 
shock serving as the source of the waves by pushing the Poynting flux of the oblique whistler waves upstream in the 
shock normal frame commencing at the shock ramp. 

Went et al. [6] presented a new analytical and numerical model of Saturn's dayside bow shock based on empirical 
evidence from the Pioneer 11, Voyager 1, and Voyager 2 flybys, as well as data from the first six years of the Cassini 
mission (2004–2010), in order to derive the average structure of the shock surface and the variance of shock sub solar 
distance with solar wind dynamic pressure. Wilson et al [7] started to investigate electromagnetic precursor waves, 
distinguished as whistler-mode waves at supercritical interplanetary shocks, which continue to spread obliquely about the 
local magnetic field, shock normal vector, and solar wind speed and are not phase standing structures, using the Wind 
search coil magnetometer. 

Recently Sokolovsky [8] has been discussed the relaxation of the electron energy and momentum densities in 
spatially uniform states of completely ionized plasma in the presence of small constant and spatially homogeneous 
external electric field on based on linear kinetic equation obtained by us early from the Landau kinetic equation. Whistler-
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mode waves are acknowledged to have a role in electron thermodynamics/acceleration and are identified as wave trains 
before the shock ramp under specified conditions by Sulaiman et al [9]. Sulaiman et al.[10] provided the parameter space 
of MA bow shock crossings detected by the Cassini probe from 2004 to 2014. We discover that Saturn's bow shock has 
properties similar to both terrestrial and astrophysical regimes (MA of order 100), which are primarily determined by the 
intensity of the upstream magnetic field. Sulaiman et al [11] researched the process thoroughly, both theoretically and 
through simulations, but their conclusions are few and few between. We examine extremely high Mach number events in 
previously unknown parameter space, and we use in situ magnetosphere data from the Cassini mission at 10 AU to 
investigate reformation.  

 
GOVERNING DISPERSION RELATION 

To get the dispersion relation, uniform anisotropy in space is used, as well as collision-free plasma hit by an external 
magnetic field with Bo = Bo êz. Inhomogeneities in the contact region are minor. Kaur and Pandey's [12] technical and 
geometric principles are being pursued. As a consequence of a long derivation, Kumari and Pandey[13] wrote the Vlasov 
equation – the Dielectric tensor from equation (14) 

  
 

x,y,z
3 *

2 ij
i, js

ij 2 2
|| cse

||
e

d Ρ || S ||4e πε k,ω 1
Ρ ωβm ω ω k n

βm β

                 
 


 . (1) 

For the parallel propagation and instability of whistler mode waves with k 0  , the branch of general dispersion 
relation (1) reduces to:  
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xx xyi Nε ε  , (2) 

where  2 2 2 2N k c ω is refractive index. As a result, the dispersion relation for n=1 may be stated as follows:  
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The trapped electron distribution function is considered to be a Maxwellian ring momentum distribution function.  
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are the associated parallel and perpendicular electron thermal velocities. 

Substituting 3
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  P P P P  Then by plugging expression (6) into equation (3) and solving the integrations, 

we get the dispersion relation as follows: 
 

 
 

      
22 2

es e
1 22 2

|| o||e

n /n4 e βm ωk c 1 X Z ξ X 1 ξZ ξ
Β k Ρω βm ω

π          
, (8) 

where
2
o o

1 2
oo

Ρ ΡΧ 1 π
ΡΡ 

    



42
EEJP. 1 (2022) E.H. Annex, Rama S. Pandey, et al

 

2 3 2
o o o o

2 1 2 3 2
o oo|| o o

Ρ P P PP 3Χ 1 π erf 3 π
P 2 PΡ P P

Χ  

  

                      
, 

where 

 
2t1 eZ ξ dt

t ξπ






 , is the plasma dispersion function with e c

|| o||

βm ωξ ω
k Ρ β

     
 
 . 

Applying condition 
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The equation (8) reduces to  
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Introducing the dimensionless parameters as 
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Growth rate expression for oblique propagation 

When Whistler mode wave propagate oblique to magnetic field direction, the expression of dimensionless growth 
rate and dimensionless real frequency becomes: 
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Expression for growth rate for parallel propagation 

When Whistler mode wave propagate parallel to magnetic field direction, the expression of dimensionless growth 
rate and dimensionless real frequency becomes: 
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Plasma Parameters 
The estimation of the growth rate of Whistler mode waves at radial distances was validated using characteristics 

from Voyager 1 and Cassini data [12,13] at R ~ 5Rs within the Saturn plasma sheet. For a radial distance of 5Rs, the 
magnetic field strength is 184 nT and the number density is 5×107 m-3. Energy density KBT|| According to observation, 
the energy density at R ~ 5Rs is 300 eV. 
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RESULT AND DISCUSSION 
In Fig. 1 the maximum growth rate shows for 𝐴் =0.75, and reaches up to 4, other profiles of 𝐴் =0.5 and 𝐴் = 0.25 

shows same pattern of growth rate but significantly low maxima 3.6 and 3.25 for 𝐴் = 0.5 and 𝐴் = 0.25 respectively. 

 
Figure 1. Variation in the pace of growth and actual frequencies in relationship to 𝑘෨  for various values of 𝐴் for 𝜃 = 10o at, 

no=5x105m-3,𝑛௖ 𝑛௪⁄ = 1 10⁄ , 𝑃_0 = 0.2, and as well as other fixed plasma characteristics 

The increasing growth rate is of same pattern with substantial increment in the growth rate. But the decreasing 
pattern it follows same path below 2.75 and ends in 𝑘෨  value of 0.7. The variation in growth rate with regard to wave 
number for various values of temperature anisotropy has recently been shown. According to the dispersion relation, when 
temperature anisotropy grows, the growth rate increases in both sense, frequency, and magnitude due to the presence of 
a hot ring's electron and a cool electron around it. Maniitti et al.[14] found an increase in whistler owing to an increase in 
temperature ratio. In Fig. 2 the maximum growth rate for θ=30, reaches up to 4.25 for a 𝑘෨  value of 0.4, other profiles of 
θ=20 and θ =10 shows same pattern of growth rate but significantly low maxima 4 and 3.25 respectively. 

 
Figure 2. Variation in the pace of growth and actual frequencies in relationship to 𝑘෨  for various values of 𝜃 for at 𝐾஻𝑇||=2KeV, 𝑇∥ 𝑇 = 1.5⁄  , no=5x105m-3,𝑛௖ 𝑛௪⁄ = 1 10⁄ , 𝑃_0 = 0.2, as well as other fixed plasma characteristics. 

The growing growth rate follows the same trend, with a significant increase in the growth rate. The variation in 
growth rate with regard to wavenumber has been demonstrated for various propagation angle values. It has been revealed 
that increasing the propagation angle value increases the growth rate. Fig. 3: With a 𝑘෨  value of 0.8, the maximum growth 
rate for =0.5 is achieved. 

And the maximum growth rate for β=0.6, reaches maximum at a 𝑘 ෩ value of 0.84 Similarly, the maximum growth 
rate for β=0.7, reaches maximum at a 𝑘෨  value of 0.72. β=0.5 curve shows a phenomenal growth rate than the β=0.6 and 
β=0.7. as compared to the β=0.5 other curves are shallow. In terms of wavenumber, raising the value of relativistic factor 
leads in a decreasing growth rate, i.e., the greatest peak occurs for the lowest value. Similarly, at higher velocity of highly 
energetic particles, smaller is measured, signifying more expansion of whistlers. Thus, while this cannot be referred to as 
the key component responsible for whistler expansion in particle ring distributions, it can be substantial in other types of 
distributions such as Maxwellian [15]. In Fig. 4 the maximum growth rate for 𝑛௖ 𝑛௪⁄ = 1 10⁄ , reaches maximum at a 𝑘෨  
value of 0.5 And the maximum growth rate for 𝑛௖ 𝑛௪⁄ = 1 20⁄ , reaches maximum at a 𝑘෨  value of 0.4 Similarly, the 
maximum growth rate 𝑛௖ 𝑛௪⁄ = 1 30⁄  ,reaches maximum at a 𝑘෨  value of 0.4. The growing growth rate follows the same 
trend, with a significant increase in the growth rate. the variation in growth rate caused by relativistic warm electrons, 
i.e., nc/nw. The graphic clearly shows that the growing ratio of number density causes an increase in growth rate. 
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Figure 3. Variation in the pace of growth and actual frequencies in relationship to 𝑘෨  for various values of 𝛽 for 𝜃 = 10o at 𝐾஻𝑇||=2KeV, 𝑇∥ 𝑇 = 1.5⁄  , no=5x105m-3,𝑛௖ 𝑛௪⁄ = 1 10⁄ , 𝑃_0 = 0.2, as well as other fixed plasma characteristics. 

 
Figure 4. Variation in the pace of growth and actual frequencies in relationship to 𝑘෨  for various values of 𝑛௖ 𝑛௪ൗ  for 𝜃 = 10o at, 

no=5x105m-3,𝑛௖ 𝑛௪⁄ = 1 10⁄ , 𝑃_0 = 0.2, as well as other fixed plasma characteristics. 

Fig. 5: The maximum growth rate for 𝑛௖ 𝑛௪⁄ = 1 10⁄  , reaches maximum at a 𝑘෨ value of 0.4 And the maximum growth 
rate for 𝑛௖ 𝑛௪⁄ = 1 20⁄ , reaches maximum at a 𝑘෨  value of 0.4 Similarly, the maximum growth rate 𝑛௖ 𝑛௪⁄ = 1 30⁄ , reaches 
maximum at a 𝑘෨  value of 0.4. 

 
Figure 5. Variation in the pace of growth and actual frequencies in relationship to 𝑘෨  for various values of 𝑛௖ 𝑛௪ൗ  for 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑏𝑒𝑎𝑚 at, 𝑃_0 = 0.2, 𝐾஻𝑇||=2keV, 𝐴் = 0.75,𝛽 = 0.7 as well as other fixed plasma characteristics. 

Growth rate builds up for a 𝑘෨  value of 0.2 and 0.3 where 𝑛௖ 𝑛௪⁄ = 1 20⁄  and 1 30⁄  respectively. Both the curves 
reaches a maximum at a 𝑘෨  value of 0.4 and decays to a 𝑘෨  value of 0.6. Fig. 6: The maximum growth rate shows for 𝐴் =0.75, reaches a maximum at a 𝑘෨  value of 0.4, other profiles of 𝐴் =0.5 and 𝐴் =0.25 shows same pattern of growth 
rate. At 𝐴் =0.5 and 𝐴் =0.25 the 𝑘෨  value reaches a maximum of 0.4. All the three curves decays to a same point at a 𝑘෨  
value of 0.6. the growth curve are of similar in nature but the 𝐴் =0.75 growth is higher than all other two values. In the 
incremental phase the growth pattern is different but the decremental phase falls in the same pattern. Fig. 7: The highest 
growth rate for = 0.5 occurs with 𝑘෨  value of 0.72. And the greatest growth rate for =0.6 occurs with 𝑘෨  value of 0.62. 
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Similarly, the maximum growth rate for =0.7 is reached at 𝑘෨  = 0.58. The three curves begin at the same place with 𝑘෨  value 
of 0.32 and decline at various 𝑘෨  values. 

 
Figure 6. Variation in the pace of growth and actual frequencies in relationship to 𝑘෨  for various values of 𝐴் for 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑏𝑒𝑎𝑚 

at, 𝑃_0 = 0.2, 𝐾஻𝑇||=2keV, β = 0.7 as well as other fixed plasma characteristics. 

 
Figure 7. Variation in the pace of growth and actual frequencies in relationship to 𝑘෨  for various values of β for 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑏𝑒𝑎𝑚 at, 𝑃_0 = 0.2, 𝐾஻𝑇||=2keV, 𝐴் = 0.75 as well as other fixed plasma characteristics. 

 
CONCLUSION 

The influence of temperature anisotropy and relativistic beam characteristics on the evolution of whistler-mode 
waveforms in the Saturnian magnetosphere is explored, and these qualities are shown to be favourable. The rate of growth 
slows as the value of temperature anisotropy rises, but it accelerates when the AC frequency rises. As the propagation 
angle rises, so does the bandwidth of oblique propagation. By assuming that electrons are the major high energy particles 
influenced by electromagnetic activity in the magnetospheres of other planets, the preceding results help us comprehend 
the character of this unpredictable whistler-mode wave scenarios [16]. 
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ВПЛИВ РЕЛЯТИВІСТСЬКОГО ЕЛЕКТРОННОГО ПРОМЕНЯ НА ПОШИРЕННЯ ХВИЛЬ З ВІСТЛЕРНИМИ 
МОДАМИ ДЛЯ КІЛЬЦЕВОГО РОЗПОДІЛУ В МАГНІТОСФЕРІ САТУРНА 

Є.Х. Аннекс, Рама С. Пандей, Мукеш Кумар 
aФакультет прикладної фізики, Інститут прикладних наук Аміті, Університет Аміті, Нойда UP, Індія 

bФакультет фізики, Наланда Коледж, Біхаршаріф Наланда, Бодх Гайя Біхар, Індія 
Кассіні та багато дослідників повідомили, що whistler хор поблизу екваторіальної площини Сатурна рухається за його межі. 
Він може поширюватися, коли піднімається у високі широти, і може змінювати свої характеристики, резонансно взаємодіючи 
з доступними енергійними електронами. У статті досліджується хвиля для релятивістського електронного променя. За 
допомогою Cassini Magnetosphere Imaging Instrument (MIMI) спостерігається та повідомляється, що радіальна інжекція 
високоенергетичних частинок всередину є найбільш домінуючим у внутрішній магнітосфері Сатурна. В рамках цієї 
парадигми було встановлено емпіричне співвідношення дисперсії енергії для поширюваних коливань вістлерної моди в 
квазісатурновій магнітосферній плазмі від такої немонотонної кільцевої функції розподілу. У розрахунках використано 
кінетичний підхід та методику характеристик, які виявилися найкращими для побудови збурених станів плазми. Збурену 
функцію розподілу оцінили з використанням маршрутів незбурених частинок. Кільцева функція розподілу була використана 
для побудови виразу неочікуваної швидкості зростання релятивістської плазми у внутрішній магнітосфері. Результати для 
магнітосфери Сатурна були розраховані та інтерпретовані з використанням ряду параметрів. Було показано, що температурна 
неоднорідність є значним джерелом вільної енергії, яка сприяє поширенню хвилі вістлерної моди. Підвищуючи пікове 
значення, об’ємна інжекція енергетичних гарячих електронів впливає на швидкість росту. Було також продемонстровано, що 
зростання прискорюється при збільшенні кута поширення. Дослідження сприяє кращому розумінню зв’язку між 
випромінюваннями хвиль і частинок і VLF-випромінюванням у великому масштабі. 
Ключові слова: магнітосферне середовище Сатурна, швидкість росту, взаємодія хвиля-частинка, хвилі моди Уістлера 
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The Density Functional Theory (DFT) with an approximation of generalised gradient is used for the study of elastic, thermodynamic 
and transport properties and for that of structural stability of ternary Half-Heuslers compounds X(X=Co, Rh and Ir)MnAs. This first 
predictive study of this compounds determines the mechanical properties such that the compression, shearing, Young modulla and 
Poisson coefficient without omitting the checking parameters of the nature of these compounds such that hardness, Zener anisotropic 
facto rand Cauchy pressure. The Pugh ratio and Poisson coefficient have allowed the identification of ductile nature of these 
compounds. The speed of sound and Debye temperature of these compounds has also been estimated from the elastic constants. The 
thermodynamic properties have been calculated as well for a pressure interval from zero to 25 GPa. The effect of chemical potential 
variation on Seebeck coefficient, electric, thermal and electronic conductivities, the power and merit factors have also been studied 
for different temperatures (300, 600, 900°K), so that these alloys can be better potential candidates for thermoelectric applications. 
Keywords: Half-Heusler, DFT, elastic, thermoelectric, transport properties 
PACS: 71.15.Mb; 71.20.-b; 71.55.Ak; 72.20.Pa 

 
The big challenge of material science specialists is to be able to produce new semi conductor materials with the 

best properties allowing them to be used in diverse applications. The ternary material of half-Heusler type is compound 
family showing several qualities such that elastic stability, high melting temperature high thermoelectric power factor 
and other stable thermal properties. 

These material qualities make of these materials the best candidates to be used in several system manufacturing 
such as the Micro Electro Mechanical Systems (MEMS), dedectors and sensors of high accurency. These compounds 
known through their best thermoelectric properties are chemically presented by XYZ where X, Y corresponding to 
transition elements and Z to group elements III, IV or V [1]. 

Since their discovery by R.A Groot et al [2] the thermoelectrical HH compounds are known through their merit 
factor which indicates their ability to convert the lost heat to electricity. The ZT indicator is also a performance 
characteristic of this type of materials. The present challenge for the scientists is to look for the best Peltier and Seebeck 
effect efficiency. We seek to minimize the important volumes of exploitable natural resources in energy conversion to 
get a cost-effective utilization corresponding to the best power factors.  

Many theoritical [3,4,5] and experimental [6,7] studies on the transport properties of HH compounds have been 
recently published. Among these works Ma et al [8] who by using DFT calculation they were be able to predict the 
structural, magnetic and electronic properties of of CoVX (X = Ge et Si) compounds. In their remarkable work, Ahmed 
et al [9], an artificial neural network model has been developed to predict the network constants of 137 HH compounds. 

This work is considered as the most reliable reference for the network constants of several HH compounds. 
Moreover the work of Chibani et al [10], whose process has been as guide for the present work have used a DFT 
calculation to determine the structural, electronic and transport properties of HH CoVX (X=Ge and Si) compounds 
whose elastic stability has been verified.  

The aim of the present work is by using ab initio calculation, to study the structural, elastic and thermoelectric 
properties of X(X=Co, Rh and Ir) MnAs materials. First, a verification of both structural state and elastic stabilities of 
the compounds is done. Then, using the power of Gibbs and Boltztrap calculation codes the Debye and Boltzman quasi 
harmonic equations are solved. The solutions of these equations determine and illustrate some thermodynamic transport 
parameters such as Seebeck coefficient, electric, thermal and electronic conductivities, the power and merit factor. 

Some results of the study such as elastic, thermal and transport properties of X(X=Co, Rh and Ir)MnAs half-
Heusler compounds will be used for the analysis by finite elements of the MEMS driver behavior. 
 

COMPUTATIONAL METHOD 
In this work the WIEN2K [11] package has been used for the calculation in theoretical DFT domain [12]. This 

package has been used to calculate the electronic structure of (X=Co, Rh and Ir)MnAs compounds, in cubic phase using 
Augmented Planes Waves method (FP-LAPW) exploiting generalized gradient approximation (GGA-WC) for exchange 
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energy and correlation. The number of particular k points used the irreducible Integration in Brillouin zone is 3000. The 
value of density plane cut-off is RKmax equal to 8 for energy eigen values and eigen vectors of these points. 

Generally the half-Heusler X(X=Co, Rh and Ir)MnAs crystallize in C1b structure in cubic phase Fig.1 in a way 
that the atoms X(X=Co, Rh and Ir) occupy 4a (0.25, 0.25, 0.25) sites. The Mn atom occupies 4b (0.5, 0.5, 0.5) site and, 
As atom occupies the site 4c (0, 0, 0) in Wyckoff coordinates [13]. 

 
 

Figure 1. Half Heusler compound Structure. 
 

RESULTS AND DISCUSSION 
Structural stability 

The study of materials structural properties of X(X=Co, Rh and Ir)MnAs is to determine at static equilibrium, the 
material structure parameters such as the mesh parameters a0, the compression modulus B  and its derivative 'B . By 
using the total quantities of energies as function of volume at the equilibrium. The present study is for predicting the 
more stable phase of the compounds using the state equation of Murnaghan [13]. 
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Where 0E , B and 0V  are respectively: total energy, compression modulus and the volume at the equilibrium. 
An auto coherent calculation has been carried out to determine the total energy of X(X=Co, Rh and Ir)MnAs 

ternary compounds in two phases: non magnetic named MN, and ferromagnetic named FM of space group (216_F43m). 
The total energy evolution as function of volume mesh in phase MN and FM is depicted on the same curve (Figure 2) in 
order to provide evidence of the lowest energy.  

The Figure 2 shows that the most stable structure among the three studied materials are that of ferromagnetic of 
cubic structure of X(X=Co, Rh and Ir)MnAs materials and that of 216_F43m space group. The Table 1 shows the 
parameter values of a0 mesh, compression modulus B  and its derivative 'B of the same X(X=Co, Rh and Ir)MnAs 
compounds in the most stable ferromagnetic phase. 
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Figure 2. Optimisation of tatal energy of X(X=Co, Rh et Ir)MnAs compounds for all structure types 
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Table 1. Fundamental state properties of X(X=Co, Rh et Ir)MnAs half-Heuslers 

 Constante de réseau a0(Å) Module de compression B 
(GPa)

La dérivée de B’ (GPa) 

 Notre 
travail 

Exp Autre calcul Notre 
travail

 Autre 
calcul

Notre 
travail 

 Autre 
calcul

CoMnAs 5.468 - 5.53[9] 164.279 - 5.470  -
RhMnAs 5.768 - 5.83[9] 162.842 - 6.456  -
IrMnAs 5.810 - - 179.849 - 5.239  -

 
Elastic Properties 

The study aim of the mechanical behaviour of materials is to determine their response to a given Stress. In physics, 
elasticity is the capacity of a material to regain its initial geometry after suppression of applied forces. The elastic 
constraints Cij have been calculated by Thomas Charpin method [14] incorporated in Wien2k code. 

Because of the lack of data in the literature, all X(X=Co, Rh and Ir)MnAs alloys Cij are calculated and put in 
Table 2. The calculated elastic constants C44 > 0, C11- C12 > 0 and C11+2 C12> 0, with C12 less than C11, respect the 
criteria of Born-Huang relative to mechanical stability [15]. These constants respect the cubic stability condition too i.e. 
C12 < B < C11. This is confirming that the alloys are elastically stable. 
Table 2. Calculated values of elastic constants for X(X=Co, Rh and Ir)MnAs compounds. 

Elasticity 
cofficients 

CoMnAs  RhMnAs  IrMnAs  

C11(GPa) 164.4 262.2 195.6  
C12(GPa) 126.4 76.2 122.2  
C44(GPa) 72.3 71.6 74.5  

 
To describe the mechanical behaviour of these materials on the basis of Cij constants the elastic amounts such as 

shearing modulus G, the Young modulus E and the Poisson   ratio are evaluated using Voigt-Reuss-Hill approximation 
[16] at the equilibrium for a pressure P = 0.  

In the following the indices R and V of the shearing modula are relative respectively to Voigt and Reuss 
approximation. For the cubic systems these elastic quantities are calculated using the following expressions:  
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The obtained results of this work compounds are given in Table 3. It should be noticed that the theoretical values 
are not available in the literature. The compressibility modulus B  gives information on the hardness of the material; the 
more B is large the more the material is hard. 

Table 3. Compression Modulus ( B ) GPa, Shearing modulus ( G ) GPa, Young modulus( E ) GPa, Poisson Coefficient ( ), the ratio B G , 

The micro hardness ( H ), the l’anisotropy A , Cauchy CP  coefficients The volumetric mass   in 3Kg m , Fusion Temperatures ( mT ) in °K. 

Materials B  G  E   B G  H  A  CP   300mT   
CoMnAs 139.06 42.52 115.76 0.36 3.27 3.33 3.8 54.1 5561.31 1300.15 

RhMnAs 138.2 63.08 164.25 0.30 2.19 6.94 0.77 4.6 6041.4 1003.41 

IrMnAs 146.67  56.07  149.19  0.33 2.61 5.14 2.03 2.03 8179.7 1275.32 
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The compressibility modulus values determined for these half- Heusler are large (B > 30 GPa); This implies these 
alloys have weak compressibility [17], consequently, these alloys can be classified as relatively hard and able to resist 
to volume and shape changes in ambient conditions.  

It should be noticed that the shearing modulus of considered alloys is much weaker than that of compressibility 
one. This points out that these alloys are susceptible rather to resist to volume compression than to shape variation. 

Knowing that Pugh ( B G ) ratio [17] permits the distinction of the ductility when (B/G ≥1.75) and fragility in the 
opposite case. The values of ( B G ) on Table 3 shows well the ductility of the studied materials. The Poisson 
coefficient can also be used as indicator of the ductility, fragility of an alloy. 

In general, it is equal or greater than 1/3 for ductile materials and smaller than this value for fragile materials. In 
this study the Poisson coefficient of half-Heusler compounds is greater than 1/3. This confirms these compounds 
ductility as it was determined previously. 

The Young modulus E characterises a given material rigidity. When its Young modulus increases, this material 
becomes rigid. The calculated values of E  for considered materials are less elevated. This points out that their rigidity 
is more or less elevated. 

In this work the hardness of these alloys is calculated as well. This mechanical property gives information on the 
elasticity, the plasticity and the rupture of these alloys. In the literature many methods are used for hardness 
calculations. In the present work the Vickers micro- hardness model has been adopted. The Vickers hardness is 
determined by the following Tian et al equation [18]: 

1.137
0.7030.92.V

GH G
B

   
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From Table 3 it can be shown that the alloys present a weak hardness. So they cannot withstand large loads. These 
materials cannot be recommended for electronic and mechanical small spares manufacturing.  

On the other hand, the elastic constant knowledge has permitted the deduction of other mechanical characteristics 
such as the anisotropy A , the coefficient of Cauchy CP and the fusion temperature. 

To know if a material is isotropic or anisotropic the value of Zener anisotropy factor should first be known. This 
factor measures the solid anisotropy degree. The material is perfectly isotropic if 1A   and anisotropic if 1A   This 
Zener factor is determined by the following equation [19]: 
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The three studied compounds have anisotropic factors ( A different of 1), therefore, they are anisotropic. If the 
Zener coefficient, 1A  then it is maximal rigidity case along the diagonal of the cube <111>. It’s the case of CoMnAs 
and IrMnAs compounds. 

In opposite way if A<1 the isotropy is maximal along the axis of the cube <1 0 0> it is the case of RhMnAs 
compounds. To see whether the character of the atomic bound is fragile or ductile among the metals and the 
compounds, the pressure of Cauchy CP [20] should determined as: 

12 44CP C C   

For the present work alloys the pressure value of Cauchy is positive. This means that the metallic characters of 
these compounds are of ductile nature. Moreover, the alloy fusion temperature can be determined from the elastic 
constants using the following equation [21]: 

 12( ) 553 (5.911) 300mT K C     

Debe temperature ( D ) offers many information on the solid material undergoing temperature effect during its 
exploitation. ( D ) is also related to the upper limit of photon frequencies. It is calculated as function of elastic constants 
according to the following equation: 
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With Na Avogadro number;  the molar mass,  the volumetric mass; h the Planck constant;  the Boltzmann constant;  
the mean sound speed. This latter can be expressed as: 
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where: 
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, lV  Represent the longitudinal propagation of sound velocity, and tV  its 

transversal velocity. 
The velocities of sound propagation and the Debye temperature are put in Table 4: 
Table 4. Longitudinal propagation sound velocity (m/s), Transversal propagation sound velocity (m/s), mean sound velocity (m/s), 
Debye Temperature (°K). 

 
lV   

tV   
mV   

D   

CoMnAs 5833.8  2718.9  3061.6  244.81  
RhMnAs 6066  3231.3  3610.2  314.66  
IrMnAs 5202.9  2618.2  2936  315.46  

 
Thermal properties 

Thermal properties of X(X=Co, Rh and Ir)MnAs compounds have been determined using quasi harmonic model 
of Debye [22]. This approximation put in action in Gibbs code is compatible with the Wien2k code. 

This code has the merit to display several thermodynamic parameters at different temperatures and pressures such 
as heat capacity, Deybe temperature thermal expansion, entropy, enthalpy….etc. 

Thermal quantities calculation as function of pressure and temperature, of X(X=Co, Rh and Ir)MnAs compounds, 
using quasi harmonic Debye model. This latter uses as input data in Gibbs program the E-V data of the primitive cell. 
E-V stands for total energy E and volume V.  

The heat capacity at constant pressure pC , the heat capacity at constant volume vC , and the thermal expansion 
coefficient  are determined and presented in the temperature range of temperature (0 to 900 °K) and of pressure (0 to 
25 GPa) . 

Debey model parameters targeted here are respectively D , the heat capacity at constant volume vC , and the 
thermal expansion coefficient [23,24]: 
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Where M is the molar mass; Bs is the adiabatic compression modulus, which is by the static compressibility. 
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  is Poisson coefficient and   is Grüneisen parameter. 
The Figure 3 curve giving the thermal expansion coefficient   shows the three materials have sensibely identical 

behaviour for the same variations of temperature and pressure.  increases with the increase of the temperature, but 
decreases considerably with the increase of pressure. 

It should be noted that the increase of the pressure weakens α growth with the temperature as it is shown clearly on 
Figure 3. It should be emphasized as well that α of CoMnAs compound presents the largest value compared to other 
compounds for a given temperature and pressure. 

Let at T = 300 °K and P = 0 GPa, the thermal expansion coefficient be equal to 3.2805 (10-5 °K-1), 
2.5559 (10-5°K-1), 2.858 (10-5 °K-1) for CoMnAs, RhMnAs, IrMnAs compounds respectively.  
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Figure 3. Thermal dilatation coefficient variation as function of temperature and pressure for XMnAs (X=Co, Rh et Ir) compounds. 

The specific heat Cp expresses the energy or the photon number needed to increase the temperature of the material 
by one degree K [12]. Cp represents the change in temperature of thermal excitement energy U, associated to lattice 
vibrations. The Figure 4 representes the evolution of thermal capacity Cp at constant pressure as function of temperature 
at different pressure. 
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Figure 4. Calorific capacity (Cp variation as function of temperature at different pressures for ) XMnAs (X=Co, Rh and Ir) compounds. 

The results show, for the three half Huslers that the curves are nearly superimposed. This confirms that the 
pressure increase has no effect on Cp value. The heat capacity at constant pressure increases with an obvious monotony 
when temperature increases and converge towards a constant value. Thus, at high temperature this heat capacity could 
be thaught as constant. This hypothesis will be used in the following thermoelectric properties calculation.  

The heat capacity Cv characterizes the material aptitude to store heat. Cv evolution as function of temperature in a 
pressure going from 0 to 25 GPa is shown on Fig. 5. For temperature less than 450 °K, Cv depends on temperature and 
pressure because of lack of harmony, beyond a certain temperature, Cv shows a horizontal profile and the differences 
between the thermal capacities at different pressures become more and more discrete with the temperature increase. 

The heat capacity Cv decreases with pressure increase and increases with temperature increase. This implies that 
the temperature and the pressure have opposite effect with more impact of temperature compared to that of the pressure. 
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Cp and Cv values of the three compounds are nearly of the same order of magnitude. They are purely theoretical because 
none of the experimental data is available. 
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Transport properties 

By keeping the diffusion time constant, the thermoelectric properties have been determined by using the semi 
classic theory of Boltzmann [25], as it was used in BoltzTraP code [26]. To get electronic and transport properties, 
including electric conductivity, Seebeck coefficient and electronic and thermal conductivities, the calculated band 
structure are given as input data in BoltzTraP package.To calculate the X(X=Co, Rh and Ir)MnAs compounds 
thermoelectric properties the calculated band structure has been used by WC-GGA approximation. 

The Seebeck coefficient S , electrical conductivity   and the tensors of electronic transport and thermal 
conductivity are expressed as follows k  [27,28]: 
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Where: e  is the electro charge,   is the reciprocal space volume,  is the bearing energy, is the Fermi distribution 
function, μ is the chemical potential and T is the absolute temperature.  
The conductivity tensor ( )   as function of energy and electronic and thermal energy k  ,is expressed as follows 
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Where N  is the number of k-points. 
It is well known in semi-conductors materials domain that in a p-type semi-conductor the majority charge carriers 

are holes and minority charge carriers are electrons. 
In n type semi-conductor, the electrons are the majority charge carriers and the holes are the minority charge 

carriers [29]. On Figure 6 it is shown the Seebeck coefficient variation as function of the chemical potential varying 
between 2FE eV    (considered as charge carrier concentration for the alloys) at different constant temperatures 
(300, 600 et 900 °K), in case of X(X=Co, Rh and Ir)MnAs [30] half-Husler compounds. 

The negative characterisric of S indicates the n-type conduction, with the electrons as main charge carriers. 
Whereas the positive sign of S implies the p-type conduction with holes as majority carriers. 

For the three compounds, the optimal values of S are obtained around 𝐸𝑓 because S is inversely proportional to 
electrical conductivity and since in this region the conduction is intrinsic, therefore the conductivity is weak. These 
optimal values decrease when the temperature increases (Figure 6). 
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Figure 6. Seebeck coefficient S as function of chemical potential  . 

In case of CoMnAs and RhMnAs compounds, when FE   , the value of S is positive and the conduction is of p-
type. So,these half-Heusler compounds are semi-conductors of p-type. On the contrary, for IrMnAs compounds, the 
value of S is negative in the level FE  , this entails that the conduction is of n-type and in this case, the compound is 
a semi-conductor of n- type.  

On Figure 6, the peaks of CoMnAs compound are very important compared to the other peaks among them the 
IrMnAs compound is representing the weakest peaks.  

The Figure 7 shows the electric conductivity variation as function of chemical potential 2FE eV     at 
different temperatures (300°K, 600°K et 900°K). This curve shows the temperature effect on the electric conductivity is 
weak for the three considered compounds. 
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Figure 7. Electrical conductivity /    as function of chemical potential  . 

 
For CoMnAs compound the n-type conductivity ( FE  ) is greater than that of p-type ( FE  ). This is due to 

the difference between the electrons and holes mobility. On the contrary, for RhMnAs et IrMnAs compounds, the n-
type conductivity is less than that of p-type. 

The three main zones are well illustrated on Figure 7, the first zone when FE   where the electric conductivity 
diminishes for the three compounds becoming intrinsic under the effect of the charge carriers (holes) concentration 
decrease at the vicinity of the chemical potential.  

The electric conductivity diminishes for the three compounds. These latter become intrinsic under the decrease of 
charge carriers (holes) concentrations at the vicinity of the chemical potential. 
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In second zone corresponding to FE   the electric conductivity becomes weaker with feeble charge carriers 
concentration, the last zone where FE  the charge carriers which are electrons will increase with chemical potential 
increase. And this leads to an electric conductivity. 

Concerning the electronic thermal conductivity, Figure 8, it is clearly observed that the temperature rise increases 
significantly the electronic thermal conductivity of the three compounds. It is also noticed that the rise in temperature 
and the tendency of the electronic thermal conductivity are similar to that of the electric conductivity, having in mind 
that the charge carriers are also heat carriers [31]. 
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Figure 8. Electronic thermal conductivity /k  as function of chemical potential μ 

The qualities of a thermoelectric material is measured by a dimensionless number called merit factor i.e. the 
improvement in the material thermoelectric performance could be obtained through its merit factor 𝑍𝑇 [32,33] 
expressed by: 

2

e l

SZT T
k k





 

Where T  is absolute temperature absolute, S  the Seebeck coefficient,   the electric conductivity, ek  the electronic 
thermal conductivity and lk  the lattice thermal conductivity. 

To ensure whether the system could withstand higher temperatures the merit factor variations has been calculated 
as function of the chemical potential and this for an extended temperature range.  

On Figure 9, ZT is maximal at only 300°K at the peaks, but as far as ZT takes the allure of fall starts its fall the 
highest temperature (900°K) becomes dominant with regard to the temperature of 300°K for the three compounds. 
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Figure 9. Merit factor (ZT) as function of chemical potential  . 

The merit factor of CoMnAs and RhMnAs compounds is close to the unit at ambient temperature. This makes of 
these alloys good candidates for thermoelectric apparatuses.  
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The small values of merit factor associated to IrMnAs half-Heusler are due to small values of Seebeck coefficient, 
to the electric conductivity, and to the increased values of the thermal conductivity too. 

The Figure 10 represents the power factor PF, as function of the chemical potential where it can be noticed that PF 
increases with the temperature rise. It reaches a maximal value at T=900°K for the three compounds. 
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Figure 10. Power factor (PF) as function of chemical potential  . 

Two peaks of high intensity are also observed. One of them is a main peak near the Fermi level limit 
0.55, 0.48FE et      respectively for the X(X=Co, Ir)MnAs compounds for respectively, the values of 1.899.1012, 

and 1.46.1012 W/Mk2s. contrarily, the principal peak of the RhMnAs compound comes after Fermi level, precisely at 
1.048FE   with a value of PF= 1.335.1012 W/Mk2s. 

 
CONCLUSION 

In the present study, the electronic, elastic, thermodynamic and transport properties of half- Heusler X(X=Co, Rh 
and Ir)MnAs have been treated using the DFT associated to general gradient approximation. 

The elastic constants confirm the material ductile nature with stability in cubic phase C1b. The studied materials 
have a high Debey temperature (600 °K) at a pressure of 0 GPa. 

The thermal properties including the heat capacities Cv and Cp and the thermal expansion coefficient have been 
studied using the quasi harmonic Debey model in the range of pressure 0 to 25 GPa and of temperature 0 à 900 °K, 
show that the CoMnAs compound has high values of expansion coefficient with regard to the other compounds. The 
transport properties have been determined by means of BoltzTraP code. 

The CoMnAs materiel presents a high thermoelectric parameter such that Seebeck coefficient, the power and the 
merit factors. Contrarily, The IrMnAs compounds show weak values for these parameters. 

These results could offer a useful reference for the development of thermoelectric material based on XMnAs. 
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ДОСЛІДЖЕННЯ СТРУКТУРНИХ, ПРУЖНИХ, ТЕПЛОВИХ ТА ТРАНСПОРТНИХ ВЛАСТИВОСТЕЙ 
ПОТРІЙНИХ СПОЛУК X(X=Co, Rh та Ir)MnAs, ОТРИМАНИХ МЕТОДОМ DFT 

Салім Кадріa, Тураб Мохамедb, Беркані Махієддінеc, Амрауі Рабієd, Борджиба Зейнебd 
aЛабораторія динамічних двигунів та віброакустичної лабораторії, Університет М'Хамеда Бугари в Бумердесі 

bФакультет технологій, Університет М’Хамеда Бугари, Сіте Франц Фанон, Бумердес 35000-Алжир 
cЛабораторія LSELM, Університет Баджі Мохтар Аннаба, Аннаба 23000, Алжир 

dЛабораторія фізики матеріалу - L2PM, 8 травня 1945 р. Університет Гельми, Алжир 
Теорія функціональної щільності (DFT) з апроксимацією узагальненого градієнта використовується для дослідження 
пружних, термодинамічних і транспортних властивостей, а також для структурної стабільності потрійних 
напівгейслерівських сполук X(X=Co, Rh та Ir)MnAs. Це перше прогностичне дослідження цих сполук визначає такі 
механічні властивості, як стиснення, зсув, модуль Юнга та коефіцієнт Пуассона, не пропускаючи параметрів перевірки 
природи цих сполук, таких як твердість, анізотропний факт Зенера та тиск Коші. Коефіцієнт П'ю та коефіцієнт Пуассона 
дозволили визначити пластичну природу цих сполук. Швидкість звуку та температура Дебая цих сполук також була оцінена 
за пружними константами. Термодинамічні властивості також розраховані для інтервалу тиску від нуля до 25 ГПа. Вплив 
зміни хімічного потенціалу на коефіцієнт Зеєбека, електричну, теплову та електронну провідність, коефіцієнти потужності 
та переваги також досліджували для різних температур (300, 600, 900°К), так що ці сплави можуть бути кращими 
потенційними кандидатами для термоелектричних додатків. 
Ключові слова: Напів-Гейслер, DFT, пружність, термоелектричні, транспортні властивості 
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Thermally evaporated Bi2Te2.45Se0.55 thin films were examined for structural alterations and electrical conductivity. Crystallite size, 
micro-strain, and dislocations were all calculated using the XRD data. By using transmission electron microscopy, the morphology of 
thin films was investigated (TEM). The study was performed within a temperature range of (300 – 500) K. The electrical energy gap 
and the conductivity of the as-deposited and annealed (373, 473K) Bi2Te2.45Se0.55 films were measured. The obtained values are (0.27, 
0.26, 0.24 eV) and 3.6×103, 3.7×103 and 4.1×103 ohm-1.cm-1 respectively.  Hall coefficient, the mean free time, the diffusion coefficient 
of holes, and the diffusion length, charge carrier's concentration, charge carriers' scattering mechanism, and Hall mobility were also 
examined. The obtained values of the charge carrier's concentration are 2.12×1017 -2.73×1017 cm-3. The direct and indirect allowed 
energy gap decreased with increasing annealing temperature. The obtained values of indirect band gap and direct band gap ranges from 
0.27- 0.24 eV and 0.375- 0.379 eV, respectively. 
Keywords: Thin film; electrical properties; transmission electron microscopy; Hall Effect; optical energy gap 
PACS: 32.30.Rj, 07.50.−e, 07.05.Kf, 03.65.Nk, 42.25.Bs 

 
Recently, compounds of semiconducting chalcogenides type A2VB3VI (where A = Bi, Sb, and B = Te, Se) and their solid 
solutions are considered to be promising materials for their unique optical, electrical and magnetic properties [1-4] and 
concomitantly to their potential applications in solid-state thermoelectric cooling and thermoelectric generators [5-8]. The 
electrical, thermal conductivities and the Seebeck coefficient properties of Bi2 (Te1-xSex)3 single crystal solid solutions 
with x = 0.025 (S2.5) and x = 0.05 (S5) were studied [9]. The results showed the scattering mechanism is mainly due to 
acoustical phonons. Transport properties of Bi2Te2.55Se0.45 solid solutions as a function of carrier concentration and 
temperature were studied [10]. 

J. Dheepa et al [11] studied the structural and the optical properties of thermally evaporated Bi2Te3 thin films. The XRD 
shows the hexagonal and polycrystalline structure of the focused films. The calculated lattice parameters are 4.4a   Å and 

3.4C   Å. A. Saji et al.[12] studied the effects of fast electron bombardment and annealing on Bi2Te3 and Bi2Te2.9Se0.1 
single crystals. Conductivity variations from p to n-type are possible by irradiation with high-energy electrons. Koksal Yildiz 
et al [13] used scanning electron microscopy, SEM to examine the surface morphology and the elemental composition of 
the deposited film as well as a high-resolution TEM to examine the lattice image for sample Bi2(Te0.9Se0.1)3. 

In this work, the annealing temperature effect on structural properties, D.C electrical conductivity, Hall Effect and 
optical band gap were investigated. 

 
EXPERIMENTAL PROCDURE 

The modified Bridgeman method [2] was used to fabricate n-type almost stoichiometric single-phase 
polycrystalline bulk ingot materials of Bi2Te2.45Se0.55 using the pure (99.999%) Te, Se, Bi elements enclosed in 
vacuum-sealed silica tubes (=10-4 Pa). The silica tube was placed in the hot zone of the furnace for 24 hours to melt 
the contents.  

The tube was shaken several times during heating to ensure homogeneity. The crystallization front moved at a 
rate of 1.7 mm/h. The temperature of the middle zone ranges from (870 – 995) K corresponding to the crystallization 
temperature of the produced samples of different compositions. The consumed time to make a crystal is twelve days. 
The final crystal had a diameter of 1.5 cm and a length of 1.5 cm using a high vacuum coating unit, thin films were 
deposited on glass substrates at room temperature by conventional evaporation of synthetic solid solutions at a 
vacuum of 10-4 Pa (Edwards 306 A). During the evaporation process, the deposition rate was kept constant at 3nm/s. 
The film thickness was determined interferometrically as well as utilizing a quartz crystal thickness monitor 
(Edwards FTM4) [2]. Thin films were annealed by progressively heating them to various annealing temperatures of 
373K and 473 K at a pressure of 10-3 Pa for two hours at each annealing temperature. After annealing, films were 
allowed to cool slowly to ambient temperature in a vacuum. X-ray diffractometer, XRD technique is used to verify 
the crystal structure of the studied material in thin films form. The morphology of the samples was examined by 
(TEM). Electrical conductivity, σ was measured by the conventional four-probe method using a direct current in a 
temperature range (300 - 500) K and Hall coefficient as well. The optical transmittance spectrum was measured 
using a single beam Fourier transform infrared spectrophotometer (FTIR-300E) in wavelength range 
(2500 – 5000) nm. 
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RESULTS AND DISCUSSION 
Structure analysis 

Figure 1 shows the XRD patterns of the as-deposited and annealed Bi2Te2.45Se0.55 films, it was found that the peak 
intensity increases appreciably with the increasing of annealing temperature. Analysis of XRD data reveals good 
crystallinity of films by annealing, with preferred orientation (015) at 2 = 32.5oC. The crystallite size is calculated by 
Debye - Scherer equation [14]: 

 𝐷 = 0.9 𝜆 𝛽⁄ 𝑐𝑜𝑠𝜃 (1) 

Where 𝜆 is the wavelength of CuK𝛼 radiation of XRD, 𝛽 is the full width at half maximum at reflection plane (015) and 𝜃 is diffraction angle. 
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Figure 1. XRD pattern of Bi2Te2.45Se0.55 thin films 

The obtained results confirm the increasing of crystallite size with the increase of annealing temperature because 
of re-crystallization which leads to the reduction of deformation or defects present in the film. The annealing at (473 K) 
enhances the quality of the crystalline structure of Bi2Te2.45Se0.55 films [15]. Micro-strain, S (non-uniform strain) was 
determined using XRD according to [16]: 

 𝑠 =  𝛽 cos 𝜃 4⁄  (2) 

 
As the annealing temperature increases, the micro-strain decreases. This may be attributed to the imperfections in 

the crystal structure. As a result of crystallinity improvement because of annealing, the micro-strain is reduced.  
The dislocation density δ is defined as the length of dislocation lines per volume unity of a crystal. δ is a significant 
characteristic of the structure, so it is estimated by [16]: 

 𝛿 = 𝑛 𝐷ଶ⁄  (3) 

where (n) is an integer number, D is the crystallite size. 
As the annealing temperature increases, the dislocation density decreases as a result of the reduction of lattice 

defects, and consequently, the crystalline quality increases due to the modification of the periodic arrangements of 
atoms in their crystal lattice. This confirms the crystalline enhancement of material at 373K and 473K annealing 
temperature, as documented by authors [17].  

The calculated values of crystallite size, micro-strain, dislocation density, and the numbers of crystallites are listed 
in Table 1. 
Table 1. The calculated values of crystalline size from (XRD, TEM), micro-strain, and dislocations for the annealing temperature 
(373, 473) K for Bi2Te2.45Se0.55 thin film. 

 
Ta (K) 

 
Crystalline Size 

XRD 
D (nm) 

 
Crystalline Size 

TEM 
D (nm) 

 
Micro-strain 

S×10-3 

 
Dislocation density  

(Line/m2) 
×1014 

 
373 
473 

 
43 
75 

 
45 
80

 
7.95 
4.61

 
5.27 
1.76 
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Morphology analysis of Bi2Te2.45Se0.55 thin film 
Figure 2(a,b,c) shows a TEM image of the as-deposited and annealed Bi2Te2.45Se0.55 thin films. As seen in 

Figure 2a, the as-deposited film has a rough surface with irregular crystallite size. The morphology of the annealed 
films at 373 K does not change much but the crystallite size uniformity improved as shown in Figure 2b. Additionally, 
the annealed films at 473K have a continuous and homogeneous surface as observed in Figure 2c.  

From TEM analysis, the crystallite size was around 45 nm and 80 nm for different annealed temperatures (373 K 
and 473 K) respectively. This result is matched with the data obtained from the XRD diffraction method. 

 

Figure 2a. Transmission electron 
microscopy images of the as-deposited 
Bi2Te2.45Se0.55 thin film. 

Figure 2b. Transmission electron 
microscopy images of Bi2Te2.45Se0.55 thin 
films at Ta = 373K. 

Figure 2c. Transmission electron 
microscopy images of Bi2Te2.45Se0.55 
thin film at Ta = 473K. 

 
Annealing effect of electrical conductivity 

Figure 3 shows the results of the temperature dependence of the electrical conductivity of  the as-deposited and 
that annealed Bi2Te2.45Se0.55, thin films at 373, 473K for two hours  
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Figure 3. The temperature dependence of electrical conductivity Log  

for the deposited thin films and annealed Bi2Te2.45Se0.55 films. 

One can confirm that the as-deposited and annealed films at 373,473 have a semiconductor behavior. The curve 
consists of three regions; the first region in the temperature range (300-385) K and  finishes in the extrinsic region. 
The conductivity shows a slightly increase in the low- temperature range due to the release of ionized acceptors and 
their transition from the impurity level. The second region refers to the transition region, where the behavior of s is 
influenced by the charge carrier's concentration as well as its mobility. A rapid linear rise in conductivity is observed 
within the third region at high temperatures of over 400 K. This result demonstrates that, at the high temperature region, 
both electrons and holes contribute to conductance. By annealing temperature, the conductivity () increases.  The 
conductivity at room temperature for the as-deposited sample and annealed temperature 373, 473K are 3.6 x103, 3.7 
x103, and 4.1x103 ohm-1 cm-1 respectively. 

This increase in conductivity by annealing may be attributed to the improvement of crystallite size and a decrease 
of defects' number which allows more carriers to flow through the system to take part in conduction [18]. These results 
confirm the structural investigations by X-ray, which indicates the increase of crystallinity of the films by annealing. 
This agrees well with the results of other works for chalcogenide materials [18]. 
The temperature dependence of electrical conductivity was investigated using Arrhenius equation [19]: 



61
Characteristics and Optical Properties of Bi2Te2.45Se0.55 Thin Film          EEJP. 1 (2022)

 𝜎 =  𝜎௢𝑒𝑥𝑝൫−∆𝐸௚ 2𝐾𝑇⁄ ൯ (4) 
 

The measured d.c electrical conductivity indicates two straight lines with different slopes, both could fit the 
relation. The conduction mechanism due to carriers excited into localized states at the edge of the band by hopping at 
low temperatures (300 - 400) K, and the conduction mechanism due to carriers excited into extended states beyond the 
mobility edge by thermal excitation at higher temperatures (400-500) K. The activation energy calculated from the first 
line is in the temperature range 300 - 400K, while the energy gap calculated from the other line within temperature 
range 400-500K. The values of energy gap and activation energy are tabulated in a table (2). This agrees well with the 
results of other works for chalcogenide materials [19].  
Table (2) Values of energy gap and activation energy. 

Ta 
(K) 

Eg() e.v 
400-500K

∆E() e.v 
300-400K

473 
373 

As-deposited 

0.24 
0.26 
0.27 

7.74 x 10-3 

7.94 x 10-3 

9.02 x 10-3 

 
Hall Effect analysis 

Hall measurements are an important tool for the characterization of materials, particularly semiconductors so Hall 
coefficient, RH of the as-prepared and annealed Bi2Te2.45Se0.55 films is measured and depicted in Fig. 4. It is clear that 
curves have the same trend at different annealing temperatures. Besides, the results indicate that the samples have p-
type conduction because of the positive sign of RH values so that the majority of carriers are holes.  

At room temperature, RH has a positive value range from (29.5 - 23.9) cm3/C for as-deposited and annealed films. 
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Figure 4. The temperature dependence of Log RH Vs 1000/T(k) for the as-deposited and annealed Bi2Te2.45Se0.55 films. 

The charge carrier's concentration is estimated by equation: 

 𝑃 =  1 𝑒 𝑅ு⁄  (5) 

And the concentration of charge carriers at a room temperature range from 2.12×1017 to 2.73×1017 cm-3 for as-
deposited and annealed films. The increase of charge carriers with annealing temperature is due to the crystalline 
enhancement of the material. Figure 5 shows the temperature dependence of carrier concentration calculated by: 

 𝑃 = 𝐶 exp൫−∆𝐸௚ 2𝐾ఉ𝑇⁄ ൯ (6) 

Within the temperature range of (300 – 400) K, the number of free carrier P increases slightly with increasing 
temperature, suggesting ionization of the impurity centers whereas the number of free carriers increased sharply as the 
temperature rises to 400 K refers to intrinsic conduction. The energy gap can be computed from the slope of the curve 
within the temperature range (400- 500) K through the intrinsic region. It was (0.24 - 0.264) eV for as-deposited and 
annealed films. The acceptor levels energy above the top of the valence band in the extrinsic region (300-400) K 
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ranging from (7.69×10-3 – 8.9×10-3) for as-deposited and annealed films. The values of energy gap and energy of 
acceptor level are closed to that obtained from electrical conductivity measurements.  

Fig. 5 shows the temperature dependence of charge carrier concentration Log P of as-deposited thin films and 
annealed Bi2Te2.45Se0.55 films.  
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Figure 5. The temperature dependence of charge carrier concentration Log P Vs 1000/T(k) 

for the as- deposited and annealed Bi2Te2.45Se0.55 films. 

By using the data of RH and conductivity, the charge carrier's mobility can be evaluated by the relation: 

 𝜇ு =  𝜎𝑅ு` (7) 

The temperature dependence of Hall mobility is shown in figure 6. The curve is divided into two regions at the 
transition temperature of 440K. 
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Figure 6. The temperature dependence of Hall mobility Log H Vs log/T(k) 

for the as-deposited and annealed Bi2Te2.45Se0.55 films. 

The presence of two different types of modes on mobility variation around the transition temperature, 440K, can 
be seen in figure 6. At low-temperature T < 440 K, the mobility increases by the increase of temperature obeying T2.4. 
The ionized impurities scattering mechanism [20, 21] is dominant for T < 440 K. At the region T ≥ 440 K, the carrier's 
mobility decreases by the increasing of temperature obeying T-1.4. The lattice scattering mechanism [22] is dominant in 
this region. The mobility of Bi2Te2.45Se0.55 increases by increasing the annealing temperature is due to the enhancement 
of the crystallinity. The diffusion coefficient of holes can be determined using the assumption that the effective mass of 
holes is equal to the rest mass:  

 𝐷௣ =  ሺ𝐾𝑇 𝑒⁄ ሻ 𝜇௣ (8) 

The computed values of the diffusion coefficient at room temperature are (1962.8 – 1523.6) cm2.sec-1 for as-
deposited and annealed films. In addition, the mean free time of hole estimated according to: 



63
Characteristics and Optical Properties of Bi2Te2.45Se0.55 Thin Film          EEJP. 1 (2022)

 𝜏௣ =  𝜇௣𝑚 𝑒⁄  (9) 
The obtained values are (1.11×10-12 – 0.86×10-12) sec for as-deposited and annealed films. The diffusion length of 

holes Lp was calculated at room temperature for as-deposited and annealed films and its values are  (7×10-11 – 8×10-

11) cm. 
Optical analysis 

The knowledge of the optical characteristics of materials is important in the design and analysis of the 
optoelectronic devices. 

The optical transmittance spectrum T of the as-deposited and annealed films were measured at room temperature 
within wavelength range (2500-5000) nm using Fourier transform infrared (FTIR) as shown in Figure 7. 
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Figure 7. Transmittance spectrum versus wavelength for the as-deposited and annealed Bi2Te2.45Se0.55 films. 

It is clear that the transmittance increase by increasing temperature. The average value of transmittance increases 
from 90% to 99% with annealing temperature. The absorption edges shift toward higher values of wavelength with 
increasing the annealing temperatures. The increase of transmittance spectra with increasing annealing temperature 
attributed to the enhancement of the crystallinity of films [17].  

The absorption coefficient calculated using: 

 𝛼 =  1 𝑑ൗ 𝐿𝑛 ൫1 𝑇ൗ ൯ (10) 

Where 𝛼 is absorption coefficient, d is a film thickness and T optical transmittance. 
In the high absorption region, the optical band gap can be determined by Tauc model [17]. 

 𝛼ℎ𝜈 = 𝐵൫ℎ𝜈 − 𝐸௚൯௡ (11) 

Where B is a constant, ℎ𝜈 the photon energy, 𝐸௚ the optical band gap and n is a number refer to the optical 
transition type (1/2, 2/3, 2, 3) for direct allowed transition, direct forbidden transition, indirect allowed transition and 
indirect forbidden transition, respectively. Figure 8 represent the variation of ሺ𝛼ℎ𝜈ሻ଴.ହ as a function of photon 
energyሺℎ𝜈ሻ. The indirect energy gap can be computed from the extrapolating straight line with photon energy axis. The 
energy gap decreases with increase of annealed films from 0.27 - 0.24 eV as a result of enhancement of film's 
crystallinity. These results match with data obtained by electrical and Hall measurements. 
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Figure 8. Plot  ሺ𝛼ℎ𝜈ሻ଴.ହ versus of photon energyሺ𝐸ሻ for the as-deposited and annealed Bi2Te2.45Se0.55 films. 
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Figure 9 describes ሺ𝛼ℎ𝜈ሻଶas a function of photon energy. The direct allowed band gap can be determined by 
extrapolating straight line with photon energy axis. The values of direct allowed and indirect allowed energy gap 
record in table 3. 
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Figure 9. Plot  ሺ𝛼ℎ𝜈ሻଶ versus of photon energyሺ𝐸ሻ for the as-deposited and annealed Bi2Te2.45Se0.55 films. 

Table 3. Optical energy gap values for the as-deposited and annealed Bi2Te2.45Se0.55 films. 

Ta(K) 𝐸௚௜௡ௗe.v 𝐸௚ௗe.v 
473 
373 

As-deposited 

0.24 
0.259 
0.272

0.375 

0.377 

0.379 

 
CONCLUSION 

The effect of thermal annealing at (373, 473K) on the physical properties of Bi2Te2.45Se0.55 films has been studied. 
The as-deposited and the annealed thin films have a rhombohedral structure. Crystalline size, micro-strain, and 
dislocation density were calculated at 373, 473K annealing temperature. 

The electrical conductivity has been measured in the temperature range 300- 500K.  
The measurements have been done for the as-deposited and annealed films (373, 473K). The conductivity of the 

as-deposited and annealed films varies with temperature it shows conductivity enhancement as a function of annealing. 
The Hall coefficient has been measured in the temperature range 300-500K for the as-deposited and annealed 

films (373, 473K) where the charge carrier's concentration was calculated. The scattering mechanism is classified into 
two kinds, at low temperature the scattering mechanism dominant acoustical phonon while, at high temperature the 
scattering mechanism dominant ionized impurities. In addition, the mean free time, the diffusion coefficient of holes, 
and the diffusion length were computed. The optical energy gap calculated for as-deposited and annealed films. The 
values of direct allowed and indirect allowed energy gaps were decreased by increasing of annealing temperature. This 
behavior is attributed to the enhancement of the films crystalllinity. 
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ХАРАКТЕРИСТИКИ ТА ОПТИЧНІ ВЛАСТИВОСТІ ТОНКОЇ ПЛІВКИ Bi2Te2.45Se0.55 

А.С. Салва, Азза Ель-Сайед Ахмед 
Фізичний факультет, факультет науки і мистецтв, Університет Джуфа 

Гураят 77431, Королівство Саудівська Аравія 
Термічно випарені тонкі плівки Bi2Te2.45Se0.55 були досліджені на предмет структурних змін та електропровідності. Розмір 
кристалітів, мікродеформація та дислокації були розраховані з використанням даних XRD. За допомогою просвічуючої 
електронної мікроскопії досліджено морфологію тонких плівок (ТЕМ). Дослідження проводили в інтервалі температур 
(300–500) К. Виміряно електричний енергетичний зазор та провідність наплавлених і відпалених (373, 473 К) плівок 
Bi2Te2.45Se0.55. Отримані значення (0,27, 0,26, 0,24 еВ) і 3,6×103, 3,7×103 та 4,1×103 Ом-1.см-1  відповідно. Також досліджено 
коефіцієнт Холла, середній вільний час, коефіцієнт дифузії дірок, довжину дифузії, концентрацію носіїв заряду, механізм 
розсіювання носіїв заряду та рухливість Холла. Отримані значення концентрації носіїв заряду становлять 
2.12×1017-2.73×1017 см-3. Прямий і непрямий дозволений енергетичний зазор зменшувався з підвищенням температури 
відпалу. Отримані значення непрямої забороненої зони і прямої забороненої зони коливаються в межах 0,27-0,24 еВ і 
0,375-0,379 еВ відповідно. 
Ключові слова: тонка плівка, електричні властивості, просвічувальна електронна мікроскопія, ефект Холла, оптичний 
енергетичний зазор 
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The structure and electrical resistivity of Na1-xRbx binary alloys (where x = 0, 0.1, 0.2,…,1) are computed using Percus-Yevick (PY) 
equation, hard-sphere model and Faber-Ziman formula respectively. The partial structure factors and total structure factor are 
computed using hard-sphere model for Na1-xRbx. In the calculation of resistivity using Faber-Ziman formula, we have employed 
Ashcroft empty-core pseudo-potential and Hartree dielectric screening. Calculated values of resistivity are compared with the 
experimental results and other theoretical values reported in literature. It is found that the electrical resistivity calculated using 
Faber-Ziman formula for binary alloy Na1-xRbx is in good agreement with the values reported experimentally. 
Keywords: Structure factor, electrical resistivity, pseudo-potential, dielectric screening, liquid metal 
PACS: 61.20.Ne; 61.25.Mv; 72.15.Cz 
 

The study of structural and electron transport properties of liquid metals have attracted many researchers [1-2]. 
The studies related to liquid structure have been a concern for condensed matter physics and material science. The 
knowledge of the structural information and electron transport properties of liquid alloys are essential for understanding 
the alloys. Recently, the applicability of alkali-liquid metal alloys (such as Na-Rb, Na-K) in developing futuristic 
electrochemical devices makes it inevitable to study the electronic and chemical properties of such alloys [3-7]. The 
electrical resistivity of liquid binary alkali alloys has been computed theoretically by pairing Faber-Ziman formula [8] 
with a suitable pseudo-potential [9-10]. Islam et.al [9] has computed the electrical resistivity of Na1-xRbx binary alloys 
using Faber-Ziman formula employing Bretonnet and Silbert (BS) pseudo-potential [10] with two different local field 
corrections viz. Ichimaru-Utsumi (IU) and Vashishta-Singhwi (VS). It is important that a suitable potential associated 
with electron-ion interaction is chosen for the computation of the electrical resistivity as the choice of electron-ion pair 
potential plays a crucial role in the study of electrical resistivity. 

In this paper, we compute the partial structure factors of Na1-xRbx binary alloys (where x =0, 0.1, 0.2,…, 1) 
employing the solution of Percus-Yevick (PY) equation for a multi-component hard-sphere model given by Hoshino 
[11] and the electrical resistivity of Na1-xRbx binary alloy is computed using the method given by Faber-Ziman [8]. In 
the computation of electrical resistivity, we employ Ashcroft empty-core pseudo-potential [12] and the dielectric 
screening function due to Hartree [13-14]. The results obtained are compared with experimental results available in 
literature.  

 
THEORY 
Resistivity 

The electrical resistivity of a liquid metal binary alloy is given by Faber and Ziman [8] as 𝜌 = ଷగ௠మΩ೚ସ௓௘మℏయ௞೑ల ׬ ሼ𝑐ଵ𝑆ଵଵ(𝑞)𝑉ଵ(𝑞)ଶ + 𝑐ଶ𝑆ଶଶ(𝑞)𝑉ଶ(𝑞)ଶ + 2√𝑐ଵ𝑐ଶ𝑆ଵଶ(𝑞)𝑉ଵ(𝑞)𝑉ଶ(𝑞)ሽଶ௞೑଴ 𝑞ଷ𝑑𝑞.  (1) 

Here Z is the valence of the liquid alloy and𝑍 = 𝑐ଵ𝑍ଵ + 𝑐ଶ𝑍ଶ, where 𝑐ଵ and 𝑐ଶ are the concentration of elements, Ω௢ =𝑐ଵΩଵ + 𝑐ଶΩଶ is the atomic volume of the alloy system, 𝑉(𝑞) is the form factor, 𝑆(𝑞) is the structure factor and 𝑘௙is the 

Fermi wave vector define by 𝑘௙ = ቀଷగమ௓
Ω೚ ቁ. 

For the computation of electrical resistivity, we have considered Ashcroft’s empty core potential [12] given by 

𝑉(𝑟) = ቊ 0 , 𝑟 ≤ 𝑅௖− ௓௘మ௥ , 𝑟 > 𝑅௖,      (2) 

where 𝑅௖ is the core radius. The values of 𝑅஼ for the constituent elements Na and Rb is taken from the values given in 
[12]. The form factor with dielectric screening effect is given by 
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𝑤(𝑞) = ௪್(௤)ఌ(௤) = − ସగ௓௘మ௤మఢ(௤)Ωబ cos 𝑞𝑟௖      (3) 

where 𝑤(0) = − ଶଷ 𝐸௙. 
Following Hartree’s theory of dielectric screening, the dielectric screening function 𝜀(𝑞) is given as [13] 

𝜀(𝑞) = 1 + ସగ௘మ௤మ 𝐷൫𝐸௙൯ ൤ଵଶ + ସ௞೑మି௤మ଼௤௞೑ 𝑙𝑛 ฬଶ௞೑ା௤ଶ௞೑ି௤ฬ൨,    (4) 

where 𝐷൫𝐸௙൯ = 3𝑛 2𝐸௙⁄  represents the density of states at the Fermi energy 𝐸௙, n is the number density.  
Structure factor 

Computation of partial structure factors is a crucial step in calculating the electrical resistivity of an alloy. The 
partial structure factor, following the definition of Ashcroft-Langreth [11, 12] is given by the following expression 𝑆௜௝(𝑞) = 𝛿௜௝ + ඥ𝑐௜𝑐௝(𝑎௜௝(𝑞) − 1),      (5) 

where, 𝛿௜௝ is the Kronecker delta function, 𝑐௜ and 𝑐௝ are the concentration of components, and  

𝑎௜௝(𝑞) = 1 + 𝑛 න 𝑑𝒓൫𝑔௜௝(𝑟) − 1൯ exp(𝑖𝒌 ⋅ 𝒓) . 
Where 𝑛 is the number density of the mixture and 𝑔௜௝(𝑟) is the pair distribution function. For the detailed derivation and 
the analytical expressions of partial structure factors see Hoshino [11]. 
The total structure factor 𝑆(𝑞) of the alloy can be expresses by the weighted average of partial structure factors from 
equation (5) as 

𝑆(𝑞) = ௖భ௕భమௌభభ(௤)ାଶ√௖భ௖మ௕భ௕మௌభమ(௤)ା௖మ௕మమௌమమ(௤)௖భ௕భమା௖మ௕మమ  ,    (6) 

where the weights 𝑏ଵ and 𝑏ଶ are the neutron scattering lengths of the component elements of the alloy [15] and 𝑐ଵ and 𝑐ଶ are the concentrations of the component elements of the alloy. 
 

CALCULATIONS 
For computing the structure factor of the binary alloys, we need to fix the hard-sphere diameters (𝜎௜), packing 

fraction (𝜂௜), and the concentration of components of elements. The hard sphere diameters (𝜎௜) have been determined 
using the relation, 

𝜎௜ = ቀ଺ఎ೔Ω೔గ ቁଵ ଷൗ
       (7) 

where the value of 𝜂௜  (packing fractionof ith species) is adjusted at temperature 373K according to the following 
relationship [16]. 𝜂௜ =  𝐴௜ exp(−𝐵௜𝑇).      (8) 

The atomic volume Ω௜  of the ith species is calculated using the experimental values of densities at the desired 
temperature using the formula [17] 𝑏௜ = 𝑏௢ − (𝑇 − 𝑇௠௜) ௗ௕ௗ்       (9) 

Where 𝑇௠௜ is the melting temperature and 𝑏௢ is the density at melting point of the ith species. Here, the densities are 
adjusted to the temperature 373 K. 
Accordingly, the calculated value of Ω௜ , 𝜎௜  and the other input parameters at the desired temperature are listed in 
Table 1.  
Table 1. Input parameters use in calculating the structure factor and electrical resistivity of Na1-xRbx binary alloy 

Element T (K) Valence (Z) Ω଴ (a.u.) σ (a.u.) Rୡ (a.u.) 
Na 373 1 278.240 6.265 1.663 [12] 
Rb 373 1 659.220 8.279 2.722 [12] 
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RESULTS AND DISCUSSIONS 
The representative partial structure factors and total structure factor as per the Ashcroft-Langreth [12]and Hoshino [11] 
for Na50Rb50 binary alloy is shown in Figure 1(a) and Figure 1(b) respectively. Using the partial structure factors for 
different compositions, the electrical resistivity of Na1-xRbx binary alloy system is computed. The electrical resistivity of 
Na1-xRbx binary alloy calculated at 373K using the Faber-Ziman formula [8] given in equation 1 are shown in Figure 2 
along with the available experimental data reported by Hennephof et al. [17]. As seen in Figure 2, the result of the 
resistivity for Na1-xRbx binary alloys reported in this paper are very close to the data reported in literature.  

 
(a)       (b) 

Figure 1. Representative partial structure factors  𝑆௜௝ሺ𝑞ሻ and total structure factor 𝑆ሺ𝑞ሻ for Na50Rb50 binary alloy. (a) Partial structure 
factor of Na50Rb50, dashed, dot-dashed and solid lines represent Na-Na, Na-Rb and Rb-Rb respectively. 

(b) Total structure factor of Na50Rb50 binary alloy. 

 
Figure 2. Resistivity of Na1-xRbx  with concentration at 373K along with the experimental value [17]. 

We have used Ashcroft empty core pseudo-potential and Hartree dielectric screening function for computing 
resistivity of Na1-xRbx binary alloys. The results reported in this paper show better agreement with experimental data 
compared to previous theoretical study on resistivity of Na1-xRbx binary alloys as reported by Islam et.al [9] employing 
BS pseudo-potential along with Ichimaru-Utsumi (IU) and Vashishta-Singhwi (VS) dielectric field corrections. 
 

CONCLUSIONS 
We have computed the partial structure factors and total structure factor of Na1-xRbx binary alloys following the 

method prescribed by Ashcroft-Langreth [12]. The partial structures obtained for Na1-xRbx binary alloys were used for 
calculating electrical resistivity of Na1-xRbx binary alloys using Faber-Ziman formula [8].  In calculating the resistivity, 
we have employed Ashcroft empty core pseudo-potential along with Hartree dielectric screening function. The results 
obtained show good agreement with the experimental data available in literature. The use of Ashcroft empty core 
pseudo-potential along with Hartree dielectric screening for computing resistivity of Na1-xRbx binary alloys by Faber-
Ziman formula shows good results. We are also working on the computation of the electrical resistivity of other alkali 
metal binary alloys using this approach. 
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РОЗРАХУНОК СТРУКТУРИ ТА ЕЛЕКТРИЧНОГО ОПОРУ РІДКИХ СПЛАВІВ Na-Rb 
Р.Р. Койренгa,b, П.К. Агарвальc, Альпана Гохрооa 

aСамрат Прітвірай Чаухан Дердавний Колледж, Аймер-305001, Раджастхан, Індія 
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cРегіональний Інститут Освіти (NCERT), Бхубанешвар-751022, Одіша, Індія 
Структура та питомий електричний опір бінарних сплавів Na1-xRbx (де x = 0, 0,1, 0,2,…,1) розраховані за допомогою 
рівняння Перкуса-Євіка (PY), моделі твердої сфери та формули Фабера-Зімана відповідно. Часткові структурні коефіцієнти 
та загальний структурний коефіцієнт розраховані за допомогою моделі твердої сфери для Na1-xRbx. При розрахунку 
питомого опору за формулою Фабера-Зімана ми використали псевдопотенціал Ешкрофта з порожнім сердечником і 
діелектричне екранування Хартрі. Розраховані значення питомого опору порівнюються з результатами експерименту та 
іншими теоретичними значеннями, наведеними в літературі. Встановлено, що питомий електричний опір, розрахований за 
формулою Фабера-Зімана для бінарного сплаву Na1-xRbx, добре узгоджується з експериментальними значеннями. 
Ключові слова: структурний фактор, питомий електричний опір, псевдопотенціал, діелектричний екран, рідкий метал. 
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By applying the outward uniform strain on the non-centrosymmetric piezoelectric semiconductor, the polarization charges on the 
material surface are induced. Polarization charges are often generated within the crystals provided that the applied strain is non-uniform. 
The strain applied has an effect on electronic transport and can be utilized to modulate the properties of the material. The effect of 
multiway coupling between piezoelectricity, semiconductor transport properties, and photoexcitation results in piezo-phototronic 
effects. Recent studies have shown the piezoelectric and semiconductor properties of third-generation semiconductors have been used 
in photodetectors, LEDs, and nanogenerators. The third-generation piezoelectric semiconductor can be used in high-performance 
photovoltaic cells.  A third-generation piezo-phototronic solar cell material is theoretically explored in this manuscript on the basis of 
a GaN metal-semiconductor interaction. This study aims to determine the effects of piezoelectric polarization on the electrical 
performance characteristics of this solar cell material. Performance parameters such as Power Conversion Efficiency, Fill Factors, I-V 
Characteristics, Open Circuit Voltage, and Maximum Output Power have been evaluated.  The piezophototronic effect can enhance 
the open-circuit current voltage by 5.5 percent with an externally applied strain by 0.9 percent. The study will open a new window for 
the next generation of high-performance piezo-phototronic effects. 
Keywords: Polarization charges; Piezophototronic effect; Solar cell; third-generation semiconductor; piezoelectric effect. 
PACS: 42.79.Ek; 42.70.Nq 

 
Piezo-phototronics was initially proposed in 2010 [1-3]. The field of piezotronics has developed the study of the 

coupling between the semiconductor and piezoelectric characteristics for materials that concurrently exhibit 
semiconductor, photoexcitation, and piezoelectric characteristics. Also, the well-known field of optoelectronics studies 
the pairing of semiconductor properties with photo-excitation properties [4,5]. The field of piezo-photonics was 
determined by the analysis of the linkage between piezoelectric characteristics and the characteristics of photo-
excitation. The field of piezoelectric optoelectronics, which was the basis for the development of the new 
piezophototronics, was further developed by working on the coupling of semiconductors, photo-excitation, and 
piezoelectric properties [6,7]. The central feature of the piezophototronic effect is the use of piezoelectric potential to 
control the generation, separation, transport, and recombination processes of carriers at interfaces or junctions [1,9]. 
High-efficiency optoelectronic devices, including solar cells, LEDs, and photodetectors, can be achieved by 
piezophototronic effects [6,10-12]. 

By Comparing first-generation semiconductors, (for example, silicon, germanium) with the second-generation 
semiconductors, (for example, gallium arsenide, indium antimonide), the third-generation semiconductor materials such 
as silicon carbide (SiC), zinc oxide (ZnO), gallium nitride (GaN) and cadmium sulfide (CdS) as a rule have wider bandgap, 
higher thermal conductivity, greater electron saturation rate and better radiation resistance properties, and in this way 
attract a lot of considerations in high temperature and high-frequency applications in recent years [1,13,14]. The greater 
part of the third-generation semiconductors is wurtzite structures, which have piezoelectric effects because of their 
absence of symmetry in certain directions [2,14,15]. These characteristics fill in as a decent scaffold for transferring 
mechanical stress signals between the adaptable semiconductor electronic device and the surrounding environment or the 
host (e.g., the human body) [16,17]. 

Third generation semiconductor materials, such as GaN and SiC,  distinguished by a wide bandgap, have attracted 
considerable interest in emerging consumer electronics, 5G telecommunication technologies, automated vehicles, 
optoelectronics, and defense technology applications owing to their superior material properties, including high voltage 
resistance, high switching frequency, High-temperature tolerance and high radiation resistance [16]. The wide bandgap 
nature and the good piezoelectric properties of these materials indicate that piezotronic and piezophototronic couplings 
may be important, providing excellent platforms for the analysis of the fundamental coupling between the piezoelectricity 
and a variety of interesting processes such as high-frequency transmission, high-field activity, and two-dimensional (2D) 
electron gas in associated system structures [17]. Currently, ZnO has undergone extensive research as a candidate material 
for piezophototronic-based solar cells, but little is known about piezoelectric GaN and AiN. This paper could be used to 
fill this knowledge gap. 
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In this manuscript, we present the performance of third-generation semiconductor solar cells using a 
piezophototronic effect. The study model is shown below in Figure 1. A third-generation semiconductor, such as GaN, is 
sandwiched between two metal electrodes on the substrate as seen in Figure 1(a). One part of the metal-semiconductor-
metal unit is the solar cell and the other is the electrode (ohmic contact) so it has an opposite output voltage. Polarization 
charges are added to the interface of the solar cell through the application of external strain as seen in Figures 1(b) and 
(c). The piezoelectric field raises or decreases the height of the Schottky barrier [20-22] as seen below. 

 
Figure 1. Schematic structure and energy band configuration of third-generation PSC semiconductor material (GaN). 

(a) Without strain; (b) with tensile strain; (c) with compressive strain; 
 

MODULATION OF PIEZOPHOTOTRONICS SOLAR CELL 
The theoretical models are optimized for p-n solar junction cells, and identical mathematical analyzes can be 

obtained for metal-semiconductor solar cells [20]. Polarization in semiconductor can be  taken into account by expressing 
it as [21] 

 o rD E P    (1) 

Where D is electric displacement, o and r are vaccum and relative permitivities respectively E is electric field and P
is the total polarization.  

Hook’s law can be use to describe the association between the polarization and a small form of mechanical strain 
and this is expressed by [22,23,24] 

 ijk jkP e S  (2) 

Where S is mechanical strain, ijke  is the piezoelectric tensor (third order tensor). For a semiconductor grown along c-axis 

with the strain component 33S , the polarization P  is expressed by  

 33 33 piezo piezoP e S q W    (3) 

The poisson equation describes the electrostatic behavior of charges within semiconductor materials  

 2V 
    (4) 

Where V is the potential,  is the permitivity of the material and P is the charge density. 
Shockley's theory is now employed to calculate the I−V features of the piezoelectric dependent p-n junction, and 

evaluate the ideal p-n junction dependent on the aforementioned hypotheses: (1) the piezoelectric semiconductor has not 
degenerated in such a manner that the Boltzmann approximation can be implemented. (2) The piezoelectric p-n junction 
has an unstable depletion layer. (3) There is no generation and recombination present in the depletion layer, and the hole 
and electron currents are stable in the p-n junction.  (4) The concentration of the dominant carrier is significantly greater 
than that of the minority injected. The total current density of the p-n solar cell is given by [22]: 

 exp 1o sc
qVJ J J
KT

        
 (5) 
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Here  Jo is the saturation current,  Jsc denotes the short-circuit current density, k stands for the Boltzmann constant, T 
represents the temperature, q is the elementary charge and V is the applied voltage. The saturation current can be 
achieved by [22]: 

 p no n po
o

p n

qD p qD n
J

L L
   (6) 

where Ln and Lp are the diffusion lengths of holes and electrons, respectively; npo and pno are the electron concentration 
inside the p-type semiconductor and the hole concentration inside the n-type semiconductor at thermal equilibrium, 
respectively. Thus, the intrinsic carrier density ni can be calculated as 

 exp c i
i c

E En N
KT
    

 (7) 

Here Ei is an underlying the intrinsic Fermi level, NC is the effective density of states in the conduction band, and EC is 
the bottom edge of the conduction band. Without a piezo potential at the interface of the p-n junction, the relationship 
between the saturated current density (JC0) and Fermi Level (EF0) can be articulated as 

 expp i i Fo
co

p

qD n E EJ
L KT

   
 

 (8) 

The Fermi Level with piezo-potential at the interface of a p-n junction is determined by 

 
2 2

2
piezo piezo

F Fo
s

q W
E E




   (9) 

By adding equation 3, 4, and 5 the I−V characteristics of the Piezophototronic solar cell based on a third-generation 
semiconductor can be derived as [25] 

 
2 2

exp exp 1
2

piezo piezo
o sc

s

q W qVJ J J
KT KT




              
 (10) 

From Eqn. 6, the current transport through the p-n junction is a function of the piezoelectric charges, whose sign 
depends on the direction of the strain. Thus, both the magnitude and sign of the external strain (tensile or compressive) 
can be used to effectively adjust or control the transport current. 
The open-circuit voltage (Voc) can be evaluated by 

 
2 2

2
piezo piezosc

oc
co s

q WJKTV In
q J KT




  
   

   
 (11) 

The piezo-phototronic modulation ratio of the PSC can be described in terms of the open-circuit voltage and other 
output performance obtained from the PSC [26]: 

 

2 2

2
piezo piezo

s

sc

co

q W
KT
JIn
J




 
 
 
 

 (12) 

In addition, the output power is estimated as  

    
2 2

exp exp 1
2

piezo piezo
o sc

s

q W qVP V VJ V V J J
KT KT




                     
 (13) 

The maximum voltage satisfies the following equation [27]: 

 
2 2

1
2

piezo piezom sc
m

co s

q WqV JKT KTV In In
q KT q J KT




         
     

 (14) 

Consequently, Vm varies with the piezoelectric charges which are induced by the applied strain ε. The maximum current 
density can be obtained as: 
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2 2

exp exp 1
2

piezo piezo m
m o sc

s

q W qVJ J J
KT KT




          
     

 (15) 

The output maximum power Pm can be estimated as  

 m m mP V J  (16) 

The fill factor can be derived from the method described in reference [28], 

 m m m

sc oc sc oc

J V P
FF

J V J V
   (17) 

The power conversion efficiency (PCE) is defined in [19,28]: 

 sc oc

in

J V FF
PCE

P
  (18) 

 
RESULT AND DISCUSSION 

Typical constants are utilized in computations of the performance parameters such as the Voc, Pm, PCE, and FF. 
The temperature was assigned at 300K, Wpiezo is thought to be 0.543 nm [29], the relative dielectric constant of GaN is 
8.9 [30], and e33 of the GaN is estimated to be 0.73 C/m2[31]. 

The relative current density J/Jpn0 versus voltage (J/Jpn0-V curve) of the GaN PSC with the external strain varying in 
the range of -0.9% to 0.9% When the short circuit current Jsc is taking to be 4.4 mA/cm2[32] is plotted in Figure 2(a). 

 
Figure 2. (a). Relative current density-voltage (J/Jpn0-V ) curve with Strain (ε) increasing in the range of [-0.9% 0.9%]. (b) Comparative 
analysis of PCE for piezoelectric solar cell based on different types of materials with an external strain of 0.9%. (c) modulation ratio 
(γ) of the various types of piezoelectric solar cells material under an applied strain of 1%  and (d) FF of GaN PSC with the applied 
strain varying in the region [-0.9% 0.9%]. 

Figure 2(b) shows the PCE of piezoelectric solar cells based on different types of materials at an external strain of 
0.9%, indicating that the J increases with the strain and peaks at Vm. By employing equation (17) and equation (18), the 
Fill Factor (FF) and power conversion efficiency (PCE) parameter which aid in explaining the characteristics and 
performance of PSC is illustrated in Figure 2(c)and (d). The FF is linearly dependent on the externally applied strain 
between the regions -0.9% to 0.9 with a step of 0.3%. The improvement in FF can be credit to the increased Voc when is 
under strain. The PCE and modulation ratio (γ) considered in Figure 2 (b) and (c) is determined by utilizing similar 
parameters as in GaN such as Jsc, Jpno, etc, at an applied strain of 0.9% and 1% respectively. The different parameters 
utilized are the piezoelectric constant and the relative dielectric constant. The piezoelectric constant and relative dielectric 
constant are given in Table 1. The PCE and modulation ratio (γ) of AlN is observed to increase more distinctly than GaN 
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and ZnO within the strain region of 0.9 and 1% respectively. This can be attributed to the large piezoelectric constant and 
small relative dielectric constant of AlN material. By considering the impact of material properties, the ratio of 
piezoelectric constant to that of relative dielectric constant plays an essential part in the performance of PSC[33,34]. 
Among the third-generation semiconductor materials, the AlN has a noteworthy modulation ratio of 9.3% follows by ZnO 
(7.96%) and GaN (4.78%). The modulation ratio of AlN happens to be almost twice greater than GaN. The superior 
performance of AlN, ZnO, and GaN is due to the large piezoelectric constant, this demonstrates that a good performing 
material is the one with a large piezoelectric constant and small relative dielectric constant. 

Figure 3(a) and (b) show the graph of maximum power (Pm) and open-circuit voltage (Voc) against applied external 
strain. By utilizing Equation (11) and Equation (16), the Voc and Pm are linearly identifying with the strain(s). By 
introducing the piezo-phototronic effect, the performance parameters of the GaN PSC improve due to enhancement in 
Vm and Pm. The modulation ratio for GaN PSC as against Wpiezo as a function of strain is illustrated in Figure 3(c). As 
the width of the piezo-charge opens up the modulation ratio also increases. Furthermore, the modulation ratio is linearly 
dependent on both the external applied strain and Wpiezo. The semiconductor material and metal contact can influence 
Wpiezo [35,36]. The piezoelectric constant and their dielectric constant of different third-generation semiconductor 
materials are plotted in Figure 3(d). 

 
Figure 3. (a) Pm and (b) Voc versus the external strain applied. (c) Modulation ratio γ of the GaN PSC with Wpiezo under the 

strain (ε) of 0.3% 0.6% and 1%. (d) The piezoelectric constant of various third-generation semiconductor materials as opposed to 
their various dielectric constant. 

Table 1. shows the piezoelectric constant and relative dielectric constant.  

Material(s) Piezoelectric constant e33 (C/m2) Relative dielectric constant 
GaN 0.73[31] 8.9[30] 
AlN 1.46[37] 9.14[38] 
InN 15.3[37] 0.97[30] 
InAs 15.15[37] -0.03[39] 
ZnO 1.22[40] 8.92[40] 
CdS 5.7[41] 0.44[42] 
CdSe 5.8[41] 0.347[43] 
CdTe 11[37] 0.03[44,45]  

 
SUMMARY 

In cconclusion, we investigated the properties of a strained photovoltaic Shottky contact metal/semiconductor PV 
solar cell and examined the piezo-phototronic effect produced in the junction when the PV cell was strained. The 
piezoelectric effects in this structure are thought to be caused by external applied mechanical stress. Key performance 
parameters portraying the device including Voc, Pm, P, and FF have been mathematically determined. It is indicated that 
the PSC shows an enhanced performance under externally applied strains, especially for the modulation ratio. 
Additionally, GaN, ZnO, and AlN show a more prominent potential for high-efficiency PSCs. This gives physical insights 
into the PSCs and can serve as guidance on the design of third-generation piezo-phototronic energy harvesting devices. 
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ПІДВИЩЕННЯ ЕФЕКТИВНОСТІ СОНЯЧНИХ ЕЛЕМЕНТІВ ТРЕТЬОГО ПОКОЛІННЯ 

НА ОСНОВІ П'ЄЗО – ФОТОТРОННОГО ЕФЕКТУ 
Майкл Джанa, Джозеф Парбіb,c, Френсіс Е. Ботчейc 

aШкола фізики, Університет електронних наук і технологій Китаю, Ченду 610054, Китай 
bШкола матеріалознавства, Університет електронних наук і технологій Китаю, Ченду 610054, Китай 

cКофорідуа, Технічний університет, Гана 
Прикладаючи зовнішню рівномірну деформацію на нецентросиметричний п’єзоелектричний напівпровідник, індукуються 
поляризаційні заряди на поверхні матеріалу. Поляризаційні заряди часто генеруються всередині кристалів за умови, що 
прикладена деформація нерівномірна. Застосована деформація впливає на електронний транспорт і може бути використана 
для модуляції властивостей матеріалу. Ефект багатостороннього зв’язку між п’єзоелектрикою, властивостями перенесення 
напівпровідників і фотозбудженням призводить до п’єзо-фототронних ефектів. Останні дослідження показали, що 
п’єзоелектричні та напівпровідникові властивості напівпровідників третього покоління використовуються у фотодетекторах, 
світлодіодах та наногенераторах. П’єзоелектричний напівпровідник третього покоління можна використовувати у 
високоефективних фотоелементах. У цій роботі теоретично досліджується матеріал п’єзофототронного сонячного елемента 
третього покоління на основі взаємодії металу та напівпровідника GaN. Це дослідження спрямоване на визначення впливу 
п’єзоелектричної поляризації на електричні характеристики цього матеріалу сонячних елементів. Були оцінені такі 
експлуатаційні параметри, як ефективність перетворення потужності, коефіцієнт заповнення, I-V характеристики, напруга 
розімкнутого ланцюга та максимальна вихідна потужність. П'єзофототронний ефект може підвищити напругу струму 
разомкнутого ланцюга на 5,5 відсотка при зовнішній деформації на 0,9 відсотка. Дослідження відкриє нове вікно для 
наступного покоління високоефективних п’єзо-фототронних ефектів. 
Ключові слова: поляризаційні заряди; п'єзофототронний ефект; сонячна панель; напівпровідник третього покоління; 
п'єзоелектричний ефект 
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In the present work the 100-ns molecular dynamics simulations (MD) were performed in the CHARMM36m force field using the 
GROMACS package to estimate the bilayer location and mechanisms of the interaction between the novel phosphonium dye TDV 
and the model lipid membranes composed of the phosphatidylcholine (PC) and its mixtures with cholesterol (Chol) or/and anionic 
phospholipid cardiolipin (CL). Varying the dye initial position relative to the membrane midplane, the dye relative orientation and 
the charge state of the TDV molecule it was found that the one charge form of TDV, which was initially translated to a distance of 20 
Å from the membrane midplane along the bilayer normal, readily penetrates deeper into the membrane interior and remains within 
the lipid bilayer during the entire simulation time. It was revealed that the probe partitioning into the model membranes was 
accompanied by the reorientation of TDV molecule from perpendicular to nearly parallel to the membrane surface. The analysis of 
the MD simulation results showed that the lipid bilayer partitioning and location of the one charge form of TDV depend on the 
membrane composition. The dye binds more rapidly to the neat PC bilayer than to CL- and Chol-containing model membranes. It 
was found that in the neat PC and CL-containing membranes the one charge TDV resides at the level of carbonyl groups of lipids 
(the distances ~ 1.1 nm, 1.2 nm and 1.3 nm from the bilayer center for the PC, CL10 and CL20 lipid membranes, respectively), 
whereas in the Chol-containing membranes the probe is located at the level of glycerol moiety (~ 1.5 nm and 1.6 nm for the Chol30 
and CL10/Chol30 lipid membranes, respectively). It was demonstrated that the dye partitioning into the lipid bilayer does not affect 
the membrane structural properties. 
Keywords: Phosphonium dye, lipid bilayer, molecular dynamics simulation. 
PACS: 87.14.C++c, 87.16.Dg 
 

In recent years, molecular dynamics simulation has emerged as a powerful computation tool for investigating a 
wide variety of biological systems [1-27]. Specifically, MD simulations have been used i) to characterize the structure 
of the lipid membranes [1-4], proteins [5-8] or nucleic acids [9-12]; ii) to study the physicochemical properties of the 
isolated virus proteins or capsids [13-16]; iii) to elucidate the nature of the energy transport in the light-harvesting 
complexes [17,18]; iv) to ascertain the binding mode of a therapeutic agent to a given biological target in the drug 
design strategies [19-22]; v) to identify antiviral inhibitors [23-25], to name only a few. Likewise, MD simulation 
appeared to be especially useful in examining the structural, physicochemical and thermodynamic properties of the 
ligand-macromolecule systems [26-30]. In particular, MD simulation has provided a unique framework for the atomic-
level characterization of interactions between ligands and membranes [30-39]. A good deal of studies indicate that MD 
simulations can be used to achieve a fundamental understanding of the mechanisms underlying the interaction of 
proteins [31,32], peptides [33, 34] and drugs [35, 36] with lipid membranes. Notably, MD approaches appeared to be 
highly efficient in exploring the behavior of fluorescent membrane probes, that is of great importance for their 
biomedical application and synthesis of new fluorescent reporter molecules with improved properties [37-46]. To 
exemplify, the molecular dynamics simulation was used to develop a molecular design strategy of AIE-based 
fluorescent probes for selective targeting of mitochondrial membrane [37]; to characterize the partitioning and 
membrane disposition of the diphenylhexatriene probes [38], to characterize the solvation behavior of phthalocyanines 
[39], to explore the dynamical behavior of the DiI carbocyanine derivative in a lipid bilayer [40], to estimate the 
membrane location of ESIPT fluorophores [41], coumarin derivatives [42], benzanthrone dye [43] and membrane 
polarity probes Prodan and Laurdan [44,45], to investigate the interactions of methylene blue with oxidized and non-
oxidized lipid bilayers [46], to name only a few. 

The aim of the present study was to explore the interaction of the novel phosphonium dye TDV (Fig. 1) with the 
model lipid membranes of different composition using the molecular dynamics simulation. To this end, the 100 ns MD 
simulations were carried out for TDV with the neat phosphatidylcholine bilayer (PC) and bilayers from PC mixtures 
with: i) anionic lipid cardiolipin (CL) with the PC:CL molar ratio 9:1 and 4:1 (denoted here as CL10 and CL20, 
respectively); ii) sterol cholesterol (Chol) with the PC:Chol ratio 7:3 (Chol30); iii) both CL and Chol lipids with the 
PC:CL:Chol ratio 6:1:3 (CL10/Chol30). To obtain the optimal conditions for the TDV-membrane simulations and an 
atomistically detailed picture of the TDV binding to the lipid bilayers, the MD calculations were performed at varying 
initial positions of the dye and its orientation relative to the bilayer normal. Moreover, to estimate the role of 
electrostatic interactions in the TDV membrane partitioning, two dye forms were considered for the simulation. The 
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first form of the TDV molecule possessed two positive charges (on the P atom of the phosphonium group and the N 
atom of the pyridine ring), while in the second one the charge on the P atom of the phosphonium group was neutralized 
by the iodine ion (one charge dye form). 

 

Figure 1. The structural formula of TDV
 

EXPERIMENTAL SECTION 
System description 

The input files of TDV-membrane systems for MD calculations were prepared using the web-based graphical 
interface CHARMM-GUI [47]. The .pdb-file of TDV was generated in OpenBabelGUI 2.4.1, using the structure drawn 
in MarvinSketch (mrv format). Two different dye structures were created for MD simulations, with total charges +2 and 
+1, respectively. In both cases the atomic charges of TDV were corrected using the RESP ESP charge Derive Server. 
The topology of TDV was generated using the CHARMM-GUI Ligand Reader and Modeler [48]. The obtained files 
were further used to generate the dye-lipid systems using the Membrane Builder option [49]. MD simulations were 
carried out for TDV with five different membrane systems with a nearly identical number of lipids. The first one was 
composed of TDV and 94 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylcholine (POPC) molecules in each 
monolayer. Hereafter, the neat POPC bilayer is referred to as PC. Two systems were represented by TDV and bilayers 
from POPC mixtures with anionic lipid cardiolipin (LOCCL2 lipid component in the CHARMM-GUI lipid bank) with 
the POPC:LOCCL2 ratios 9:1 and 4:2, referred to here as CL10 and CL20, respectively. The fourth type of the lipid 
bilayer (Chol30) was composed from TDV, 77 POPC and 33 cholesterol molecules in each monolayer (POPC:Chol 
ratio 7:3). The last type of lipid bilayers was composed from PC mixture with both CL and Chol lipids with the 
POPC:LOCCL2:Chol ratio 6:1:3 (CL10/Chol30). The initial distance of the TDV translation from the membrane 
midplane along the bilayer normal was varied from 0 to 30 Å. To obtain a neutral total charge of the system a necessary 
number of counterions was added. 

 
Molecular dynamics simulation and data analysis 

Molecular dynamics simulations and analysis of the trajectories were carried out using the GROMACS software 
(version 5.1) with the CHARMM36m force field in the NPT ensemble with the time step for MD simulations 2 fs. 
Calculations were performed at a temperature of 310 K. The Particle Mesh Ewald method was utilized for correct 
treatment of the long-range electrostatic interactions [50]. The bond lengths were constrained using the LINC algorithm 
[51]. The pressure and temperature controls were performed using the Berendsen thermostat [52]. MD simulations were 
performed with minimization of 50000 steps and equilibration of 12500000 steps. The whole time interval for MD 
calculations was 100 ns. The GROMACS command gmx density was used to calculate the mass density distribution for 
various components of the lipid bilayer and density distribution of TDV across a lipid bilayer. The analyses of the 
membrane thickness, membrane area and area per lipid were conducted using the FATSLiM package [53]. The 
molecular graphics and visualization of the simulation evolution over time were performed using the Visual Molecular 
Dynamics VMD software. 

 
RESULTS AND DISCUSSION 

TDV, a phosphonium-based water-soluble fluorescent dye, has been reported to have a marked ability to 
biomolecular interactions. Specifically, it was demonstrated that TDV can be effectively used for optical detection of 
disease-related protein aggregates [54,55] and for elucidating the mechanisms of DNA interactions with amyloid fibrils 
[56]. Moreover, it was shown previously that TDV is highly suitable for membrane studies since it possesses a 
pronounced lipid-associating ability and high sensitivity to physicochemical properties of the model lipid bilayers [57]. 
In the present study the molecular dynamics simulation was used to explore the interaction between TDV and the model 
lipid membranes with the main emphasis on determining the depth of the probe location in a lipid bilayer. Besides, it 
was assumed previously that membrane electrostatics plays an important role in the membrane association of TDV [57]. 
Therefore, it was also interesting to assess the role of TDV charge in the dye membrane partitioning. 

At the first step of study, the MD calculations were performed for the TDV molecule bearing two positive charges 
(on the P atom of the phosphonium group and on the N atom of the pyridine ring). Specifically, the TDV molecule was 

P N

N

2I
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initially translated to a distance of 30 Å from the membrane midplane along the bilayer normal. The phosphonium 
group of the TDV molecule was directed from the membrane center. In this case the TDV molecule did not show 
affinity to the PC bilayer during the entire simulation time (Fig.2 B). Probably, the formation of the hydration shell 
around the water-soluble dye hinders its penetration in the lipid bilayer. Similar behavior was observed for the 
phthalocyanine dye in the POPC bilayers [39]. The simulation was performed also for the mixed bilayers containing 
negatively charged cardiolipin and sterol cholesterol, but in both these cases the TDV-lipid binding did not occur (data 
not shown). Therefore, the MD calculations were carried out at varying the dye initial position from the membrane 
midplane along the bilayer normal. Moreover, initial location of the dye in the region of lipid headgroups at a distance 
20 Å from the membrane center or at the bilayer midplane (Fig. 2 C) didn’t change the final result, since to the end of 
the 100 ns simulation the TDV molecule left the membrane interior (Fig. 2 B,D. The MD simulations were also 
performed for the systems where the phosphonium group of the TDV molecule was oriented toward the membrane 
center, but the no TDV-membrane binding was found (data not shown). These MD data are in controversy with the 
experimental studies [57] providing evidence for strong partitioning of TDV into lipid bilayers of different composition. 
The most probable reason for the observed inconsistences between the experimental data and modeling is the charge 
distribution over the dye molecule, rendering the penetration into membrane interior energetically unfavorable. Another 
possible reason is the short simulation period. 
 

Initial step of simulation (0 ns) 
A B 

  
After 100 ns of simulation 

C D 

 
Figure 2. Snapshots of TDV in the PC lipid bilayer at the initial step (A, C) and after 100 ns (B, D) of simulation. The TDV 
molecule was translated perpendicular to the lipid bilayer to a distance of 30 Å (panel A) from the membrane midplane along the 
bilayer normal. Panel C represents transmembrane location of the TDV (0 Å). The TDV molecule is depicted in blue using the 
VDW drawing method. The lipid tails are represented as sticks in cyan, the phosphorus and nitrogen atoms of the lipid 
headgroups are shown by orange and blue, respectively. For clarity, water molecules and ions are not shown 

 
The numerous studies indicate that the charge of fluorescent dye exerts significant influence on the probe 

affinity to the lipid membranes and its bilayer location [37, 40, 46]. Specifically, it was shown previously that the 
cationic and neutral forms of methylene blue display different affinities to the oxidized and non-oxidized lipid bilayers 
[46]. Specifically, the comparison of the results of molecular dynamics modelling of methylene blue interaction with 
the control and peroxidized DOPC lipid bilayers for the cationic dye form, neutral MB (reduced dye form) and neutral 
MB in the form of the undissociated salt indicates the stronger dye-lipid interaction of the cationic MB with the 
peroxidized lipids [46]. Moreover, the cationic MB exerts significant impact on the membrane area and the later 
diffusion of the peroxidized lipid bilayer [46]. The charge on the dye headgroups was shown to play a significant role in 
the bilayer translocation of the AIEgen fluorescent dyes [37]. Moreover, the MD simulation of the uncharged and 
charged carbocyanine dyes revealed the effect of headgroup charge on the dye orientation and bilayer location [40]. 
Therefore, at the next step of study it was interesting to ascertain how the charge on phosphonium head of the TDV 
molecule affects the dye- membrane partitioning. To this end, the 100 ns MD simulations were carried out for the TDV 
cationic form (the charge on the P atom of the phosphonium group was neutralized by the iodine ion) with the neat 
phosphatidylcholine bilayer and PC mixtures with cholesterol or/and anionic phospholipid cardiolipin. Fig. 3 illustrates 
the disposition of the one charge form of TDV with respect to lipid/water interface at different simulation times for the 
PC, CL10 and CL20 lipid bilayers. 
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PC 

CL10 

CL20 

0.1 ns 20 ns 50 ns 80 ns 100 ns 

Figure 3. The snapshots of the partitioning of the one charge TDV into PC, CL10 and CL20 bilayers at different simulation time 
points. The TDV molecule is depicted in blue using the VDW drawing method. The lipid tails are represented as sticks in cyan, the 
phosphorus and nitrogen atoms of the lipid headgroups are shown by orange and blue, respectively. For clarity, water molecules and 
ions are not shown.  

As can be seen from a simple visual inspection of simulation snapshots, the dye molecule which was initially 
translated to a distance of 20 Å from the membrane midplane along the bilayer normal moved deeper to the membrane 
interior and remained within the lipid bilayer for the rest of simulation time. The cationic form of TDV appeared to be 
sensitive to the changes in physicochemical properties of the lipid bilayers. More specifically, MD simulation 
demonstrated that the probe binds more rapidly to the neat PC bilayers than to CL-containing model membranes, 
penetrating deeper into bilayer interior after ~ 20 ns of simulation. Meanwhile, after 20 ns of MD calculation, the 
phosphonium group of the one chargeTDV is positioned in the hydrophobic tail region, while the positively charged 
pyridine ring is localized at the level of the carbonyl groups of the polar/nonpolar interface. The partitioning of the one 
charge TDV into CL-containing membranes was accompanied only by a slight probe reorientation during the first 20 ns 
of simulations. Thereafter, the dye orientation changed from the perpendicular to the parallel (PC, CL10) or nearly 
parallel (CL20) to the membrane surface. The above effect was followed by the deeper penetration of the one charge 
TDV to the CL-containing lipid membranes, while in the neat PC bilayer the dye molecule became less buried due to 
the phosphonium group relocation to the same level as the rest of the molecule.  

Fig.4 shows the snapshots of the partitioning of the one charge TDV into the Chol30 and CL10/Chol30 bilayers. 
During the first 20 ns of the simulations the reorientation of the probe was observed coupled with a slight penetration of 
the dye molecule to the membrane interior. Likewise, during the following period of time the position of the dye 
phosphoniun head remained virtually unchanged while the positively charged tail tended to reside in the proximity to 
glycerol moiety of the lipid bilayers. Interestingly, the analysis of the positions occupied by the one charge TDV over the 
MD trajectory in the case of neat PC, CL or Chol containing membranes indicates that this probe prefers the orientation 
parallel to the membrane surface. Moreover, in the presence of cholesterol TDV tends to occupy more polar membrane 
binding sites. Fig.5 shows the time evolution of the separation between the dye center of mass and the bilayer center. 
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Chol30 

CL10/Chol30 

0.1 ns 20 ns 50 ns 80 ns 100 ns 

Figure 4. The snapshots of the partitioning of the one charge TDV into Chol30 and CL10/Chol30 bilayers at different simulation 
time points. The TDV molecule is depicted in blue using the VDW drawing method. The lipid tails are represented as sticks in 
cyan, the phosphorus and nitrogen atoms of the lipid headgroups are shown by orange and blue, respectively. For clarity, water 
molecules and ions are not shown. 

 

Figure 5. Time evolution of the TDV distance from the bilayer center 

In order to determine the precise TDV location, the mass density distribution profiles of the dye, water and the 
molecular groups of lipids were plotted with respect to the bilayer normal (Fig. 6). As can be seen, the peak of the one 
charge TDV mass distribution in the PC (Fig. 6A), CL10 (Fig. 6B) and CL20 (Fig.6 C) bilayers is observed at the 
distances ~ 1.1 nm, 1.2 nm and 1.3 nm from the bilayer center. According to the partial density profile of the lipid 
membrane proposed by Marrink and Berendsen [58], a lipid bilayer can be divided into four regions: 1) the region of 
the hydrophobic lipid tails (0-8 Å from the membrane center); 2) the interfacial region between the upper carbons of 
hydrophobic tails and hydrophilic headgroups (8-16 Å from the membrane center); 3) the interfacial area containing 
negatively charged phosphate groups, positively charged choline groups and (16-25 Å) from the membrane center); 4) 
the region of the bulk water (>25 Å). 

Therefore, in the PC and CL-containing membranes TDV resides in the region of carbonyl groups. In the Chol30 
(Fig. 6 D) and CL10/Chol20 (Fig. 6 E) lipid membranes the peak of the dye distribution is observed at 1.5 nm and 1.6 
nm, respectively, assuming the probe location at the level of glycerol moiety. 
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A 

 

B 

C D 

E 

Figure 6. Mass density distribution of the TDV probe (pink 
solid) across the PC (A), Chol30 (B), CL20 (C), CL10 (D) 
and CL10/Chol30 (E) lipid bilayers. The density 
distribution of water (green), acyl chains (black), glycerols 
(red) and polar heads (blue) are plotted with respect to the 
bilayer center. To improve the visualization, the mass 
density of TDV was scaled by a factor of 20. 

Table 1. Average properties of lipid bilayers in the presence of the one charge TDV 

 Control bilayers In the presence of the dye  

System Membrane thickness 
(nm) 

Area per lipid head 
group (nm2)

Membrane thickness 
(nm)

Area per lipid head 
group (nm2)

PC 3.886±0.06 0.656±0.012 3.895±0.058 0.652±0.012
CL10 4.438±0.056 0.695±0.012 4.448±0.072 0.689±0.014
CL20 3.951±0.066 0.971±0.022 3.946±0.065 0.967±0.022

Chol30 3.960±0.059 0.785±0.013 3.903±0.056 0.792±0.013
CL10/Chol30 4.370±0.062 0.938±0.027 4.345±0.057 0.929±0.022
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To investigate the influence of the TDV one charge form on the structural properties of lipid bilayers, the average 
area per lipid head group and the membrane thickness were calculated for the dye-free PC, CL10, CL20, Chol30 and 
CL10/Chol30 bilayers and for the systems with one charge TDV. As seen in Table 1, the TDV does not significantly 
perturb the lipid bilayer structure. 

CONCLUSIONS 
To summarize, in the present study a 100 ns molecular dynamics simulation was performed to explore the interaction 

of the novel phosphonium dye TDV with the model lipid membranes composed of phosphatidylcholine and its mixtures 
with cholesterol or/and anionic phospholipid cardiolipin with the main emphasis on the determination of the probe bilayer 
location. It was found that the one charge form of TDV, which was initially translated to a distance of 20 Å from the 
membrane midplane along the bilayer normal, readily incorporates deeper into the membrane interior and remains within 
the lipid bilayer during the entire simulation time. The probe partitioning into the model membranes was accompanied by 
the TDV molecule reorientation from perpendicular to nearly parallel to the membrane surface. It was shown that the 
charge on the phosphonium group of the TDV molecule plays a significant role in the dye membrane partitioning. 
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ВЗАЄМОДІЯ НОВОГО ФОСФОНІЄВОГО ЗОНДУ З ЛІПІДНИМИ МЕМБРАНАМИ: 

МОЛЕКУЛЯРНО-ДИНАМІЧНЕ ДОСЛІДЖЕННЯ 
О. Житняківська 

Кафедра медичної фізики та біомедичних нанотехнологій, Харківський національний університет імені В.Н. Каразіна 
м. Свободи 4, Харків, 61022, Україна 

У даній роботі з використанням 100-нс молекулярно-динамічного моделювання (MD) у силовому полі CHARMM36m 
пакету GROMACS досліджено локалізацію в ліпідному бішарі та механізми взаємодії між новим фосфонієвим барвником 
TDV та модельними ліпідними мембранами, що складались із фосфатидилхоліну. (ФC) та його сумішей з холестерином 
(Холl) та/або аніонним фосфоліпідом кардіоліпіном (КЛ). При варіюванні початкового положення та орієнтації барвника 
було виявлено, що однозарядна форма TDV, яка спочатку була розташована на відстані 20 Å від центру бішару, проникає 
глибше у внутрішню частину мембрани і залишається всередині ліпідного бішару протягом усього часу моделювання. 
Виявлено, що вбудовування зонду в модельні мембрани супроводжується переорієнтацією молекули TDV з 
перпендикулярної на паралельну до поверхні мембрани. Результати молекулярно-динамічного дослідження свідчать про те, 
що розподіл в ліпідну фазу та локалізація однозарядної форми TDV в ліпідному бішарі в значній мірі залежать від складу 
мембрани. Барвник швидше зв’язується з ФХ-бішаром, у порівнянні з модельними мембранами, що містять КЛ та Хол. 
Продемонстровано, що у ФХ бішарі та мембранах, що містять КЛ, однозарядна форма TDV локалізується на рівні 
карбонільних груп ліпідів (на відстані ~ 1.1 нм, 1.2 нм і 1.3 нм від центру бішару для  ФХ, КЛ10 і КЛ20 ліпідних мембран, 
відповідно), тоді як у бішарах, що містили Хол, зонд розташовується на рівні гліцеринів (~ 1,5 нм та 1,6 нм для  Хол30 та 
КЛ10/Хол30 ліпідних мембран, відповідно). Виявлено, що взаємодія барвника з ліпідним бішаром не впливає на структурні 
властивості мембрани. 
Ключові слова: фосфонієвий барвник, ліпідний бішар, молекулярно-динамічне моделювання. 



85
EAST EUROPEAN JOURNAL OF PHYSICS. 1. 85-95 (2022)

DOI:10.26565/2312-4334-2022-1-12             ISSN 2312-4334

© V. Morgunov, S. Lytovchenko, V. Chyshkala, N. Didenko, V. Vynnyk, 2022

USING A SCANNER TO MEASURE ABSORBED DOSES WITH

RADIOCHROMIC FILM DOSIMETERS†

Volodymyr Morgunov∗,a,, Serhii Lytovchenkoa, Volodymyr Chyshkalaa,
Natalia Didenkob, Valentyn Vynnyka

aV.N.Karazin Kharkiv National University, 4 Svobody Sq., Kharkiv, 61022, Ukraine;
bKharkiv National Automobile and Highway University, 25 Yaroslava Mudrogo str., Kharkiv, 61002, Ukraine

*Corresponding Author: v.morgunov@karazin.ua
Received January 26, 2022; revised February 1, 2022; accepted February 21, 2022

The article provides a sequence of steps for using RISØ calorimeters for calibration and subsequent use of B3 radiochromic film
dosimeters (GEX corporation) and a scanner for measuring absorbed doses. Calibration was carried out with the help of electron
beam accelerator in the range of absorbed doses of 3 – 40 kGy (measurement range of RISØ calorimeters).
In the course of the work, the following was carried out:

– calibration of B3 radiochromic dosimetry films using RISØ calorimeters;
– plotting a calibration curve for B3 radiochromic dosimetric films;
– calculation of approximation functions;
– development of a technique for using a flatbed scanner to measure absorbed doses;
– estimation of the measurement uncertainties of absorbed doses.

Accelerator operation parameters: scanning frequency of the accelerated electron beam – 5 Hz, pulse frequency – 120 Hz, electron
energy – 5 MeV, electron beam current – 60 µA. The measurement error of the absorbed dose is 5.8 %.
Keywords: absorbed dose, calorimeter, radiochromic dosimetry films, scanner, uncertainty.
PACS: 06.20.-f; 29.40.Vj; 29.40.Wk

INTRODUCTION
Measurement of absorbed doses is an important and indispensable task in radiation processing operations.

The absorbed dose is the main criterion for assessing the degree of radiation processing of materials. There
are several ways to measure the absorbed dose, which can be roughly divided into two categories: physical and
chemical. But one of the most widespread methods of measuring doses in recent years has become a method
using radiochromic films. The reason for this popularity is the simplicity and convenience of measurements. The
measurement of absorbed doses by radiochromic films is based on the change in the color of the films depending
on the absorbed dose. Spectrophotometers are used to measure the color change. In works [1, 2] examples of
using office scanners for measuring absorbed doses by B3 film dosimeters are given.

This article provides a sequence of actions for the possibility of using B3 film dosimeters to measure absorbed
doses at an electron accelerator in accordance with the relevant standards given above.

INITIAL EVALUATION OF CALORIMETER PERFORMANCE
In the course of this work, we used dosimeters No 1856, 1935, 1936 manufactured by RISØ. Doses were

originally measured for a conveyor speed vd = 0.6 mm/sec. The results of measurements of the absorbed dose
are shown in Table 1.

Based on the initial dose measurements given in Table 1, it was decided not to use calorimeter No. 1856
for calibrating film dosimeters, since the readings of this dosimeter differ from the others by almost 2 %, while
the difference between dosimeters No. 1935 and No. 1936 is less than 1 %.

THE PROCEDURE FOR MEASURING THE ABSORBED DOSE
WITH CALORIMETERS

In accordance with § 8.1.5 of ISO/ASTM 51631: 2013(E) Practice for use of calorimetric dosimetry systems
for electron beam dose measurements and dosimetry system calibrations, after the calorimeters passed through
the irradiation zone, the time elapsed since the end of the dosimeter and the resistance was recorded [3]. The
measurement data are shown in Table 2

The data from Table 2 are presented in Fig. 1. To determine the resistance at the end of the irradiation,
†Cite as: V. Morgunov, S. Lytovchenko, V. Chyshkala, N. Didenko, V. Vynnyk East. Eur. J. Phys. 1, 85 (2022),
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Table 1: Initial measurement of absorbed doses with calorimeters.

Dosimeter no. Resistance
before

irradiation,
Ohm

Temperature
before

irradiation, °С

Resistance after
irradiation, Ohm

Temperature after
irradiation, °C

Absorbed
dose,
kGy

1935 2185 22.68 796 50.63 38.11

1936 2218 22.33 789 50.63 38.54

1856 2127 23.40 779 51.31 37.42

Table 2: Dependence of the calorimeter resistance R on the time t that has passed since the end of the irradiation.

Time t, min
Resistance R, Ohm

Dosimeter No
1935 1936

1 792 799
2 795 802
3 798 805
4 803 809
5 809 815
6 816 821
7 824 828
8 833 836
9 842 844
10 851 853
12 872 871
15 905 900
18 940 932
20 965 954
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Figure 1: The dependence of the resistance of the calorimeters on the time elapsed since the end of the irradiation.

it is necessary to extrapolate the approximating functions shown in Fig. 1. To determine the type of the
approximating function, we used the ROOT statistical package (https://root.cern/). For dosimeter No. 1835,
the following approximating function was obtained:
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R(t) = −0.011464 · t3 + 0.605339 · t2 + 1.208758 · t+ 789.785827 (1)

For dosimeter No. 1836, the following approximating function was obtained:

R(t) = −0.009683 · t3 + 0.520607 · t2 + 1.292768 · t+ 796.933373 (2)

Based on Table 2 and formulas (1, 2), we compose Table 3 of the change in resistance ∆R with time t.

Table 3: Dependence of the change in the resistance of the calorimeters ∆R on the time t that has passed since the end of the irradiation.

Time, min
∆R, Ohm

No of dosemeter
1935 1936

1 2 2
2 5 5
3 8 8
4 13 12
5 19 18
6 26 24
7 34 31
8 43 39
9 52 47
10 61 56
12 82 74
15 115 103
18 150 135
20 175 157

Thus, to determine the resistance of the calorimeter at the time of the end of its irradiation, it is necessary
to measure the time elapsed from the end of the irradiation to the start of the resistance measurement. From
Table 3, proceeding from the time from the end of irradiation to the beginning of measurement, the correction
∆R is determined, which is subtracted from the measured resistance of the calorimeter. And, thus, the value
of the resistance of the calorimeter at the moment of the end of the irradiation is obtained.

MEASUREMENT OF ABSORBED DOSES FOR DIFFERENT CONVEYOR SPEEDS AND
PREPARATION OF CALIBRATION RADIOCHROMIC FILM DOSIMETERS

The calorimeters were placed in aluminum containers at a distance of 6 cm from the edge of the container
on foam stands (about 1 cm high) to avoid heating the calorimeter from the container. The container was
positioned at a distance of 20 cm from the edge of the conveyor. A phantom was first placed on the container,
then a calorimeter. Radiochromic film dosimeters were located in phantoms, between two polystyrene plates,
marked with the letter "A" in Fig. 2.

The results of measuring the absorbed doses for different conveyor speeds are shown in Table 4.
Four film dosimeters were used for each value of the absorbed dose. Each dosimeter was scanned with a

resolution of 1200 dpi, and using the written Python code, the green channel was highlighted (in the form of
values of gray) and the gray value was determined using the GIMP graphical editor. For each conveyor speed,
the absorbed dose was averaged and these gray values entered in Table 5.

GETTING THE CALIBRATION FUNCTION
To obtain a calibration curve, it is necessary to convert the dose-signal data into a smooth function.

For this, you can use statistical software packages. In this work, we used the ROOT data handling package
(CERN, https://root.cern/). In accordance with the recommendations given in NPL Report CIRM 29 [4],
the selection of the calibration function is performed starting with a polynomial of the 1st degree. For this,
the function is searched for in the polynomial form Dose = f(signal). To select the degree of the polynomial
function, "persentage residuals" are calculated using the formula:
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Figure 2: Phantom for irradiation of routine dosimeters. The letter "A" denotes the location of the film dosimeters.

Dcalculated −Ddelivered
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· 100 (3)
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Figure 3: Dose versus gray value and approximation curves.

It can be seen from Fig. 3 that the 1st order polynomial approximates the points on the graph less well.
Therefore, the calibration (approximating) function will be sought in the form of polynomials of the 2nd or 3rd

orders. Figures 4and 5 show the percentage deviations depending on the dose. The largest deviation was for
the 2nd degree polynomial (9.53 %). For the 3rd degree polynomial, the maximum deviation was 9.37 %.

Therefore, a third-degree polynomial was chosen for the calibration function in the dose range of 10 –
40 kGy:

Dose = 1.55466 · 10−6 · x3 + 8.14774 · 10−5 · x2 − 0.364245 · x+ 64.92610, (4)

where, Dose is the absorbed dose, kGy; x is the gray value, arbitrary units.
Carrying out similar calculations, for a dose range of 3 – 10 kGy, we obtain the following calibration

function:

Dose = 7.55213 · 10−6 · x3 − 0.00189324 · x2 − 0.332016 · x+ 87.5538, (5)

Fig. 6 shows the dependence of the dose on the gray value and the approximation curves of the 3rd order
polynomial. The dose range is 3 – 10 kGy.
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Table 4: Absorbed dose values for different conveyor speeds.

No of
doseme-
ter

Conveyor
speed, mm/s

Resistance
before

irradiation,
Ohm

Resistance
after

irradiation,
Ohm

Time after
irradiation,

min

Real resistance
after irradiation,

Ohm

Absorbed
dose,
kGy

10 – 40 kGy

1935
0.6

2130 777 1,0 775 38,40

1936 2183 790 1,0 788 38,54

1935
0.7

2180 863 1,0 861 34,18

1936 2173 880 1,0 878 33,60

1935
0.8

2219 982 1,0 980 29,25

1936 2201 995 1,0 993 28,77

1935
1.0

2162 1130 1,0 1128 22,78

1936 2170 1145 1,0 1143 22,61

1935
1.2

2166 1230 1,0 1228 19,54

1936 2161 1231 1,0 1229 19,64

1935
1.5

2158 1374 1,5 1371 15,31

1936 2161 1385 1,0 1383 15,19

1935
1.9

2254 1548 1,0 1546 12,35

1936 2230 1551 1,0 1549 12,07

1935
2.3

2183 1598 1,0 1596 10,24

1936 2175 1596 1,0 1594 10,27

3 – 10 kGy

1935
2.4

2123 1590 1,0 1588 9,56

1936 2098 1581 1,0 1579 9,46

1935
3.0

2071 1643 1,0 1641 7,63

1936 2080 1653 1,0 1651 7,63

1935
3.6

2064 1695 1,0 1693 6,45

1936 2045 1692 1,0 1690 6,28

1935
5.0

2088 1808 1,5 1805 4,66

1936 2077 1799 1,0 1797 4,68

1935
7.0

2077 1868 1,0 1866 3,39

1936 2073 1869 1,0 1867 3,34

UNCERTAINTY ESTIMATION
To estimate uncertainty, all possible sources of uncertainty must first be identified and then quantified.
When measurements are associated with statistical effects such as random variation between individual

dosimeters, errors are referred to as "Type A" errors. The other component of the error, such as the effect of
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Table 5: Gray values for different absorbed doses.

Dose, Gray values

kGy Film dosemeter No

I II III IV V VI VII VIII

10 – 40 kGy

38,47 77 78 79 78 75 71 73 72

33.89 94 96 96 95 91 92 93 92

29.01 102 105 105 104 104 103 105 104

22.71 122 123 122 122 129 130 129 130

19.59 144 147 145 144 142 141 142 143

15.25 158 157 157 157 161 161 162 160

12.21 172 173 172 172 175 180 177 180

10.26 184 183 182 183 183 181 182 183

3 – 10 kGy

9.51 185 183 184 186 185 185 185 185

7.63 192 192 191 192 187 188 188 187

6.37 202 202 202 202 197 196 196 195

4.67 205 204 205 204 209 208 207 208

3.37 215 214 213 215 222 221 221 221
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Figure 4: Percentage residual as a function of dose for the 2nd order approximation polynomial. Dose range 10 – 40 kGy.

the dose rate on the response of the dosimeter, for example, cannot be measured directly. This error is "Type
B".

Let us consider the types of uncertainties in measuring the absorbed dose.
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Figure 5: Percentage residual as a function of dose for the 3d order approximation polynomial. Dose range 10 – 40 kGy.
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Figure 6: Dose versus gray value and approximation curves of the 3rd order polynomial. Dose range 3 – 10 kGy.

Uncertainty in determining the calibration function
Instrument uncertainty

The resistance of the calorimeters was measured with a METEX M32700 multimeter with a measurement
error of 0.8 %.

Uncertainty in the manufacturing of calibrated dosimeters
The inconsistency in the placement of calibrated dosimeters inside the phantom can introduce an error in

the absorbed dose. This applies especially to electron accelerators. Since the phantom was installed using a
tape measure twice (one time it waswhen - the phantom was installed relative to the container, and the second
time - when the container was installed relative to the conveyor), then double half of the roulette division unit -
1 mm is taken as the permissible error. The dosimeters in the phantom were located in the middle; we assume
the error in this case is 5 mm. In accordance with the electron beam homogeneity test, the variability of the
absorbed dose in the center of the beam within 1 cm is about 1.5 %.

Uncertainty when fitting the calibration function
As recommended in NPL Report CIRM 29 [4], the error in fitting the calibration function was defined as

the root-mean-square percentage deviation. In this case, the percentage deviation was averaged for each dose
value. Applying the above method, we obtain an error in fitting the calibration function equal to 2.5 %.
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Uncertainties associated with the variability of the irradiation process
During irradiation, the beam energy, beam current, etc. can change. The instructions for the accelerator

indicate that the uniformity of the dose along the scan length is ± 5 %.

Resultant uncertainty
The summary table, taking into account all uncertainties, is as follows:

Table 6: The summary table of uncertainties.

Type of the uncertainty Uncertainty,
%

Instrument uncertainty 0,8

Uncertainty in the manufac-
ture of calibrated dosimeters

1,5

Uncertainty when fitting the
calibration function

2,5

Uncertainties associated with
the variability of the irradia-
tion process

5,0

To calculate the combined uncertainty, we use the following formula (NPL Report CIRM 29 [4]):

uc =
√

u2
1 + u2

2 . . . u
2
i .

Substituting the uncertainties values from Table 6, we obtain the following value of the combined uncer-
tainty:

uc = 5, 8 %.

1 Sequence of actions when measuring the absorbed dose using a scanner
1. After irradiation, scan the dosimeter with a resolution of 1200 dpi.

2. Open the resulting file in GIMP. Press the right mouse button on the image. Then:
Colors → Component → Decompose (fig. 7).

3. Uncheck "Decompose to layers" (fig. ??)

4. Close all images, except for the image received from the green channel.

5. Instead of pp. 2-4, you can use the developed Python program "convertToGRayScale.py", which extracts
a green channel from the image into a grayscale image . The format for using this program: from the
command line, call
python3 convertToGRayScale.py "filename.jpg".
The result of the program will be a file with a grayscale image named "filename grayScale.jpg". Open the
resulting file in the graphics editor GIMP and continue with 6.

6. Select the "Color picker tool". Enable checkboxes in the "Pick Target" menu in the "Pick only" and "Use
info window" items (Fig. 9).

7. Left-click on the image and read the "V" readings in the "Pixel" section in the information window
(Fig. 10). This is the gray value.

8. Substitute the obtained value into the formula (4) or (5) depending on the size of the measured dose.

∗For this program to work correctly, the opencv-python (https://pypi.org/project/opencv-python/) should be installed.
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Figure 7: Color-coded image.

Figure 8: Decompose to layers.

CONCLUSION
Calibrated radiochromic dosimeters were received for the following doses: 38.47; 33.89; 29.01; 22.71; 19.59;

15.25; 12.21; 10.26; 9.51; 7.63; 6.37; 4.67; 3.37 kGy and a technique was developed for using the scanner to
measure absorbed doses in the range of 3 – 10 kGy. For each dose, 4 film dosimeters were prepared. To calculate
the absorbed dose by calorimeters, macros were developed for LibreOffice Calc and Microsoft Excel spreadsheets.
All dosimeters were scanned and a green channel was highlighted using the developed program (the result was
obtained in the form of an image in shades of gray). Using the graphical editor GIMP (https://www.gimp.org/),
a gray value was determined for each dosimeter. In accordance with the recommendations given in NPL Report
CIRM 29 [4], the measurement range of the RISØ calorimeter was divided into two areas: 10 – 40 kGy and
3 – 10 kGy. For each area, the dose dependences on the gray value were plotted and the approximation curves
were obtained in the form of a third-order polynomial:

3 – 10 kGy – Dose = 7.55213 · 10−6 · x3 − 0.00189324 · x2 − 0.332016 · x+ 87.5538,

10 – 40 kGy – Dose = 1.55466 · 10−6 · x3 + 8.14774 · 10−5 · x2 − 0.364245 · x+ 64.9261.

The uncertainty of the absorbed dose measurement is 5.8 %.
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Figure 9: "Color Picker" settings menu.

Figure 10: Gray value.
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ВИКОРИСТАННЯ СКАНЕРА ДЛЯ ВИМIРЮВАННЯ ПОГЛИНЕНИХ ДОЗ
РАДIОХРОМНИМИ ПЛIВКОВИМИ ДОЗИМЕТРАМИ

В.В.Моргуновa, C. В.Лiтовченкоa, В. О.Чiшкалаa, Н. В.Дiденкоb, В. О.Винникa

aХаркiвський нацiональний унiверситет iменi В.Н.Каразiна, Пл. Свободи, 4, Харкiв, 61022, Україна;
bХаркiвський нацiональний автомобiльно-дорожнiй унiверситет, вул. Ярослава Мудрого, 25, Харкiв, 61002,

Україна

У статтi наведено послiдовнiсть етапiв використання калориметрiв RISØ для калiбрування та подальшого вико-
ристання радiохромних плiвкових дозиметрiв B3 (корпорацiя GEX) та сканера для вимiрювання поглинених доз.
Калiбрування проводилося за допомогою електронного пучка в дiапазонi поглинених доз 3 – 40 кГр (дiапазон
вимiрювань RISØ калориметрiв).
В ходi роботи було проведено наступне:

– калiбрування радiохромних дозиметричних плiвок B3 за допомогою RISØ калориметрiв;
– побудова калiбрувальної кривої для радiохромних дозиметричних плiвок B3;
– розрахунок апроксимацiйних функцiй;
– розробка методики використання планшетного сканера для вимiрювання поглинених доз;
– оцiнка невизначеностi вимiрювання поглинених доз.

Параметри роботи прискорювача: частота сканування пучка прискорених електронiв – 5 Гц, частота iмпульсiв –
120 Гц, енергiя електронiв – 5 МеВ, струм електронного променя – 60 µA. Похибка вимiрювання поглиненої дози
становить 5,8 %.

Ключовi слова: поглинена доза, калориметр, радiохромнi дозиметричнi плiвки, сканер, невизначенiсть.
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Self-assembly of proteins and peptides into amyloid fibrils is the subject of intense research due to association of this process with 
multiple human disorders. Despite considerable progress in understanding the nature of amyloid cytotoxicity, the role of cellular 
components, in particular proteins, in the cytotoxic action of amyloid aggregates is still poorly investigated. The present study was 
focused on exploring the fibril-protein interactions between the insulin amyloid fibrils and several proteins differing in their structure 
and physicochemical properties. To this end, the fluorescence spectral properties of the amyloid-sensitive fluorescent phosphonium 
dye TDV have been measured in the insulin fibrils (InsF) and their mixtures with serum albumin (SA) in its native solution state, 
lysozyme (Lz) and insulin (Ins) partially unfolded at low pH. It was found that the binding of TDV to the insulin amyloid fibrils is 
followed by considerable increase of the fluorescence intensity. In the system (InsF + TDV) the TDV fluorescence spectra were 
decomposed into three spectral components centered at ~ 572 nm, 608 nm and 649 nm. The addition of SA, Lz or Ins to the mixture 
(InsF + TDV) resulted in the changes of the fluorescence intensity, the maximum position and relative contributions (f1,3) of the first 
and third spectral components into the overall spectra. The Förster resonance energy transfer between the TDV as a donor and a 
squaraine dye SQ1 as an acceptor was used to gain further insights into the interaction between the insulin amyloid fibrils and 
proteins. It was found that the presence of SA do not change the FRET efficiency compared with control system (InsF + 
chromophores), while the addition of Lz and Ins resulted in the FRET efficiency decrease. The changes in the TDV fluorescence 
response in the protein-fibril systems were attributed to the probe redistribution between the binding sites located at InsF, the non-
fibrillized Ins, SA or Lz and protein-protein interface 
Keywords: phosphonium probe, insulin amyloid fibrils, fibril-protein complexation. 
PACS: 87.14.C++c, 87.16.Dg 

 
A conformational space of protein molecules includes a variety of structures differing in their free energy, among 

which are unfolded, partially folded and native structural states, oligomers, amorphous aggregates and amyloid fibrils 
[1-4]. Of these, most attention has been paid in the last decade to the amyloid fibril state of a polypeptide chain [1-4]. A 
distinctive feature of this state is the presence of cross-β core in which intermolecular b-sheets propagate along the main 
fibril axis [5], resulting in a characteristic X-ray diffraction picture with reflections corresponding to separation of b-
sheet strands (~0.5 nm) and spacing between b-sheet layers (1 nm), respectively [6]. Amyloid fibrils are currently a 
subject of keen interest, mostly in biomedical and nanotechnological aspects [7,8]. Multiple lines of evidence indicate 
that fibrillar protein aggregates and their precursors are involved in the development of more than forty human 
disorders, such as neurological diseases, systemic amyloidosis, type II diabetes, etc. [9,10]. The amyloid assemblies 
have been found both in intracellular and extracellular space and their cytotoxicity is primarily associated with the 
impairment of cell membranes [11,12]. The structurally flexible early oligomeric intermediates with extensive 
hydrophobic areas have been shown to cause membrane disintegration [13,14], formation of non-specific ionic channels 
[15], uptake of membrane lipids [16,17], etc. Furthermore, it has been demonstrated that not only protein oligomers, but 
an ensemble of cross-b-sheet-rich protein aggregates including mature fibrils display a high cytotoxic potential. 
Specifically, mature lysozyme fibrils have been reported to produce hemolysis of erythrocytes [14], mitochondrial 
failure and increase of plasma membrane permeability [18]. However, it seems likely that membranes are not the only 
target for cytotoxic action of amyloid aggregates and other cellular components, such as proteins can be affected by 
amyloids under in vivo conditions. In view of this, the aim of the present study was to explore the interactions between 
the insulin amyloid fibrils and several proteins differing in their structure and physicochemical properties, viz. serum 
albumin (SA) in its native solution state, lysozyme (Lz) and insulin (Ins) partially unfolded at low pH. The amyloid-
sensitive fluorescent phosphonium dye TDV was employed to monitor the fibril-protein complexation. 

 
EXPERIMENTAL SECTION 

Materials 
Bovine insulin (Ins), bovine serum albumin (BSA), egg yolk lysozyme (Lz), Tris and thioflavin T (ThT) were 

purchased from Sigma. The phosphonium dye TDV and squaraine dye SQ1 were kindly provided by Prof. Todor 
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Deligeorgiev (Faculty of Chemistry, University of Sofia, Bulgaria). All other reagents were of analytical grade and used 
without the further purification. The structural formulas of the employed fluorescent dyes are shown in Fig. 1. 

 
TDV 

 

 
SQ1 

 

Figure 1. Chemical structures of the employed fluorophores. Figure 2. Transmission electron microscopy photograph of 
insulin amyloid fibrils.

 
Preparation of working solutions 

The insulin solution (10 mg/ml) was prepared by dissolving the protein in 10 mM glycine buffer (pH 2.0). To 
prepare the amyloid fibrils, this solution was subjected to constant agitation on the orbital shaker at 37 °C. The stock 
solutions of ThT and TDV were prepared in 10 mM Tris-HCl buffer (pH 7.4), while SQ1 was dissolved in dimethyl 
sulfoxide. The concentrations of the protein and dyes were determined spectrophotometrically using the extinction 
coefficients 3

277 6.1 10    M-1cm-1 (Tyr residues of insulin, [19]), 4
412 3.6 10    M-1cm-1 (ThT, [20]), 

5
676 2.3 10    M-1cm-1 (SQ1, [21]), 4

480 2.05 10    M-1cm-1 (TDV). The amyloid nature of the protein aggregates was 
confirmed by ThT assay and the transmission electron microscopy (Fig. 2). To monitor the kinetics of ThT 
fluorescence, the aliquots of insulin solution (10 µl) were withdrawn every 24 hours and added to ThT solution in Tris-
HCl buffer (3.72 µM), with subsequent recording of the dye fluorescence spectra. 

 
TEM measurements 

The samples for the transmission electron microscopy assay were prepared as follows: a 10 µl drop of the insulin 
solution (378 µM) in Tris-HCl buffer (pH 7.4) was applied to a carbon-coated grid and blotted after 1 min. A 10 μl drop 
of 1.5% (w/v) phosphotungstic acid solution was placed on the grid, blotted after 30 s, and then washed 3 times by 
deionized water, air dried and viewed at 75 kV by a Selmi EM-125 electron microscope (Selmi, Ukraine). 
 

Fluorescence measurements 
The fluorescence measurements were carried out in 10 mM Tris-HCl buffer (pH 7.4) with a Perkin-Elmer 

FL-6500 spectrofluorometer (Perkin Elmer, UK). The steady-state fluorescence spectra of TDV were recorded at 25 °C 
within the range of 490–750 nm at the excitation wavelength of 470 nm using 10 mm path length quartz cuvettes. The 
excitation and emission slit widths were set at 10 nm. 

 
Deconvolution of fluorescence spectra and FRET data analysis 

The deconvolution of the total fluorescence spectra of TDV into separate peaks was performed with the Origin 
software (version 9.4) using the log-normal asymmetric function [22]: 

 2
max 2

ln 2exp lnln ( ) c

aI I a



  
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 (1) 

where   is the wavenumber, I  is the fluorescence intensity on the wavenumber scale    2I I   [23]; 

 max cI I   is the fluorescence intensity maximum (the peak amplitude), c  is the peak center; 

   min max/c c        is the asymmetry of the band, max  and min  are the maximum and minimum wavenumber 

values at the half-amplitude;  2
max min( ) / 1ca          is the limiting wavenumber, after reaching which the 

peak intensity becomes equal to zero.  

 

N

H3C CH3

CH CH

O

O
N

H3C CH3



98
EEJP. 1 (2022) Uliana Tarabara, Olga Zhytniakivska, et al

The FRET efficiencies were determined from the decrease of the TDV fluorescence in the presence of SQ1 [23]: 

 1 DA

D

I k
I

E    (2) 

where DI , DAI  are the donor fluorescence intensities in the absence and presence of the acceptor, respectively; 
( )/210 ex em

a aA Ak   is the inner filter effect correction factor; ex
aA  and em

aA  are the acceptor absorbance at the donor 
excitation and emission wavelengths, respectively. The Förster radii were calculated for each donor-acceptor pair using 
the Mathcad 15.0 software (PTC) as [23]: 

  1/ 62 4
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where J  is the overlap integral derived from numerical integration;  DF   is the donor fluorescence intensity;  A   

is the acceptor molar absorbance at the wavelength  ; rn  is the refractive index of the medium; DQ  is the donor 
quantum yield; 2  is the orientation factor, depending on the relative spatial orientation of the donor and acceptor 
transition dipoles. The quantum yield of the donor required for the calculation of the Förster radius, was estimated as: 
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where subscripts D ans st refer to the donor dye and standard, respectively; DA , stA  are the optical densities at the excitation 

wavelength; DS , stS  are the integrated areas of fluorescence spectra; Dn , stn  are the refractive indexes of the dye solutions. 

The standard used for TDV was Rhodamine 6G in water ( stQ =0.93). In the fibril-bound state the quantum yield of TDV was 
found to be 0.11. To obtain the quantitative estimates for the average donor-acceptor separation, the results of FRET 
measurements were treated in terms of the classical expression for the distance dependence of FRET efficiency: 
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RESULTS AND DISCUSSION 
As illustrated in Fig. 3A, the binding of TDV to the insulin amyloid fibrils (InsF) is followed by considerable 

increase of the fluorescence intensity (more than 30-fold at the emission maximum 610 nm), arising presumably from 
the reduced polarity and mobility of the dye molecular environment. Using the previously determined quantitative 
parameters of the TDV-InsF complexation (the association constant - 28.6±5.4 μM-1, the binding stoichiometry - 
0.07±0.013 [24]), the fraction of the fibril-bound under the employed experimental conditions dye was estimated 
to be ~ 26% (0.23 μM at InsF and TDV total concentrations 3.5 μM and 0.9 μM, respectively). Furthermore, it appeared 
that the TDV fluorescence spectra can be decomposed into three spectral components centered for the system (InsF + 
TDV) at ~ 572 nm, 608 nm and 649 nm (Table 1). 
Table 1. Spectral characteristics of TDV in the presence of insulin fibrils and proteins 

System Band 
maxA * c , nm FWHM, nm f , % 2R  

TDV in free state I 768.9 578.2 78.5 27 0.998 
II 1740.2 622 68.4 45 
III 286.1 655.8 169.7 28 

TDV+InsF I 19885.9 572 53.6 17.9 0.998 
II 80601.0 608.8 50 51.5 
III 37796.3 649.2 57.25 30.6 

(TDV+InsF)+BSA I 30803.0 578.9 63.4 34.8 0.998 
II 51435.6 613.8 58.8 51.6 
III 9602.0 670 69.9 13.6 

(TDV+InsF)+Lz I 28105.8 579.9 74.9 64.5 0.997 
II 15283.5 608.9 49.5 23.9 
III 4380.0 647.6 62.9 11.6 

(TDV+InsF)+Ins I 99120.9 587.1 83.5 71.4 0.998 
II 53455.5 605.7 43.6 20.5 
III 11579.5 648.8 61.8 8.1 
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*the maximum fluorescence intensity is given after baseline subtraction 

 

 

A B 
  

C D 
Figure 3. TDV fluorescence spectra in buffer and in the presence of insulin fibrils (A). The fluorescence spectra of TDV in the fibril-
bound state at the increasing concentration of serum albumin (B), lysozyme (C) and insulin (D). InsF concentration was 3.5 μM, dye 
concentration was 0.9 μM. 

Three bands in the dye fluorescence spectra in the system (InsF + TDV) most probably result from the existence of 
the different modes of TDV binding to the insulin fibrils. In our previous studies we demonstrated that the solvent-
exposed groove Gln15_Glu17 provides the most energetically favorable binding sites for TDV due to electrostatic 
interactions between a negatively charged side chain of glutamic acid and TDV molecule which bears two positive 
charges localized on phosphorus and nitrogen atoms [24]. Moreover, it was shown that TDV only partially inserts into 
Gln15_Glu17 groove, adopting a non-planar conformation. However, due to the preference of TDV and classical 
amyloid marker ThT to the same binding sites [24], we cannot rule out the possibility of TDV accumulation in the 
clustered areas of fibril network (the cavities formed between the intertwined insulin fibrils) as was previously 
demonstrated for ThT [25]. 

Next, the amyloid-sensitive fluorescent phosphonium dye TDV was employed to monitor the interactions between 
the insulin amyloid fibrils and proteins such as serum albumin, lysozyme or insulin in the non-fibrillized form (Fig 3, 
Fig 4). The addition of BSA to the mixture (InsF + TDV) resulted in the decrease of fluorescence intensity coupled with 
the changes in the maximum position and relative contributions (f1,3) of the first and third spectral components into the 
overall spectra (Fig. 3B, Fig. 4A). As seen in Table 1, BSA gives rise to f1 increase (from 18% to 35%) and f3 decrease 
(from 31% to 14%), along with the red shift of the position of band I, band II and band III for 6.9 nm, 5 nm and 20.8 
nm, respectively, compared with the system (TDV+InsF). These effects were accompanied by the broadening of all 
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bands relative to the TDV spectral components in InsF. Only limited information is available up to now about 
interaction between albumins and mature amyloid fibrils. In particular, albumin has been reported to inhibit the 
amyloid-β fibrillization through affecting the conformational ensemble of Aβ by nonspecific interactions only at the 
initial stage of the Aβ aggregation [26]. Likewise, Siposova et al. have demonstrated that albumin-modified magnetic 
fluids are able to destroy the insulin amyloid fibrils in vitro [27]. To ascertain whether the observed spectral changes are 
the result of direct TDV-BSA interaction or due to the TDV sensitivity to the BSA-induced changes in the insulin 
amyloid fibrils, we measured the fluorescence spectra of TDV in the presence of BSA (without InsF). It appeared that 
TDV-BSA complexation leads to the fluorescence intensity increase only up to 2.3 times (data not shown) with 15-nm 
hypsochromic shift. 

A 

 

B 

 

C 
 

Figure 4. Deconvolution of the TDV fluorescence spectra in the 
systems InsF + TDV+ BSA (A), InsF + TDV+ Lz (B), InsF + 
TDV+ Ins (C). Fibril concentration was 3.5 μM, dye 
concentration was 0.9 μM. The concentrations of the albumin, 
lysozyme and insulin were 0.42 μM, 49.2 μM, 125.4 μM, 
respectively. 

 
Therefore, the aforementioned spectral changes most likely reflect the redistribution of TDV molecules between 

the binding sites located at InsF, BSA and protein-protein interface. Given that at pH 7.4 BSA bears a negative charge 
[28], the redistribution of the positively charged TDV in the presence of BSA is most probably driven by the 
electrostatic attraction between BSA and TDV. Numerous studies indicate that the principal ligand-binding sites are 
located in hydrophobic cavities in bovine serum albumin subdomains, referred to as site I and site II according to 
terminology proposed by Sudlow et al [29]. Moreover, the positively charged dyes (cyanines, squaraines, etc.) generally 
exhibit a higher specificity to the binding site II of albumins [30,31], so it can be hypothesized that the same mode of 
binding is realized in our system. 

Interestingly, while comparing the fluorescence spectra of TDV+InsF in the presence of the positively charged 
lysozyme and negatively charged albumin, it becomes evident that the spectral changes induced by Lz are more drastic 
than those observed for BSA (Fig. 3C, Fig. 4B). More specifically, the addition of lysozyme to the TDV+InsF system 
resulted in 1.4-fold enhancement of the fluorescence intensity of band I along with a marked drop in the amplitude of 
the band II (5.3 times) and band III (8.6 times). This effect was accompanied with ~ 8 nm bathochromic shift of the 
position of band I coupled with the broadening of bands I and III (Table 1). Moreover, the addition of Lz to the mixture 
(InsF + TDV) produced the changes in the relative contributions (f1,3) of the first and third spectral components into the 
overall spectra, more significant in comparison with those observed in the presence of BSA (Fig. 3B, Fig. 4A). As seen 
in Table 1, Lz gives rise to f1 increase (from 18% to 65%) and f3 decrease (from 31% to 12%). 

More pronounced fluorescence decrease and the changes of spectral profile in the presence of the positively 
charged Lz (Fig. 5B, Fig. 6B), is indicative of essential contribution of electrostatic interactions to stabilization of the 
protein-fibril and dye-protein complexes. Notably, in the absence of insulin fibrils Lz insignificantly influenced the 
TDV spectral response, giving rise to only 1.2-fold enhancement of the dye fluorescence. One of the most probable 
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reason for the drastic decrease of TDV fluorescence after lysozyme addition to the TDV+InsF mixture seems to lie in 
the competition between the positively charged probe and lysozyme for the binding sites on the insulin amyloid fibrils. 
It is well known that electrostatic interactions play a crucial role in the complexation of lysozyme with lipid membranes 
[32, 33], nanoparticles [34] and drugs [35]. Therefore, it is highly probable that electrostatic interactions of the 
positively charged lysozyme with the solvent-exposed negatively charged amino acid residues of InsF partially block 
TDV binding sites on the insulin fibrils, thereby causing the TDV fluorescence decrease. 

 
 

A 

 

B 

 

C 

 

D 

 

Figure 5. 3D fluorescence spectra of the systems TDV+InsF (A) and after BSA (B), Lz (C) and Ins (D) addition. The emission and 
excitation wavelengths were varied within the ranges 580-680 nm and 400-530 nm, respectively. The excitation and emission slit widths 
were set at 10 nm. The false color scale ranging from 1050 a.u. (violet) to 136500 a.u. (red) was used for fluorescence intensity. 

The addition of partially unfolded insulin to the system (TDV+InsF) resulted in a slight fluorescence intensity 
increase coupled with the alterations in the maximum position and relative contributions (f1,3) of the first and third 
spectral components into the overall spectra (Fig. 3D, Fig. 4C). More specifically, the addition of partially unfolded 
insulin to the system (TDV+InsF) the following spectral changes were observed: 

1) increase of the band I intensity (5 times), coupled with a slight attenuation of the band II (1.5 times) and band 
III (3.3 times); 

2) rise of the relative contribution of the first spectral component f1 (from 18% to 71%) and decrease in that of 
the third component f3 (from 31% to 8%); 

3) broadening of all spectral bands. 
The above spectral changes most likely reflect the redistribution of TDV molecules between the binding sites 

located at InsF, the partially unfolded insulin and protein-protein interface. The comparison of the spectral responses 
of TDV in the presence of negatively charged proteins serum albumin and insulin shows that the spectral changes 
induced by Ins are more drastic. One of the most probable reason for the above effect is a strong affinity of TDV for 
the insulin partially unfolded at low pH. We observed that the TDV binding to Ins leads to the 17-fold fluorescence 
increase along with a 21-nm hypsochromic shift of the emission maximum (data not shown). It seems that the 
electrostatic interactions TDV and Ins/BSA play the predominant role in the TDV-protein complexation and strong 
hydrophobicity of the BSA binding sites hampers the dye association with this protein. This finding is also 
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confirmed by the distinct 3D fluorescence patterns of TDV in the examined systems. As seen in Fig. 5, in the 
presence of the partially unfolded Ins TDV displays a more-intensive 3D pattern than that in the TDV+InsF system. 
Likewise, the addition of BSA and Lz led to the decrease in the intensity of 3D fluorescence spectra, being more 
pronounced for lysozyme. 

 

Figure 6. Efficiencies of energy transfer for the donor-acceptor 
pair TDV-SQ1 in different systems. 

At the next step of the study the Förster resonance energy transfer between TDV as a donor and a squaraine dye 
SQ1 as an acceptor was used to study the interaction between the insulin amyloid fibrils and serum albumin, lysozyme 
and insulin. Our previous findings indicate that insulin amyloid fibrils can serve as a scaffold for TDV and SQ1, so the 
energy can be transferred between these fluorophores by a distance-dependent Förster mechanism [24]. The addition of 
SQ1 to the TDV+InsF system in the absence and presence of the non-fibrillized proteins led to significant quenching of 
the TDV fluorescence with the magnitude of this effect being dependent on the protein. Using the previously 
determined FRET parameters for the donor-acceptor pair TDV-SQ1, viz. the Förster radius (4.75 nm) and overlap 
integral (6.68×1015 M-1cm-1nm4) [24], the efficiencies of energy transfer in different systems were estimated from the 
decrease of TDV fluorescence (at 600 nm) in the presence of SQ1 (Fig. 6). It appeared that BSA does not affect the 
FRET efficiency compared with control system (InsF + chromophores), while the addition of Lz and Ins resulted in the 
decrease of this paramer (by 5.3 % and 19.5 %, respectively). The average interchromophore distances for the donor-
acceptor pair TDV-SQ1 were estimated to fall in the range from 4.9 nm (for InsF and InsF+BSA systems) to 5.7 nm 
(for InsF+Ins system). 

Presented in Fig.7 are 3D fluorescence spectra of the donor-acceptor pair TDV-SQ1 recorded in the presence of 
InsF, (InsF + BSA), (InsF + Lz) and (InsF + Ins) at the emission and excitation wavelengths covering the range 550-750 
nm and 400-452 nm, respectively. More specifically, in the presence of the insulin fibrils the 3D pattern is highly-
intensive with the two well-defined and comparable by the intensity maxima centered at ~ 620 nm and ~680 nm, 
corresponding to emission of fibril-bound TDV and SQ1, respectively. The addition of albumin or lysozyme to the 
system (InsF + chromophores) gives rise to the decrease of the fluorescence signal for both TDV and SQ1 dyes. 
Notably, the system (InsF + chromophores + Ins) displays highly emissive 3D pattern where the TDV fluorescence 
signal is significantly greater than that of SQ1. Obviously, the redistribution of TDV and SQ1 driven by their strong 
affinity to the partially unfolded at low pH insulin resulted in the decreased amount of the acceptor SQ1 in the 
proximity to the donor (required for the effective FRET) leading to the decrease of the energy transfer rate in the system 
InsF + Ins. 

 
CONCLUSIONS 

In summary, the present study demonstrated that the amyloid-sensitive fluorescent phosphonium dye TDV 
can be employed for the characterization of the interactions between the insulin amyloid fibrils and several 
proteins differing in their structure and physicochemical properties. Based on the comprehensive analysis of the 
spectral characteristics of TDV in the amyloid fibrils and in the presence of serum albumin (in its native solution 
state), lysozyme or insulin (partially unfolded at low pH) we observed the changes of the fluorescence intensity, 
the maximum position and relative contributions of the first and third spectral components into the overall spectra 
after the protein addition to the mixture (InsF + TDV). These effects presumably reflect the redistribution of TDV 
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molecules between the binding sites located at InsF, the non-fibrillized Ins, BSA or Lz and protein-protein 
interface. 
A 
 

B 
 

C 
 

D 
 

Figure 7. 3D fluorescence spectra of the donor-acceptor pair TDV-SQ1 recorded in the presence of InsF (A), InsF + BSA (B), InsF + 
Lz (C) and InsF + Ins (D). The emission and excitation wavelengths were varied within the ranges 550-750 nm and 400-452 nm, 
respectively. The excitation and emission slit widths were set at 10 nm. The false color scale ranging from 800 a.u. (violet) to 65800 
a.u. (red) was used for fluorescence intensity. SQ1 concentration was 0.35 μM.
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ФЛУОРЕСЦЕНТНЕ ДОСЛІДЖЕННЯ ВЗАЄМОДІЇ МІЖ АМІЛОЇДНИМИ ФІБРИЛАМИ ІНСУЛІНУ ТА БІЛКАМИ 

У. Тарабара, О. Житняківська, К. Вус, В. Трусова, Г. Горбенко 
Кафедра медичної фізики та біомедичних нанотехнологій, Харківський національний університет імені В.Н. Каразіна 

м. Свободи 4, Харків, 61022, Україна 
Самоорганізація білків та пептидів в амілоїдні фібрили є предметом інтенсивних досліджень, оскільки встановлено зв’язок 
цього процесу з численними захворюваннями людини. Незважаючи на значний прогрес у розумінні цитотоксичності 
амілоїдів, роль клітинних компонентів, зокрема білків, у цитотоксичній дії амілоїдних агрегатів досі повністю не з’ясована. 
Дана робота спрямована на вивчення взаємодії між амілоїдними фібрилами інсуліну та деякими білками, які відрізняються 
за своєю структурою та фізико-хімічними властивостями. З цією метою, було досліджено флуоресцентні спектральні 
властивості амілоїд-чутливого фосфонієвого барвника TDV у фібрилах інсуліну (InsF) та їх сумішах із нативним 
сироватковим альбуміном (SA), лізоцимом (Lz) та інсуліном (Ins ), частково розгорнутими при низькому рН. Виявилось, що 
зв’язування TDV з амілоїдними фібрилами інсуліну супроводжується значним зростанням інтенсивності флуоресценції. У 
системі (InsF + TDV) спектри флуоресценції зонду можна розкласти на три спектральні компоненти з максимумами на 
довжинах хвиль~ 572 нм, 608 нм і 649 нм. Додавання SA, Lz або Ins до суміші (InsF + TDV) призводило до зміни 
інтенсивності флуоресценції, положення максимуму флуоресценції та відносного внеску першої та третьої спектральних 
компонентів у загальний спектр. Для отримання додаткової інформації щодо взаємодії між амілоїдними фібрилами інсуліну 
та білками досліджено Фьорстерівський резонансний перенос енергії між TDV у якості донора, і сквараїнового барвника 
SQ1 як акцептора. Встановлено, що SA не змінює ефективність переносу енергії порівняно з контрольною системою (InsF + 
хромофори), тоді як додавання Lz та Ins призвело до зниження ефективності. Зміни флуоресцентного відгуку TDV в 
системах білок-фібрили можна пояснити перерозподілом молекул зонду між сайтами зв’язування, розташованими на InsF, 
нефібрилізованих Ins, SA або Lz та інтерфейсі білок-білок. 
Ключові слова: фосфонієвий зонд, амілоїдні фібрили інсуліну, комплекс фібрила-білок. 
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The level of development of modern nuclear technologies forms a request for the development of new branches of science. At the 
same time, chemical dosimetry methods are also being improved [1, 2]. The essence of such methods consists in the quantitative 
determination of the radiation-chemical damages to the molecules of a substance when it is exposed to ionizing radiation [3, 4]. 
Liquid and solid solutions of organic dyes have intense bands optical absorption and fluorescence in the visible region of the 
spectrum, which makes it possible to use them in dosimetry systems [5, 6]. The use of organic dyes makes it possible to determine 
the absorbed dose in the range from 10-6 to 104 M Rad [7, 8]. In this work, we studied the processes of interaction of gamma-ray and 
high-energy electron fluxes with an aqueous solution of the organic dye methyl orange (C14H14N3О3SNa) [9, 10]. The calculations 
and experiment were carried out on a resonant electron accelerator with energies up to 30 MeV. The electron beam energy was 
15 MeV. A tungsten converter was used to generate gamma quanta. The thickness of the converter varied from 0 to 6 mm. We have 
developed a computer program in C++ to simulate the irradiation process. This program uses the Geant4 class library based on the 
Monte Carlo method and runs in multi-threaded mode. For calculations, the model “PhysicsList emstandard_opt3” was chosen as the 
most suitable one. The value of radiation damage per one incident electron and produced gamma-quantum is determined in the work. 
The simulation results are compared with experimental data. Based on the results obtained, conclusions were drawn about the main 
mechanisms leading to the decomposition of organic dye molecules, and methods for optimizing the experiment for further research 
were proposed. 
Keywords: organic dye, electron, gamma quantum, dosimetry 
PACS: 61.72.Cc, 61.80.Hg, 78.20.Ci, 87.80.+s, 87.90.+y, 07.05.Tp , 78.70.−g 
 

Soon after the discovery of X-ray radiation, the need arose for scientific research on the processes of interaction of 
ionizing radiation with complex organic objects. The result of such research can be the solution of many problems in 
various areas of science, as well as many applied problems. 

The current level of development of nuclear energy and nuclear technologies is such that there is a need for new 
approaches to the organization of radiation protection. There is also a need for modern, more compact, easy-to-handle 
and competitive dosimetry systems and methods. The development of industrial capacities and space exploration 
generates a need for new materials with modified molecular structures that have both resistant properties to radiation 
and increased strength characteristics. The results obtained in the course of studies of the mechanisms of interaction of 
ionizing radiation with molecules of organic matter can be completely extrapolated to a living organism. A living 
organism is a complex organic system with a number of different properties. These properties can be attributed to both 
biological and chemical, and physical [11]. Thus, the interest of medical science in such research becomes obvious. For 
medicine in general and for radiation therapy in particular, organic dyes can be a good research material [12]. This is 
not a complete list of problems that can be solved by the research that we are conducting in the framework of this work. 

In this work, research was carried out with the aim of developing a methodology for using the degradation of 
organic dye molecules that have been exposed to ionizing radiation as a tool for determining the absorbed dose. 
 

COMPUTER SIMULATION OF EXPERIMENTAL CONDITIONS 
Real experiments are planned to study the radiation damage processes of a methyl orange organic dye solution 

under the influence of an electron beam. The energy of the incident electrons is 15 MeV in an experiment. Before 
carrying out a series of experiments, it is necessary to carry out computer simulation in order to preliminary estimate the 
experimental conditions and expected results. Changes to the planned conditions of the experiment are possible based 
on the preliminary calculations results, as well as geometric parameters clarifications. These parameters include 
thickness and quantity of tungsten converter layers, distance to the target, etc. Therefore, the estimation of some 
important parameters required computer simulation. A computer program has been developed in the C++ object-
oriented programming language to solve this task. Nuclear-physical processes that occur during the passage of radiation 
through matter are described in this work using the Geant4 class library [13]. The Geant4 library is a modern toolkit that 
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is essential for solving practical problems to describe linear electron accelerators models. In particular, one can solve 
the tasks of developing and improving the parameters of bremsstrahlung converters using Geant4 toolkit. 

The program we have developed contains several main modules. There are modules for describing the geometry of 
an experiment, a module for describing the primary particles source, a module for determining models of physical 
processes, etc. In addition, the program contains some functions required to select the appropriate level of the results 
detail. 

The Geant4 toolkit is based on the Monte Carlo method. Therefore, it is necessary to simulate a large number of 
primary particles passing through the experimental setup to obtain results with a minimum statistical error in 
calculations. The quantity of primary electrons Ne=107 for performing virtual nuclear physics experiments. The 
statistical error of calculation by the Monte Carlo method is less than 1% in this case. The use of a large number of 
primary particles usually leads to a calculation time increasing. The calculations were carried out in a multithreaded 
mode in order to reduce the total computation time. These calculations were performed using the OpenMPI library [14], 
which is free and open source software. 

The module for describing physical processes in the developed program is based on the “emstandard_opt3” model, 
which is most suitable [15, 16] in the considered energy range (up to 15 MeV) for all primary and secondary particles. 
The threshold energies Ecut were chosen to be equivalent to a range of 100 m in the substance. The user does not 
directly define the energy threshold because there is a special method of threshold calculations [15] used in Geant4 for 
different materials. The user defines a unique cut in range [13], whose value is transformed into a kinetic energy 
threshold per each material at initialization time of user’s program. 

The schematic diagram of the experimental setup is shown in Figure 1. Elements of this scheme were used to 
describe the model geometric parameters used in the developed program. 

The distance between the accelerator outlet window (Figure 1) and the bremsstrahlung converter is 50 mm. The 
accelerator outlet window contains titanium foil. The thickness of the foil is 0.05 mm. The real converter is made of 
tungsten. Transverse dimensions of the converter are 50 mm50 mm. The target transverse dimensions are 
10 mm10 mm. The thickness of the converter was varied from 1 to 8 mm in this series of computational experiments. 
These calculations are necessary to determine the thickness of the converter that produces the maximum amount of 
gamma quanta that reach the target boundaries. 

The simulated energy spectra of bremsstrahlung gamma quanta emitted from the tungsten converter and reached 
the target are shown in Figure 2 for different values of the converter thickness. The results are normalized to 1 incident 
electron. 

  

Figure 1. Simplified diagram of the experimental setup: 
1  accelerator outlet window; 2  bremsstrahlung converter; 
3  the target 

Figure 2. Bremsstrahlung gamma quanta energy spectra for different 
thickness values of the tungsten converter 

As a result of the calculation data analysis, it turned out that the maximum yield of bremsstrahlung gamma quanta 
is at a tungsten plate thickness of 2 mm. The amount of bremsstrahlung gamma quanta in front of the target slightly 
decreases at a plate thickness of 3 mm. 

The presented materials belong to a series of our works on the study of the behavior of organic substances under 
the action of ionizing radiation. We carried out measurements with a solution of the organic dye methylene blue 
(C16H18N3SCl) in a previous publication [17]. The results are shown in Figure 3 and Figure 4 for various converter 
thickness values. The result of determining the most probable values of the energy absorbed in the target with methyl 
orange dye solution is shown in Figure 5. The target dimensions are 10 mm 10 mm  10 mm. The most probable value 
of the energy absorbed in the solution is 1.65 MeV for incident electrons with an initial energy of 15 MeV. 

Therefore, it is expedient for us to study the processes of the organic dye destruction for several thickness values 
of the bremsstrahlung converter. We chose 2 mm, 4 mm, and 6 mm. The flow of particles hitting the target contains 
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mainly gamma quanta at 4 mm converter thickness. The flow of particles crossing the target boundaries contains a 
negligibly small number of electrons at a converter thickness of 6 mm due to the complete stoppage of primary 
electrons in the converter material. The flow of particles hitting the target contains gamma quanta, as well as electrons, 
at 2 mm converter thickness. These values chosen by us are sufficient for studying the dynamics of the processes that 
occur in the substance of the methyl orange dye under the influence of ionizing radiation. 

 

 
Figure 3. The bremsstrahlung gamma 
quanta flux in comparison with the 
electrons flux [17] in front of the target  

Figure 4. Coefficient of the ratio of 
electrons and gamma quanta fluxes [17] 
in front of the target  

Figure 5. The most probable value of the 
energy absorbed in the solution for 
15 MeV incident electrons 

 
DESCRIPTION OF THE EXPERIMENT 

The experimental part of the work was carried out on the LINAC LUE-300 NSC KIPT [12, 17]. The target was an 
aqueous solution of methyl orange dye with a volume of 1 cm3. It was located in the path of the electron beam in a 
rigidly fixed glass tube. Target positioning accuracy was ensured by using a fixed stand. This made it possible to set the 
test tube in a constant position when changing solutions relative to the axis of the accelerator. Conventionally, the 
experiment can be divided into two parts: irradiation of the target with an electron beam and irradiation of the target 
with a beam of gamma rays. To generate gamma quanta, a converter was used, which consisted of a set of tungsten 
plates 50 × 50 × 2 mm in size. The converter was located in front of the target in the direction of the beam. The total 
thickness of the converter was changed during the experiment in increments of 2 mm (0, 2, 4, and 6 mm). 

A tungsten converter, when irradiated with an electron beam, is also a source of neutrons. However, the 
contribution of neutrons to the change in the color of the dye solution does not exceed ten percent [12]. Since the 
destruction of methyl orange molecules under the action of a neutron flux on it is insignificant, this contribution was not 
taken into account in the work. 

The experiment was carried out with an electron beam energy of 15 MeV. The current density in this case was 
1 μA/cm2. 

The equipment on which the experiments were carried out is shown in Figure 6. 
 

  
Figure 6. Experimental setup Figure 7. Degradation of methyl orange under the influence of 

ionizing radiation (normalized to 1 second) 
 
During this experiment, considerable attention was paid to the concentration of the dye solution. To obtain the 

minimum error in determining the change in the optical density of the solution under the action of irradiation, the initial 
concentration of the dye in the solution was chosen so that the optical absorption at the maximum of its absorption band 
(460 nm) was close to unity. 

Figure 7 shows the differential absorption spectra (before and after irradiation) normalized per unit time (dose) of 
irradiation. The spectra were measured on a single-beam spectrophotometer SF-46, in the range from 300 to 600 nm, 
since the main optical absorption peak of an aqueous solution of methyl orange is in this region. As can be seen from 
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the graph, when exposed to ionizing radiation for one second on an aqueous solution of methyl orange, a significant 
destruction of the dye molecules occurs. A decrease in the degree of degradation of dye molecules is observed with an 
increase in the thickness of the tungsten converter. The black solid line in Figure 7 shows the degree of dye destruction 
when exposed to an electron beam, that is, at zero tungsten thickness. 

 Using the dependences of the 
number of electrons and gamma 
quanta that interacted with the dye 
solution (the dependences are shown 
in Figure 3), an analysis was made of 
the efficiency of dye destruction 
depending on the thickness of the 
tungsten converter. This analysis was 
performed by comparing the change 
in optical absorption at the 
wavelength maximum (460 nm) (left 
dependence in Figure 8) and the 
normalized sum of the number of 
electrons and gamma quanta (right 
dependence in Figure 8). During the 
analysis, it was found that at a ratio 
of electrons and gamma quanta equal 
to 1/12, the maximum coincidence of 
the dependences was obtained.

Figure 8. Normalized radiation destruction of the methyl orange solution  left curve, 
the normalized sum of the number of electrons and gamma quanta that affected the 
methyl orange solution  right curve 

When the radiation length of an electron in tungsten is 3.5 mm, the maximum thickness of the converter used does not 
exceed two radiation lengths. From here, it follows that the average energy of electrons in front of the target is about 2 MeV or 
more, which exceeds the average value of the electron energy loss in the solution equal to 1.65 MeV. In this case, the 
influence of the thickness of the converter on the loss of color of the solution when exposed to electrons can be reduced only 
to a change in the number of electrons. The dependence of the spectrum of gamma rays on the thickness of tungsten is more 
pronounced in the energy range up to 0.5 MeV (see Figure 2). In this range, the photoelectric effect, that is, ionization prevails 
in the interaction cross section. On the other hand, the fraction of gamma quanta with an energy of more than 0.5 MeV does 
not change significantly, but the Compton effect becomes the dominant interaction channel, and this ensures the destruction of 
the dye when using converters with a thickness of 4 and 6 mm, when the number of electrons, compared with the initial flow, 
decreases by 40 times or more, and the level of loss of color by the solution is only 6-8 times. 

 
CONCLUSIONS 

In this work, a research was carried out of the processes that occur when an aqueous solution of an organic dye 
methyl orange (C14H14N3О3SNa) is exposed to flows gamma quanta and electron. The gamma-ray flux was generated by a 
relativistic electron beam with an energy of 15 MeV, using a tungsten bremsstrahlung converter of various thicknesses. 

In this work, we compared the results of computer simulation of the processes that occur during the passage of an 
electron beam through a tungsten converter of different thicknesses (0, 2, 4, 6 mm) with the data on the degradation of 
the dye solution, which were obtained during the experimental. This made it possible to separate the effects of the 
interaction of electrons from the effects of the interaction of gamma quanta on the dye solution. 

We also carried out an approximation of the experimental dependence of the efficiency of the loss of color of the 
methyl orange solution on the thickness of the tungsten converter. As a result, it was found that the effect of relativistic 
electrons on the dye leads to the destruction of its molecules 12 times more efficiently than the effect of bremsstrahlung 
gamma-ray fluxes. 

Since the difference in the effectiveness of the effect of these types of ionizing radiation on the methyl orange dye 
solution is so significant(1/12), we can state the following: when determining the absorbed dose of electron irradiation 
with an error of less than 10%, the accompanying gamma background can be neglected, provided that the quantitative 
ratio of electrons and gamma quanta is one. 

Based on the studies we have done in this work, it can be argued that an aqueous solution of the organic dye 
methyl orange is the most optimal object for measuring the absorbed dose of a substance. 
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ДОСЛІДЖЕННЯ МЕХАНІЗМІВ ВЗАЄМОДІЇ ВИСОКОЕНЕРГЕТИЧНИХ ЕЛЕКТРОНІВ І ГАММА-КВАНТІВ З 
ВОДНИМ РОЗЧИНОМ БАРВНИКА МЕТИЛОВОГО ОРАНЖОВОГО 

В.В. Цяцькоa, С.П. Гоковa, Ю.Г. Казаріновa,b, Т.В. Малихінаa,b 
aНаціональний науковий центр Харківський фізико-технічний інститут 

вул. Академічна, 1, 61108, Харків, Україна 
bХарківський національний університет імені В.Н. Каразіна 

майдан Свободи, 4, 61022, Харків, Україна 
Рівень розвитку сучасних ядерних технологій формує запит у розвиток нових галузей науки. Натомість удосконалюються і 
хімічні методи дозиметрії [1, 2]. Суть таких методів полягає у кількісному визначенні радіаційно-хімічних ушкоджень 
молекул речовини при впливі на нього іонізуючого випромінювання [3, 4]. Рідкі та тверді розчини органічних барвників 
мають інтенсивні смуги поглинання та флуоресценції у видимій частині спектру, внаслідок чого можуть використовуватись 
у системах дозиметрії [5, 6]. Використання органічних барвників дозволяє визначати поглинену дозу в діапазоні 
від 10-6 до 104 Мрд [7, 8,]. У цій роботі досліджувалися процеси взаємодії потоків гамма-квантів та високоенергетичних 
електронів з водним розчином органічного барвника метиловий оранжевий (C14H14N3О3SNa) [9, 10]. Розрахунки та 
експеримент було проведено на резонансному прискорювачі електронів з енергією до 30 МеВ. Енергія електронного пучка 
становила 15 МеВ. Для генерації гамма-квантів використали вольфрамовий конвертер. Товщина конвертера змінювалась від 
0 до 6 мм. Для моделювання процесу опромінення нами була розроблена комп'ютерна програма мовою С++. Ця програма 
використовує бібліотеки класів Geant4, які базуються на методі Монте-Карло, і функціонує в багатопотоковому режимі. Для 
розрахунків була обрана модель “emstandard_opt3“ складового модулю PhysicsList програми, як найбільш прийнятна у 
діапазоні енергій до 15 МеВ для процесів, що розглядаються. У роботі було визначено відносну кількість радіаційних 
пошкоджень, що припадають на один первинний електрон, та створений гамма-квант. Проведено порівняння результатів 
моделювання з експериментальними даними. На основі отриманих результатів зроблено висновки щодо основних 
механізмів, які призводять до розвалу молекул органічного барвника, а також запропоновано способи оптимізації 
експерименту для подальших досліджень. 
Ключові слова: органічний барвник, електрон, гамма-квант, дозиметрія 
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The evolution of a positively charged metallic macroparticle placed into the low-temperature plasma is considered. The influence of the 
value of the initial macroparticle charge on the dynamics of the electrical potential and temperature of the macroparticle, as well as the 
possibility of evaporation of a macroparticle due to its interaction with plasma particles are studied. The system of equations of the energy 
balance and the current balance based on the OML theory, that takes into account the changing of macroparticle potential and its temperature 
over the time is solved numerically. The solution of the system of equations shows the evolution of the macroparticle potential and 
temperature within the time interval from the moment when the macroparticle is placed in the plasma until the moment the macroparticle has 
charged to the floating potential. The positive charge of the macroparticle excludes the thermionic emission and secondary electron emission 
from the macroparticle surface, as well as the mechanisms of cooling of the macroparticle associated with these emission processes. 
Analytical expressions that determine the macroparticle potential, the electron current on the macroparticle, as well as the power transferred 
by plasma electrons in the case when the energy of attraction of electrons to the macroparticle strongly exceeds the energy of thermionic 
electrons, the energy of secondary electrons and the energy of plasma ions are obtained. A simplified system of equations of the energy 
balance and the current balance for a positively charged macroparticle is solved; the solution of the simplified equations matches with the 
solution of the general equations in the region of positive values of the macroparticle potential. Calculations show that during the charging of 
the macroparticle, its temperature increases up to the boiling point of the macroparticle substance. An equation that determines the conditions 
under which evaporation of macroparticles is possible has been obtained and solved numerically. The possibility of evaporation of 
macroparticles of a given size (critical value of the radius) due to initial charging to high positive values of potential is shown. The 
dependencies of the critical value of the radius on the initial value of the potential for tungsten and copper macroparticles that can be 
evaporated in a low-temperature plasma are obtained. These solutions bound the region of the parameters where evaporation of a 
macroparticle is possible and where it is not. The critical values of the potential for copper and tungsten particles with sizes of 0.1 and 1 μm 
are calculated. The dependence of the radius of a macroparticle on time during the process of vaporization is obtained. 
Keywords: macroparticles, dusty particles, dusty plasma, floating potential, vaporization 
PACS: 52.40.Hf 
 

The investigations of plasma with charged dust particles (dusty plasma) are aimed at various technological and 
scientific applications [1-5]. Charging of the dust particles or macroparticles (MPs) negatively is performed by the electron 
beam. It was experimentally and theoretically shown that the charge of micron-sized particles can reach 610  electrons [1]. 
In this case, the particle charge is limited by the effects of thermionic and field emission of electrons. The high negative 
potential of the particle leads to intensive flow of plasma ions on it and, as a result, to the heating and vaporization of this 
particle. In paper [3], the processes of charging and vaporization of macroparticles in a low-temperature plasma in the 
steady state approximation have been studied; it was considered the effect of plasma-beam system parameters on the 
floating potential and temperature. The transient processes were neglected; it has been shown that interaction of the MPs 
with low-temperature plasma leads to partial or complete vaporization of MPs. This effect can be used to eliminate 
microdroplets generated in a vacuum-arc discharge, which is used to thin film coatings. In paper [4] the interaction of MP 
with a high energy electron beam has been studied. It was shown that intense charging by an electron beam may cause 
develop of Rayleigh instability that lead to disruption of the MPs into smaller ones and their further decay is possible.  

Thus, the behavior in plasma of MPs charged with a high negative potential for their heating and evaporation is 
well studied. At the same time, the behavior of a positively charged particle in plasma is of interest, which is due to the 
absence of thermionic emission, as well as the field emission of electrons from the particle.  

To introduce a particle with a large positive charge into the plasma, one can use the method developed in the 
works [6,7]. In those works, positively charged particles of micron and submicron sizes are used to reproduce the flow 
of micrometeorites in laboratory conditions. These particles are accelerated by high voltages of up to 2 MV. The speed 
and charge of such particles reach values of 80 km/s and values 107 of proton charges, respectively [6,7].  

In this work, transient processes of charge and heating of positively charged particles in low-density plasma are 
studied. The possibility of evaporation of such particles, caused by the flow of energetic electrons from the plasma, is 
also discussed. 
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MODEL DESCRIPTION 
MP placed into the plasma interacts with the plasma in different ways. In such system the following charging 

processes are take place: absorption of plasma ions and electrons, secondary electron emission, thermionic emission. 
The process of MP charging by flows of electrons and ions is also accompanied by heating of the MP. The processes of 
charging and heating of the MP act on each other through the process of thermionic emission from the MP surface. 

In general, the floating potential and the temperature of the MP are described by the set of equations [4]: 

;

.

pl pl s th
i e e e mp

pl pl
e i s r th vap

I I I I dQ dt

P P P P P P mc dT dt

    


     
                                                 (1) 

The first equation of (1) describes the changing of the MP charge and includes the following charging processes: pl
iI  

and pl
eI  are the ion and electron currents from the plasma onto the MP surface, s

eI  is the secondary electron emission 
current from the MP surface, th

eI  is the thermionic emission current from the MP surface. 
Absorption of plasma particles is described by the OML theory and has the form 

  0       pl OML
aI e n v e , 

where ,i e   denote the particle species.  
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, 

is the current of particles   in a case of attractive MP potential and  
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   
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in a case of repulsive MP potential, 0n  is the plasma number density, Tv   is the thermal velocity of particles  , a  is 
the initial MP radius, a  is the MP potential. Secondary electron emission is described by the relation: 

s
e eI I , 

where  

max
| | | |exp 2(1 )a a

m m

e e
E E
  

 
   

 
 

is the secondary electron emission yield: mE  is the electron energy which corresponds to the maximum of secondary 
emission yield max . Thermionic emission current is described by the Richardson's law 

2 24 expth
e a

B a

e WI a AT
k T


   

  
 

, 

where, 
2

3
4 e Bm k eA

h


 , h  is the Planck constant, Bk  is the Stefan–Boltzmann constant, e  is the work function, aT  is 

the temperature of the MP. 3 /aW e a   is the decreasing of the electron work function (Schottky effect). 
The second equation of (1) describes the changing of MP temperature caused by energy flows the following 

processes: ( )
pl

i eP  is the energy flow of plasma particles to the MP; rP  is the energy radiated from the MP surface, vapP  is 

the cooling due to vaporization of MP substance, thP  is the energy flow from the MP surface is transferred by the 
electrons of thermionic current, sP  is the energy flow due to the secondary electron emission. The values of the 
respective energy flows are determined by the following relations: (2 )pl

e e eP kT e     , 
(2 )pl

i i iP kT e I e       , 4
rP T , (2 )th

th e b aP k T   , ( )s
e s sP e       , (2 )vap a B aP k T p    , where I is 

the ionization energy, ' exp
2

B a
a

a B a

k T pn
m k T

 
   

 
 is the atom flow of vaporized MP substance, 'n  is the concentration 
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of atoms in metal, p  is the energy of vaporization an atom, /th th
e eI e  , /e e

s sI e  , s   is the averaged energy of 
the secondary electrons. 

 
SPECIFIC OF CHARGING AND VAPORIZATION OF POSITIVELY CHARGED MP 

We consider the case of positively charged MP placed into the plasma. We suppose plasma number density 0n  is 
9 310 cm  electron eT  and ion iT  temperatures are 10eV  and 0.03eV  respectively. Calculations was performed for the 

residual gas pressure 410 torr , under this conditions the boiling point of the copper is close to the melting point and 
approximately equal 1350K [8]. The processes of charging and heating of the positively charged MP occurs the 
different way than the negatively charged MP. We suppose that the magnitude of MP charge is high enough such that 

ae e   , a se  , a e ie T T   , that is thermionic electrons and secondary electrons are captured by the 
electric field of the MP, the plasma ions are scattered on the positive potential of the MP. Therefore the ion current on 
the MP surface and the processes of thermionic emission and the secondary emission from the MP surface can be 
neglected as well as the energy flows related with these processes. Therefore charging of the MP is entirely as a result 
of absorption of plasma electrons. Thus, the set of equation (1) in the case of positively charged MP can be simplified: 

;

.

pl
e mp

pl
e r vap

I dQ dt

P P P mc d T dt

 


   
                                                                (2) 

Figure 1a represents the positive part of the MP potential which is solution of the first equation of the sets of 
equations (1) and (2).  From the Figure 1a it can be seen, that typical time of full (except the time interval where 

/eT e   ) charging ch  of MP depending on its size is 6 410 10 s  .  
 

 

 
Figure 1. The dependence of the MP potential on the time  (a)  /eT e   , (b) /eT e    and related temperature (c), the MP 
substance is copper initial value of MP potential is 0 50kV  , initial MP temperature is 0 300T K : 1 – 0.1a m , 2 - 0.5a m , 
3 – 1a m , 4 – 5a m . 

Figure 1b shows the part of the solution where the MP potential is lower than 10V  including negative values of 
the MP potential as well as steady state values (floating potential), which is obtained by solving of the set of equation 
(1). This result is consistent with previous work [4]. Further we will consider the case /eT e    that is described 
well by the set of equation (2). 
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The Figure 1c shows the numerical solution of the second equation of the sets of equations (1) and (2) that 
represents the changing of the MP temperature on the time. The MP temperature grows until reaches the boiling point 

bT  for the MPs sized 0.1 1 m  it takes 9 84 10 4 10 s    , then temperature stays constant for some time interval 
during which the vaporization of the MP occurs. During simulation the dependence the heat capacity on the temperature 
as well as the process of melting was neglected. 

In order to evaluate the parameters MP and plasma when the vaporization of the MP is possible we obtain 
analytical relations for the basic parameters such as electric potential of the MP, electron and power flows on the MP 
surface. From the first equation of (2) we obtain MP potential as a function of time: 

  0
att e    ,                                                                          (3) 

where 2 1
04 Te ee n v T   . Obtained function (3) described MP potential shown in Figure 1a. Electron flow and power 

associated with this flow on the MP surface in approximation OML theory under condition /eT e    have the form 

  2 2
0

      atI t a a e  ,                                                              (4) 

  2 2 2
0

  pl at
eP t a e .                                                                   (5) 

The time interval b  when vaporization of the MP is possible can be found from the condition of equality energy flows 
on the MP surface     0pl

e b r bP P   :  
2
0

4
1 ln

2 4b
ba T


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 .                                                                      (6) 

The process of cooling related with vaporization of the MP substance excluded from the equality (6), since the energy 
losses related with the vaporization lead to mass changing and it will be further taken into account. 

The energy transferred to the MP in the time interval b  cause the MP vaporization and can be evaluated as: 

    
2 4 2
0 0

4
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2 1 ln .
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e r b
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P t P T dt a
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
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 

     
 

                                            (7) 

The energy required to complete vaporization of the MP of radius a  is 34
3vap am H a H    , where H is the heat of 

vaporization,   is the density of MP substance. Substituting this value into (7) gives the condition of vaporization of 
MPs of radius  a in the case of positively charged MP:  

2 4 2
20 0

4
2 41 ln

2 4 3
b

b

T a H
T

    
 

 
   

 
.                                                (8) 

This equation gives the relation between specific parameters of MP substance such as density and heat of vaporization, 
the critical initial value of the MP potential and the critical MP radius that can be vaporized. Critical means that the 
obtained parameters separate two regions of the parameters where MPs can be vaporized and where is not. The 
numerical solution of the equation (8) is shown in the Figure 2.  

Figure 2 shows the critical curves for copper (1) and tungsten (2), the region of the parameters that lies under the 
curve corresponds to conditions the vaporization of the MP is possible. 

 
Figure 2. The dependence of the critical MP radius on the critical initial value of the MP potential which can be vaporized: 1 - 

copper, 2 – tungsten. 
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The closer to the curve parameters are the longer the process vaporization is, and vise verse the far the parameters 
from the curve the faster the process vaporization is. In the table 1 some critical values of initial MP potential and MP 
radius is shown. 
Table 1. Some critical values of initial MP potential and MP radius 

 0.1 m  0.5 m  1 m  
Cu 6kV  28.5kV  57kV  
W 8.5kV  39.5kV  78.5kV  

 
When the vaporization of the MP is possible the changing of the MP radius r  is described by the equation:  
 

2 2 4
0 4 4    rt

b
dre T H
dt

.                                                             (9) 

 
Numerical solution of the equation (9) for the copper MP is shown in the Figure 3. 
 

 
Figure 3. The dependence of the radius on the time at different initial radii a  and initial potential 0  of the copper MP, initial MP 

temperature is 0 300T K : 1. 00.1 , 10a m kV   , 2. 00.5 , 40a m kV    3. 01 , 70a m kV   . 
 

To simulation of vaporization process the initial parameters of the MP was taken close to the curve 1. From the 
Figure 3 it can be seen that at given parameters the time of vaporization of the MP with the radius 0.1 1 m  is 
0.7 2s s  . This result correlate with the simulation MP potential and MP temperature (see Figure 1a and Figure 1c) 
in this time interval the MP temperature is at boil point and MP potential still high enough ( 3 4

0 ~ 5 10 4 10 kV     ). 
Thus we can conclude that the placing preliminarily positively charged MP to high enough potential can lead to it 
partially or complete MP vaporization. 

 
CONCLUSIONS 

For the preliminarily positively charged metallic macroparticle placed into the low-temperature plasma the set of 
equations energy and current balance has been solved numerically. The transient values of the MP potential as well as 
relative temperature have been obtained.  

The particle is charged by the flow of electrons from the plasma. It is shown that the time of full (up to values of 
/eT e   ) charging ch  of MP depending on its size is 7 56 10 3 10 s    .  

The electron current from the plasma heats up the particle. In the case of /eT e    analytical relations for the 
MP potential, electron flow and power associated with this flow have been obtained. It was found that the MP heating 
time up to the boiling point for the MPs sized 0.1 1 m  is 9 84 10 4 10 s    .  

The equation for the initial value of the MP potential and its critical radius at which the particle can be vaporized 
has been derived and solved numerically. The critical values of radius and potential for copper and tungsten particles, 
which determine the region of the parameters where MPs can be vaporized, have been obtained. It is found that the 
initial potentials of the particles of radius 1a m  for the copper and tungsten MP that evaporated are equal 
57kV and 78.5kV  respectively. 

The equation describing the change in the MP radius during evaporation is derived and solved numerically. It is 
shown that for given initial potential of MP the time of vaporization of MP with the radius 0.1 1 m  is 0.7 2s s  . 
Thus the possibility of partially or complete vaporization in plasma of the preliminarily positively charged metallic MP 
has been shown.  
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ПОЗИТИВНО ЗАРЯДЖЕНІ МАКРОЧАСТКИ В НИЗЬКОТЕМПЕРАТУРНІЙ ПЛАЗМІ 
Олександр А. Бізюкова, Олександр Д. Чібісовb, Дмитро В. Чібісовa, 

Оксана А. Жерновниковаb, Тамара І. Дейниченкоb, Микола М. Юнакова 
aХарківський національний університет імені В.Н. Каразіна 

61022, Україна, м. Харків, пл. Свободи, 4 
bХарківський національний педагогічний університет імені Г. С. Сковороди, 

61002, Україна, м. Харків, вул. Алчевських, 29 
Розглянуто еволюцію позитивно зарядженої металевої макрочастинки, яка поміщена в низькотемпературну плазму. 
Досліджено вплив значення початкового заряду макрочастинок на динаміку електричного потенціалу та температуру 
макрочастинки, а також можливість випаровування макрочастинки внаслідок її взаємодії з частинками плазми. Чисельно 
розв’язана  система рівнянь балансу енергії та балансу струмів, яка заснована на OML теорії та враховує зміну потенціалу 
макрочастинок та її температури з плином часу. Розв’язок системи рівнянь показує еволюцію потенціалу та температури 
макрочастинок протягом інтервалу часу з моменту розміщення макрочастинки у плазмі до моменту, коли макрочастинка 
зарядилася до плаваючого потенціалу. Позитивний заряд макрочастинки виключає появу термоелектронної емісії та 
вторинної електронної емісії з поверхні макрочастинок, а також механізми охолодження макрочастинок які пов'язані з цими 
процесами. Отримано аналітичні вирази, що описують потенціал макрочастинки, електронний струм на макрочастинку, а 
також потужність, що передається електронами плазми у випадку, коли енергія притягання електронів до макрочастинки 
значно перевищує енергію термоелектронів, енергію вторинних електронів та енергію іонів плазми. Розв’язано спрощена 
система рівнянь балансу енергії та балансу струмів для позитивно зарядженої мікрочастинки, розв’язки спрощених рівнянь 
збігаються з розв’язками загальних рівнянь в області позитивних значень потенціалу макрочастинок. Розрахунки 
показують, що під час заряджання макрочастинки її температура зростає аж до температури кипіння речовини 
макрочастинок. Отримано та чисельно розв’язане рівняння, яке визначає умови, за яких можливе випаровування 
макрочастинок. Показано можливість випаровування макрочастинок заданого розміру (критичне значення радіуса) 
внаслідок початкової зарядки до високих позитивних значень потенціалу. Отримано залежності критичного значення 
радіуса від початкового значення потенціалу для макрочастинок вольфраму та міді, які можна випарувати в 
низькотемпературній плазмі. Отримані розв'язки обмежують область параметрів, де випаровування макрочастинки 
можливе, а де ні. Розраховано критичні значення потенціалу для частинок міді та вольфраму з розмірами 0,1 і 1 мкм. 
Отримано залежність радіусу макрочастинки від часу в процесі випаровування. 
Ключові слова: макрочастинки, пилові частинки, пилова плазма, плаваючий потенціал, випаровування. 
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In this work, in the process of plane-wave ultrasound probing from different angles the attainable spatial resolution was estimated on 
the basis of the previously developed theory of the Doppler response formation. In the theoretical calculations coherent compounding 
of the Doppler response signals was conducted over the period of changing the steering angles of probing. For this case an analytical 
expression for the ultrasound system sensitivity function over the field, which corresponds to the point spread function, is obtained. 
In the case of a rectangular weighting window for the response signals, the resolution is determined by the well-known sinc-function. 
The magnitude of the lateral resolution is inversely proportional to the range of the steering angles. It is shown that the theoretically 
estimated magnitude of the Doppler system lateral resolution, when using the technique of coherent plane-wave compounding, is in 
good agreement with the experimental data presented in literature. 
Keywords: ultrasound imaging, Doppler spectra, synthetic aperture technique, coherent plane-wave compounding, continuum model 
of scattering, sensitivity function, point spread function, response formation.  
PACS: 43.28.Py, 43.35.Yb, 43.60.-c, 87.63.D-, 87.63.dk 
 

At present, along with the conventional techniques of ultrasound probing, some techniques, which use plane waves 
with different propagation directions [1-3] or wave fronts with a different spatial configuration, are rapidly developing 
[4, 5]. The essence of the technique is in the coherent compounding of the set of recorded ultrasound response signals 
for each point in space. The described principle of ultrasound probing is implemented, in particular, with the methods of 
synthetic aperture [4], coherent plane-wave compounding (CPWC) [3], as well as with their varieties and specific 
techniques [6-13]. 

The synthetic aperture data acquisition technologies allow achieving the best focusing at any point in the region of 
interest and obtain a sufficient amount of data for accurate resolution of flows velocity. The described advantages of the 
technique, in comparison with the conventional ultrasound one, are significant and make it possible to build full field-
of-view tissue displacement and Doppler images at high frame rates and high resolution for various medical 
applications, including Dopplerography [8-11, 14-16], elastography [2, 3, 12, 13], and so on. However, application of 
these techniques requires massive computational demands, what entails an increase in the cost of medical equipment 
[17, 18]. Therefore, the task to develop new technique modifications, which can be easily integrated into the existing 
ultrasound systems and utilize the delay-and-sum hardware to reduce the computational costs and improve the image 
quality, remains highly relevant [6, 7]. It is also necessary to optimize the parameters that affect (characterize) the 
quality of images, obtained using the synthetic aperture technology [3, 11, 13, 15, 19-24].  

The development of ultrasound Doppler techniques, with using the technology of coherent compounding of 
ultrasound response signals, made it possible to improve spectral estimations in comparison with those obtained, when 
using the conventional Doppler techniques [8]. A number of experimental works are devoted to the estimation of the 
velocity vector [9, 14, 22, 25], visualization of low-velocity blood flows [8, 10] and of small vessels [26], simultaneous 
visualization of blood flow and the vessel wall motion in the arteries [27], as well as the implementation of three-
dimensional imaging for all the Doppler techniques (3-D ultrafast power Doppler, pulsed Doppler, color Doppler 
imaging) [11]. The effect of the influence of the ultrasound scatterers motion on the Doppler signal correlation function 
was theoretically investigated in [28], and in [23, 29] a motion correction scheme, which allowed to improve the 
accuracy of the velocity estimation, as well as to improve the signal-to-noise ratio, was developed. A number of 
experimental works are devoted to the development of new techniques within the frame of the plane-wave 
compounding technique, which allow improving the image quality in terms of lateral resolution, contrast ratio, and 
contrast-to-noise ratio both for two-dimensional B-mode (brightness mode) images [30-34] and for Doppler techniques 
[35-37].  

Despite the existence of numerous theoretical and experimental works, devoted to the coherent compounding for 
Doppler applications, the studies of the best achievable spatial resolution of an ultrasound system are ongoing up to 
now, with using the Doppler method for determining the rate of motion. A general theory of the Doppler response 
formation was developed in [38, 39], which in [40] was generalized for the case of application of the technology of the 
emitted ultrasound beam dynamic focusing by the synthesized aperture method. In the present work, the spatial 
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resolution for the plane-wave coherent compounding was estimated on the basis of the previously developed theory of 
the Doppler response formation.  
 

THEORETICAL MODEL 
The present theoretical model of ultrasound scattering by biological tissues and fluids is based on the fact that 

these objects interact with the ultrasound field like an isotropic continuous medium [41, 42]. Within the framework of 
the continuum model, the ultrasound is scattered by the density inhomogeneities  ,r t   and by the medium bulk 

compressibility  ,r t  , and the power spectrum of the Doppler response signal can be represented as in [39, 40, 43] 
 

         1 024 *
0 0 1 1 1 0 0 1, , ,ik r ri

p p
R

S k d e e G r t G r t C r r dr dr      
         ,     (1) 
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        , 

where k


 and 2 /k    are the wave vector and wave number of the ultrasound transducer field in the plane-wave 
approximation,   is the wavelength, ...  is the mean value over the statistical ensemble, 1 0t t   , 

     1
0, , ,r t r t r t      

    and    1
0 0, ,r t r t      

   are the dimensionless fluctuations of the medium 

density and its volume compressibility relative to their space-time mean values 0  and 0 , and the space-time 
characteristics of the density and compressibility fluctuations are described by the correlation function  1 0 ,C r r 

  .  The 

complex function of the distribution of the ultrasound system sensitivity  ,pG r t   over the field depends on the shape 
of the probing pulses, as well as on the amplitude and phase characteristics of the incident and reflected wave beams. 
When considering a synthesized aperture regardless of the method applied for determining the Doppler shift frequency 
and the spectra, described in [40, 43], in the known sensitivity function [41] its time dependence must be taken into 
account:  

 

       
 1
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, , ,p t r

x r
G r t G r t G r t b T

c t
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
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where  b t  is the envelope of the probing pulse, 1T  is the sampling time that determines the probing depth,  ,tG r t   

and  ,rG r t   are the amplitude of incident waves and the function of the transducer sensitivity to the scattered waves, 

respectively,  x r   is the distance along the axis of transducer from its emitting surface to the origin of the coordinate 

system , ,x y z  in the region of interest,  c t  is the propagation velocity of wave front along the axis  x r  . The time 

dependence of the magnitude  c t  arises due to the change in the direction of propagation of the emitted plane waves at 
different probings, as well as to different directions of the wave reception. As a result, in addition to averaging over the 
statistical ensemble, an averaging over the initial instant of time 0t is necessary, which is indicated in expression (1) by 
the top line.  

Two different feasible strategies for collection of information in the process of an ultrasound Doppler signal 
formation are described in [40], which utilize the dynamic change in the angles of radiation and the wave beam 
reception. For each case, general expressions were obtained for the Doppler signal power spectrum, whose width, 
according to the well-known Nyquist limit and the Rao-Cramer relation [41, 44], allows assessing the measurement 
accuracy of the Doppler spectrum average frequency. It was noted in [43], that the formation of the Doppler response 
directly from a sequence of response signals for the sequence of different directions could lead to broadening of the 
Doppler signal spectrum. In the physical sense, such a broadening has the same nature as that in the case of uniformly 
accelerated motion of ultrasound scatterers [45]. 

To the coherent compounding of discrete complex Doppler response signals at different directions of probing, 
their summation corresponds, in which the Doppler response is formed from such total values. In the first 
approximation, the summation can be replaced by integration over the period T of changing the directions of probing. 
In the case of coherent compounding, the Doppler spectrum width does not depend on the frequency-response 
characteristics of the sensitivity function [40]: 
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where  2 , iG q k 
  is the Fourier-transform of the sensitivity function  ,pG r t  ,  , kC q   are the spectral 

components of the correlation function, k  are the Doppler shift frequencies of the scattered wave, and q  is the 
scattering wave vector. This circumstance indicates the principal feasibility to combine the optimal parameters of the 
Doppler estimation of the blood flow velocity with a high spatial resolution. 
 

RESULTS 
Expression (3) establishes only a general relationship between the power spectrum of the ultrasound Doppler 

response signal with the scatterers’ motion spectral characteristics and the sensitivity function of the system. In general 
case, the resolution of the ultrasound diagnostic system is determined by its point spread function (PSF). To 
demonstrate the advantages of the synthetic aperture technology over conventional methods in terms of improving the 
spatial resolution, let us analyze the function of sensitivity  , 0p iG r  

 . In the case, when the plane-wave coherent 
compounding is considereed, it is just this quantity that represents the PSF of the ultrasound diagnostic system. 
Therefore, the resolution at the given level can be estimated from the corresponding width of the sensitivity function 

 , 0p iG r  
 . 

In the case of probing a biological medium by plane waves at different angles, the quantities  ,tG r t  and  ,rG r t   

are time dependent due to the wave vector  k t


, which changes with the change in the direction of probing in time (see 

Fig. 1, left). The propagation velocity of the plane-wave inclined front with the wave vector  k t


 along the direction 

x  is equal to    0 / cosc t c t  , where 0c  is the equilibrium rate of ultrasound waves in the medium,  t  is the 

angle between the direction of the wave vector  k t


and the axis x . In accordance with this fact, the probing depth for 
the given sampling time is equal to 0 0 1 / 2cosl c T  .  

Figure 1. Relative position of the coordinate systems linked to the transducer and the region of interest, when probing with plane-
wave fronts at different angles (left). Example of CPWC: five plane waves are transmitted and compounded. The least transparent 
region is the region with the highest resolution (right).  

In the case of plane-wave fronts, the sensitivity function has the form: 
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where 0G is a constant dimensional coefficient,  k t


 is the direction wave vector, corresponding to time t , and its 
Fourier component can be described by the expression 
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As a rule, in CPWC the angle  t  at all steering angles can be considered small, then from Fig. 1 (left) it is 
obvious that the first term in the exponent of the integrand can be represented as 
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Then, substituting the last expression in (5), we obtain 
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Generally, in CPWC all the transmit angles are distributed symmetrically about 0  and equally spaces, as Fig. 1 
(right) shows. As a result, the expression for the frequency component of the sensitivity function is reduced to the 
integral, which can be easily taken analytically. Then, when integrating (6), one can introduce the angular velocity of 
rotation of the wave vector  k t


in accordance with the law  t t   . In addition, with the smallness of the angle   

taken into account, one can use the expansion of the sine and cosine in the linear approximation in  .  

 
 

 

/ 2 40 2
1 0 1

0 0/ 2

sin 22 22,
2

2

j
T t jik y i t

p j
T

j

Tk yG x xG r e b T dt G b T
TT c ck y







 



     
       

    


 .     (7) 

In the general case of a dynamically changing radiation field, the Doppler signal is a sequence of discrete values of 
the response signals for the sequence of different angles, and the dependence on frequency j  of the sensitivity 
function is described by expressions (5)-(7). This value has its maximum at the frequency component, which depends 
on the value of the transverse coordinate y : 2j k y    . In the considered case of coherent plane-wave 
compounding, the sensitivity function takes the form: 

  0 1
0

sin 2, 0p j
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We note right away, that in accordance with these expressions, the resolution in the transverse direction does not 
depend on the probing depth and is determined by the so-called sinc-function sinc( ) sin /x x x . Such a form is 
associated with the choice of the rectangular weighting function for the response signals at different steering angles. 
The use of other known weighting windows, when integrating in (6), allows suppressing the side lobes of the sensitivity 
function with some broadening of the main lobe.  

Nevertheless, when using expression (8), it is easy to estimate the attainable resolution. In particular, the first zero 
of the sensitivity function appears at such a value of the transverse coordinate, which satisfies the equality 0k Ty   .  

Here we obtain the width of the sensitivity function 

0
max

2 2
2 2

d y
T

   
 

,         (9) 

where max2  is the entire range of the steering angles, i.e. the angle between the extreme directions of the wave 
vector. 

In a number of experimental works [30, 35], the full width at half maximum (FWHM, -6 dB beam width), which 
characterizes the main lobe of the directivity diagram, is used to estimate the resolution for the point targets both in the 
longitudinal and transverse directions. The numerical estimate for the sensitivity function width at the level of 6 dB 
gives the value 

6 6
max

0.32dB dBd y  


,        (10) 

Where 6dBy  is the root of the equation 1
26 6sin dB dBy y   along the interval 60 dBy   .  

 
DISSCUSSION 

Generally, the CPWC uses a sequence of N  of several consecutive emissions of broad wave beams at different 
angles   (see Fig. 1 (right)). As it follows from expressions (9)-(10), the Doppler system lateral resolution depends 
only on the maximum angle max , but not on the number N  of the probing angles. For this reason, an increase in the 
frame rate at the same resolution can be obtained by decreasing the number of probing angles (without changing the 
value of the maximum probing angle). 

However, the number of insonifications of the medium significantly affect the image contrast and the signal-to-
noise ratio [3, 35]. It is the expression (3) that shows the response signal power to be proportional to the value 2T , 
which actually represents the square of the value N  of the number of probing wavefronts over time T . Therefore, a 



120
EEJP. 1 (2022) Iryna V. Sheina, Eugen A. Barannik

decrease in the value N , while maintaining the value of the maximum angle leads to a decrease in the contrast [35], 
and the signal-to-noise ratio increases with an increase of N , as long as, when summing the random noise, its power 
increases by N times, what results in the signal-to-noise ratio to be proportional to N , which corresponds to [3]. 

If assuming /12   , then from (9) and (10) we obtain 2d   and 6 1.2dBd  , respectively, which 
correspond to the values, which are usual for the lateral resolution in the focal region of the standard system. Thus, in 
[35] the central frequency was equal to 8MHz , which corresponded to the wavelength 0.1925mm  , 

12 /15    , and the resolution was in the range from 0.33mm  (at the probing depth of 1 cm ) to 0.50mm  (at the 
probing depth of 2.8 cm ). The resolution values, calculated according to expressions (9) and (10), are equal to 

0.46d mm  and 6 0.28dBd mm , respectively. 
Strictly speaking, when using the synthetic aperture technique, the width of the measuring volume is determined 

not only by the functions  ,tG r t  and  ,rG r t  , but also, to a small extent, by the probing pulse duration. This effect 
can be taken into account, if in the expression for the Fourier component of the sensitivity function (6), the expansion is 
carried out up to the quadratic ones by   terms in the argument of the pulse envelop, what will result in additional 
weak time dependence. 

The estimates of the Doppler system lateral resolution show that, in contrast to the traditional Doppler methods, 
the attainable lateral resolution, when the technique of the coherent plane-wave compounding in the entire range of the 
probing depth is applied, is not worse than that in the focal region at the traditional ultasonic focusing. Such methods as 
ultrafast power Doppler imaging (Coherent Flow Power Doppler – CFPD) [10] make it possible to evaluate low-
velocity blood flows in small vessels (<1mm). Color Doppler mapping in small vessels is extremely important, for 
example, in clinical cases of the development of abnormal growth of vessels structures, such as angiogenesis in cancer 
[46], or those caused by inflammation processes [47]. The varieties of Doppler techniques allow suppressing incoherent 
noises and artifacts, associated with the biological structures motion, thereby significantly improving the quality of the 
resulting image, what is confirmed by clinical investigations [48, 49].  

From the point of view of spectral estimates, when using the technology of coherent plane-wave compounding, it 
is necessary to determine properly the total Doppler power spectrum. To obtain the corresponding analytical expression, 
the integral in expression (3) should be calculated using the expression for the sensitivity function (8), which was 
obtained in the present work. The solution to this problem is beyond the scope of this work and is of interest for further 
studies of the CPWC method.  
 

CONCLUSIONS 
Improving the quality of biological object images, obtained by ultrasound Doppler studies, is an urgent task. The 

problem of low- flow imaging in small vessels is especially acute, when using traditional imaging techniques, where the 
feasibility of clutter filtering is a major challenge, since only a small number of temporary samples are available for 
processing. 

The appearance of the new technique for the coherent plane-wave compounding has provided a better quality of B-
images and the possibility of continuous collection of information for the Doppler modes, as compared to the traditional 
techniques. The technique allows to build the full field-of-view tissue displacement and Doppler images at high frame 
rates and high resolution, while continuous data collection provides new opportunities for clutter filtering and imaging 
the low-velocity flows. In accordance with the CPWC technology, a high-resolution image is formed by coherent 
compounding of ultrasound response signals, obtained from a set of probing pulses from different steering angles. 

In this work, an estimation of the achievable spatial resolution was carried out with using the CPWC technology 
based on the previously developed theory of the Doppler response formation with a dynamic change in the direction of 
ultrasound waves. An analytical expression has been obtained for the ultrasound system field sensitivity, which in the 
case of a rectangular weighting window for the response signals is determined by the sinc-function, well known from 
the theory of focusing. The magnitude of the lateral resolution, which is inversely proportional to the range of the 
steering angles, does not depend on the total number of the steering angles and the probing depth. It is shown that the 
theoretically estimated magnitude of the Doppler system lateral resolution, when using the coherent plane-wave 
compounding, is no worse than that in the focal region with the traditional focusing of ultrasound, and is in good 
agreement with the experimental data presented in literature. 
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РОЗДІЛЬНА ЗДАТНІСТЬ УЛЬТРАЗВУКОВОЇ ДОППЛЕРІВСЬКОЇ СИСТЕМИ ПРИ ВИКОРИСТАННІ 
ТЕХНОЛОГІЇ КОГЕРЕНТНОГО КОМПАУНДІНГУ ПЛОСКИХ ХВИЛЬ 

І.В. Шеіна, Є.О. Баранник 
Кафедра медичної фізики та біомедичних нанотехнологій, Харківський національний університет імені В.Н. Каразіна 

М. Свободи 4, Харків, 61022, Україна 
В роботі на підставі розвиненої раніше теорії формування допплерівського відгуку проведені оцінки досяжної просторової 
роздільної здатності при ультразвуковому зондуванні плоскими хвилями з різних ракурсів. В теоретичних розрахунках 
когерентний компаундінг сигналів допплерівського відгуку проводився за періодом зміни ракурсів зондування. У цьому 
випадку здобуто аналітичний вираз для функції чутливості ультразвукової системи за полем, яка відповідає функції відгуку 
точкового джерела. У випадку прямокутного зважувального вікна для сигналів відгуку роздільна здатність визначається 
добре відомою sinc-функцією. Величина поперечної роздільної здатності обернено пропорційна діапазону ракурсних кутів. 
Показано, що теоретично оцінена величина поперечної роздільної здатності допплерівської системи при використанні 
технології когерентного компаундінгу плоских хвиль добре відповідає представленим в літературі експериментальним 
даним. 
Ключові слова: ультразвукова візуалізація, допплерівський спектр, технологія синтезованої апертури, когерентний 
компаундінг плоских хвиль, континуальна модель розсіяння, функція чутливості, функція відгуку точкового джерела, 
формування відгуку 
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