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STUDY OF “N(y,np)3a. REACTION FOR E, UP TO 150 MeV'

Serhii N. Afanasiev
National Science Center “Kharkov Institute of Physics and Technology”, Kharkiv, Ukraine

E-mail: afanserg@kipt.kharkov.ua
Received November 3, 2021; revised December 24, 2021; accepted March 13, 2022

The reaction “N(y,np)3a induced by bremsstrahlung photons of endpoint energy E,m¥ = 150 MeV has been investigated using diffusion
chamber, which is placed into the magnetic field. The distribution functions of the reaction yield, the energy and momentum of the
final particles from E, were measured and it was determined that at Ey > 45 MeV, change in the behavior of these functions occurs.
The average energy T**" was calculated for the particles with the energy falling within a 1 MeV interval of the total kinetic energy
To= Ey - Q, where Q is the energy threshold of the reaction (Q = 19.77 MeV). At To ~ 20 MeV, the dependence of the contributions
from T#¥*" to To changes sharply. At To > 20 MeV, most of the energy is carried away by nucleons, their relative contribution is equal,
and this agrees with the assumption of the quasideuteron interaction mechanism. The momentum distribution distributions for the
neutron and proton have a similar form, with a strong shift of the maximum towards higher energies with an increase in the energy of
the y quantum. For a system of 3a-particles, in each distribution, peak is observed centered at 100 MeV/c, the relative contribution of
which smoothly decreases with increasing momentum, and a wide high-energy "tail" appears. The energy and angular correlations of
the np-pair depends on both of the energy Ey and the momentum of the system of 3a-particles.

Keywords: diffusion chamber, photoreaction, '“N nucleus, np-pair, energy and angular distributions.

PACS: 25.20.-x.

The mechanism of (y,np) -reactions has been a subject of research interest for many years. At energy above the giant
resonance, the photonuclear reactions represent an effective instrument for studying nucleon correlations, which are an
important component of information on nuclear forces, cluster configurations, and meson-exchange currents in nuclei.
Studying of the photon absorption mechanism by the correlated np-pair offers a possibility to look into the problem of
nucleonic interactions at small and medium distances. The phenomenological quasideuteron model has successfully
explained (y,np)-reactions at intermediate energies [1-3]. This model can express two-nucleon knockout cross-section by
two factors: the function, proportional to the probability of finding a nucleon pair in the nucleus and a Fourier transform
of the correlation function. At energies below the meson production threshold y-quanta are absorbing by correlated
nucleon or by nucleon pair at the time of the meson exchange. Single-nucleon emission arises when either the proton or
the neutron escapes and the other participating nucleon being reabsorbed into the nucleus through final-state interactions.
Recently, the model has a further development in new microscopic approaches. An agreement with experimental results
was achieved taking into account meson exchange currents [4] and collective nucleus characteristics in the framework of
shell model [5]. Experimental results about of a highly excited final nuclear state formation in (y,np)-reactions are needed
to verify the prediction of the model.

In this article, we present results obtained by studying the photodisintegration of nitrogen nuclei via the reaction
“N(y,np)3a at the energies below the meson production threshold. The results given here were obtained by using a
diffusion chamber [6-7] placed in a magnetic field and exposed to a beam of bremsstrahlung photons, their endpoint
energy being 150 MeV. Low pressure in the chamber and matching of the target and the detector made possible to measure
the kinematic parameters of all charged particles from reaction threshold in a wide range of energies and angles and to
obtain information on excited intermediate states of nuclei.

The chamber used operated in a mode that made it possible to separate singly and doubly charged particles visually
and to compare the ionization density and the width of a track after measuring its radius of curvature. Four-prong events
featuring three doubly charged and one singly charged particles were measured simultaneously. The reaction being
studied was separated on the basis of the imbalance of the transverse momentum P.L, which is equal to the sum of the
transverse momenta of the four particles involved. If this imbalance was equal or greater than 30 MeV/c, the respective
event was attributed to the reaction being studied. The background-reaction (y+'“N—d3a) contribution was estimated at
3%. From the laws of conservation of energy and momentum, the energy of a y-quantum equals

2 2 2
m- +P°-(M-E
E - (M-E) )
2-M-E+P)
where m and M are the neutron and the '*N nucleus masses; E and P are, respectively, the total energy and the total
momentum of the proton and three “He nuclei appearing in the final state; and Py is the projection of this total momentum
onto the direction of the photon momentum. In the experiment, the axis OX was directed along the beam of y-quanta. The

7 Cite as: S.N. Afanasiev, East. Eur. J. Phys. 1, 5 (2022), https://doi.org/10.26565/2312-4334-2022-1-01
© S.N. Afanasiev, 2022
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kinematic parameters of a neutron were obtained with the help of conservation laws after having calculated the y-quantum
energy.

Earlier in our experiment, we mainly carried out [8 - 10] studies of (y,np)-reactions on “He, '2C, N, and '°O nuclei
with the formation of a residual nucleus in the ground state. There is also information about the reaction (y,np)a®Li on the
12C nucleus [9]. At energies above the giant dipole resonance, the experimental data agrees with the calculations within
the framework of the mechanism of photon absorption by an np-pair.

EXPERIMENTAL RESULTS

We have measured dependence of the number of events for the reaction “N(y,np)3a in the photon energy range
from the reaction threshold up to 150 MeV with a step of 2 MeV. The results are shown in Fig. 1a as a histogram.

The measured energy dependence of the number of events exhibits a broad resonance centered at 40 MeV. The rate
of decrease in the energy dependence undergoes a change in the region around 45 MeV. Solid curve in Fig. 1a demonstrate
the fitting experimental data by using of a linear combination of two Gaussian functions with parameters
E/'=34.8+0.41 MeV and T'! = 10.39 £ 1.19 MeV (curve 1), E> = 62.99 + 2.74 MeV and I'? = 54.79 + 6.65 MeV
(curve 2). The fit qualitatively describes the presented distribution. The area of the function in the region of the first
maximum is half that in the region of the second maximum. For E, > 45 MeV, the main contribution is made by the
function describing the "high-energy" tail.

A similar irregularity in the region of this energy value was previously observed in the reactions "“N(y,np)'?C [8].
The results are normalized in the region around 40 MeV and are represented by open circles in Fig. 1b. The experimental
curves have the same slope and this, apparently, is associated with the same mechanism of interaction of the y-quantum
with the nucleus.

Previously (article [8]), a comparison of the cross sections (y,np) of reactions on '2C, N, and %0 nuclei with
calculations in different theoretical approaches was made. The change in the rate of decrease in the cross section at around
40 MeV may possibly be due to a transition from the mechanism of direct nucleon knockout to the pair-absorption
mechanism.

454
14N(y,np)3o¢ —0—n
1201 o p
301 a
804
a)
154
o 40
a y
5 >
q>) _ § 0 T T T T
Loa 1 50 9 _0 Zjn 50 75 100
5 27 7] N )
O = 1 o Nmax /O/
g 64 24— a P o~
) P! % o/ O b)
1 el o///
+ + )& 3 - g—7"
30- H#ﬂ o P
° 14N('\{ np)}a + +##+ y N ] /O /é/ﬁ/B/A A\
14 12 o O/ﬁ/ﬁ/
oL Naane o oL | | |
60 9 120 150 0 5 10 15 20
E. MeV T, MeV

Figure 1. The reaction yield depending on the energy of the y-  Figure 2. Dependence of the average kinetic energy of the final
quantum: a) — histogram, b) - closed points. Curves - fitting by a  particles on the total kinetic energy.

linear combination of two Gaussian functions. Open points -

reaction N(y,np)'2C.

Let us consider the relative contribution of the final particles to the total energy dependence of the reaction Ty, which
was defined as To = Ey - Q, where Q is the energy threshold of the reaction (Q = 19.77 MeV). The average energy T**
was calculated for the particles with the energy falling within a 1 MeV interval of the total kinetic energy. The circles are
in the centers of intervals and in Fig. 2a the dependence T*¥*" of the final particles are plotted. The histogram step equals
5 MeV. The squares show the distribution of T** for the neutron, circles — for the proton, and the triangles — for
a-particles (due to the inseparability of a-particles, the figure shows the average value for three a-particles).
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At To ~ 20 MeV, the dependence of the contributions from T#*" to Ty changes sharply. The value 20 MeV
corresponds to the position of the maximum of the reaction’s yield at E, ~ 40 MeV (fig. 1) and will be used further as the
boundaries of the intervals in the analyze of events. The dependences of the average kinetic energy was approximated by
the linear functions and the results of these fits are given in the second and third columns of the Table 1 for all final
particles.

At To > 20 MeV, most of the energy is carried away by nucleons, their relative contribution is equal, and this agrees
with the assumption of the quasi-deuteron interaction mechanism.

At Ty < 20 MeV another mechanism is possible. In the direct mechanism, knocked out nucleon carries most of
energy of the final state. The energy of other products of the reaction amounts a smaller portion and weakly increases
with the energy of the y-quantum. Therefore, in each event are compared proton and neutron energy in c.m.s. Nucleon,

which has higher energy, was considered the leading

nucleon (N™), and nucleon, which has lower energy, was

100 - # considered the accompanying nucleon (N™"). In the

\% y-quanta energy interval of 1 MeV the kinetic energies of
the leading and accompanying nucleon, which fall into
this interval, are separately summed. Total energies are
divided on number of events, which fall into interval
(Table 1, rows 5-6). Received average values are shown in
Fig. 2b with circles for the leading nucleon, the squares
are for the accompanying nucleon data and the triangles
are for o-particles. An average energy divided by the
200 intervals increases with y-quanta energy increasing. This
fact applies not only to the leading nucleon but also to the
rest of nuclear decay products, which is a spectator in the
direct mechanism model. The nucleon average energies
are proportional to the total energy of the reaction product.

The leading nucleon average energy to the
accompanying nucleon average energy ratio was
determined and within the limits of errors, it has a value
of 2. According to y-quantum, absorption by the nucleon
pair model it should be expected this ratio near 1.

T*v*" for a a-particle increases at small T, but already
100 4 W at To > 20 MeV the relative contribution T**(a) is

) ## constant and insignificant.

Assuming a statistical distribution of energy between
particles, we can calculate the average energy carried
away by each particle as a function of Ty [11]:

3 IS T=%-TO, )

0 100 200 300 400 (n-1)-

where A and M are the atomic numbers of the target

nucleus and the researched particle, respectively; and n is
Figure 3. Reaction yield as a function of the particles the numbe.r of par'tlcles in the final state. .

momentum: a) E, < 45 MeV, b) E, = 45 — 70 MeV, ¢) E, > 70 In this reaction, the values of calculation by eq. (2)

MeV. The notation for the curves is explained in the text. correspond: for the nucleon — 0.23 and for a-particles —
0.18 (should be remembered that there are three

100

number of events

P, MeV/c

a-particles in the final state).

The experimental values for all final particles at To < 20 MeV (Table 1, column 2, lines 2 - 4) agree with the
calculation. Note the sharp change in the dependence at To > 20 MeV, main part of the energy is carried away by the
nucleons. The low rate of change in the dependence of distributions for a-particles may indicate that they are decay
products of intermediate excited states.

The momentum distribution of final particles f(P) was measured in a laboratory system in three energy intervals:
a) Ey <45 MeV, b) E,=45-70 MeV, c) E,> 70 MeV. The intervals are chosen so that the statistical coverage in each is
approximately the same.

The results are given in Fig. 3. The points are placed at the middle of the histogram step, which is equal to 15 MeV/c.
The number of events per 1 MeV/c are plotted along the ordinate, and the measurement errors are statistical. The squares
show the distribution of for the neutron (P,), circles — for the proton (P;), and the triangles — for the system 3a.-particles
(P34). The distributions for the neutron and proton have a similar form, with a strong shift of the maximum towards higher
energies with an increase in the energy of the y-quantum.



8
EEJP.1(2022) Serhii N. Afanasiev

For a system of 3a-particles, in each distribution, a peak is observed centered at 100 MeV/c, the relative contribution
of which smoothly decreases with increasing momentum, and a wide high-energy "tail" appears.

In the region of the peak, the distribution for the neutron and proton was approximated by a Gaussian function. The
position of the maxima (columns 2-3) are given in Table 2 for various values of the photon energy (column 1) and they
coincide for both particles within the error limits.

Solid curve in Fig. 3a demonstrates the fitting of the momentum distribution for the system 3a-particles, by using
of a linear combination of two Gaussian functions (curves 1 and 2). The fitting parameters are the momentum positions
of the peaks and the results of fitting are quoted in Table 2 (column 4). The positions of the 1st peak for all three energy
intervals coincide within the error limits, but the relative contribution decreases with increasing energy E, — a) 89.25 %,
b) 31.55 %, c) - 23.55 %.

Table 1. Dependence of the relative contributions of the average Table 2. Momentum distributions of reaction products.
kinetic energy of particles on To.
Pn, MeV/c | Py, MeV/c | P3q, MeV/e
To<20MeV | To>20MeV 1. 97.34+2.6
+ +
n 028+ 0.1 0.48% 0.1 @) | SASELA | S63EL3 ) ) es 43
p 0.27+0.1 0.49+ 0.1 1. 95.6+3.1
b 129.5£2.8 | 121.2£1.3
o 0.152 0.1 0.01= 0.1 ) 2.192.7:3.3
Nmin 0.16£ 0.1 0.32+£0.1 1.101.2+2.3
+ +
N | 0.39+ 0.1 0.66= 0.1 ©) | 228228 | 2224522 | 5 504.945.1

Earlier, in the “He(y,np)d reaction, a peak in the momentum distribution of deuterons was revealed [10] in the interval
between 50 and 100 MeV/c. As the momentum grows above 100 MeV/c, the reaction yield decreases smoothly. The peak
in the momentum distribution of deuterons is explained by the contribution of the quasideuteron model without final-state
interaction. The position of the maximum is independent on the photon energy. This can be explained based on the law
of conservation of energy - deuteron is a spectator and the peak width is associated with the momentum distribution of
quasideuterons in the target nucleus.

It is concluded that the momentum distribution of the residual nucleus in (y,np)-reactions can be very sensitive to
changes in the reaction mechanism and can help to find the area of the manifestation of models of interaction of a
y-quantum with a nucleus.

In the studied reaction (**N(y,np)3a) the peak at P3, ~ 100 MeV/c can also appear due to the contribution of the
quasideutron model without taking into account the interaction in the final state.

The dependences of the relative energy (n.p) and relative angle (tn,) distributions on the energy of the y-quantum

and the momentum of the system of 3a-particles are

150+ obtained.

| E<45Mev . The kinetic energy of the relative motion of the
o EZT0MeV /D/ N proton and neutron in their center-of-mass system is
100+ - A Top = [(En + Ep)? - (Po + P)?]"2 — (m, + my) where Ey, Ep;
- - \-\-\ D/ L P,, P,; m, m, - total energies, momentums and masses of
a 504 e 5<Dj. a) the nucleons respectively. It forms a part of the relative
k= D/ N\ energies Nnp = Tnp / (Ey - Q), where E, - y-quantum energy,

O - o \'\-\ Q - reaction threshold.
2 0 Joooe T i . =S The relative angle of the nucleon pair is Tny=01,/180,
“'5 0 0,5 1,0 where @y, is the nucleon scattering angle in center-of-

o 2251 nnp mass system.

8 1o PBa) < 110 MeV . /o\ . The distribution of events by nyp is shown in Fig. 4a
& 1501 PGo)> 170 MeV / ) in two intervals of the y-quantum energy: E, < 45 MeV
a J (opened circles) u E; > 70 MeV (closed circles). The
o / b) distribution of events by Ty, is shown in Fig. 4b in two
75+ 5 O/O/ >\O intervals of the momentum distribution the system
N oo’ oS \O\O\O * 3a-particles: Ps, < 110 MeV (opened circles) and
0 . _/./070\04\0/.:. ' \(l P34 > 170 MeV (closed circles). Such intervals on E, and
0,0 0,5 T 1,0 P34 are chosen to estimate the influence of the boundary
np conditions on distributions on 1Mn, and Tnp. In the first

region, the distribution is practically symmetric with
respect to 0.3, and in the second the distribution maximum
shifts ton ~ 0.85. The phase distribution for the three-body
final state is nearly symmetrical in relation to 0.5.

The simplest models of the mechanism of photon absorption by “He nucleus were used in analyzing experimental
data for the reaction *He(y,np)d [10]. The pole diagram represents the quasideuteron model (model 1) - nucleons arising

Figure 4. The dependences of the relative energy (a) and relative
angle (b) distributions on the energy of the y-quantum and the
momentum of the system of 3a-particles.
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after quasideuteron disintegration do not interact with the remaining quasideuteron. In the final state, a nucleon may
interact, however, with the second quasideuteron - the triangle diagram (model 2) represents this process. The last diagram
corresponds to photon absorption by a three-nucleon system without final-state interaction (model 3). The analysis
reaction yield in the deuteron momentum has led to the conclusion that at subthreshold meson production energies two
models of the quasideuteron mechanism (model 1 and model 2) prevail. Triangular diagram dominates with a gradual
increase in the contribution with increasing E,.

In our experiment, we also can see that the change in the interval from E; and from Pj3, significantly changes the
form of distributions by 1, and tnp. Moreover, 1y is sensitive to the change of Ey, and 1, - to Ps,. It is possible to select
the conditions (E, > 70 MeV for 1, and P3, <110 MeV for 1,p) under which events, corresponding to a pure pole diagram
are distinguished.

CONCLUSIONS

Using a spectrometer based on a diffusion chamber, which is placed in the magnetic field, the *N(y,np)3a reaction
was researched in the energy range from the reaction threshold up to 150 MeV. The reaction yield was measured and it
was determined that the distribution has a broad resonance centered at 40 MeV. The distribution functions of the energy
and momentum of the final particles from the total energy dependence of the reaction Ty were measured and it was
determined that at To > 20 MeV occurs the change in the behavior of these functions. The distributions for the neutron
and proton have a strong shift of the maximum towards higher energies with an increase in the energy of the y quantum
and for a system of 3a-particles; the peak is observed centered at 100 MeV/c. The energy and angular correlations of the
np-pair are dependent on both the energy E, and the momentum of the system of 3a-particles.
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JOCJIKEHHS PEAKIIIT “N(y,np)3a. ITPH E, "2 = 150 MeB
C.M. AdanacneB
Hayionanenuii Hayxoeuii Llenmp «Xapkiscokuil pisuxo-mexniunuil incmumympy, Xapkie, Yxpaina

Bukonano pocnimpkenus peakiii “N(y,np)3a 3a gonomorow nudys3iiiHoi KaMepu, po3MIIEHOi B MATHITHOMY II0JIi. 1 OIIPOMiHEHO]
ranbMiBHAMH ()OTOHAMHU 3 KiHIEBOIO eHeprieto E,m** = 150 MeB. BumipsHo GyHKIIT po3moairy BUX0OIy peaklii, eHeprii Ta iMITyJIbCy
KIHIIEBUX YaCTHHOK B 3aieXHOCTI Bix Ey 1 BcTaHOBNEHO, 1o mpu E, > 45 MeB BinOyBaeTbes 3MiHa MoBediHKH IUX QyHKIIH. CepenHio
eHeprito T®®" Gyno po3paxoBaHO JUIT YAaCTHHOK 3 €Heprielo, mo moTpamrsie B iHTepBan 1| MeB Bix moBnoi kiHeTHuHOI eHeprii
To=Ey - Q, ne Q — erepreruunmii mopir peaxuii (Q = 19.77 MeB). IIpu To > 20 MeB , 3anexHicts Brnagis TV gacturOK 10 To pizko
3MmiHroeThes. [Ipu To > 20 MeB Ginbury yactuHy eHeprii 3a01paroTh HyKJIOHH, iX BIZHOCHHI BHECOK OJHAKOBHI 1 IIe Y3TOKY€ETHCS 3
MIPUITYLICHHSIM PO MEXaHi3M B3a€MOAii y-KBaHTa 3 KBa3igeWTpoHOM. Po3mofinu iMIynbCiB Ul HEWTpOHAa Ta HPOTOHA MAlOTh
NnoAiOHMI BUIIIAA, 13 CHJIBHUM 3CYBOM MakCUMyMy B OiK BHCOKHMX €HEprii i3 30imbLIeHHSIM eHeprii y-kBaHTy. st cucreMu
30-4aCTHHOK Y KOXXHOMY PO3IMOJLII criocTepiraersest mik 3 meHrpom npu 100 MeB/c, BinHOCHHMIT BHECOK SKOTO IUIABHO CIIAJacE i3
301IBIICHHSIM IMITYJIBCY 1 3 SIBISIETBHCS [IMPOKUI BUCOKOCHEPreTUYHHN «XxBicT». EHeprisi Ta KyTOBi KOpessiLii np-napy 3aaexarh sK
BiJ eHeprii E,, Tax i Bi iMITysbCy cucTeMu 30-4aCTHHOK.

Kuouogi ciioBa: mudysiiina kamepa, gportopeaxuii, sapo N, np-napa, eHepreTuyHi Ta KyTOBi po3HOIUIN.
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The paper presents the simulation results of heat transfer in single-crystal lithium niobate (LiNbO3) in the form of cylinder of diameter
D, =40 mm and height H =60 mm in interaction with continuous-wave laser radiation with the output power of P =50 W and the

wavelength of A =1064 nm. The density of the LiNbO3 crystal is p = 4659 kg/m?; the thermal conductivity along the [001] direction
is k, =4.61 W/(mxK); the thermal conductivity in the (001) plane is &, =4.19 W/(mxK); the specific heat at constant pressure is

¢, =601 J/(kgxK); the absorption coefficient is & ~0.1 %/cm @ 1064 nm. The laser beam propagates along the optical axis of the

crystal. The laser beam intensity profile is represented as a Gaussian function, and the absorption of laser radiation of the single-crystal
lithium niobate is described by Beer-Lambert’s law. The numerical solution of the non-stationary heat conduction problem is obtained
by meshless scheme using anisotropic radial basis functions. The time interval of the non-stationary boundary-value problem is 2 h 30
min. The results of numerical calculations of the temperature distribution inside and on the surface of the single-crystal lithium niobate
at times ¢ =10, 100, 1000, 7000 s are presented. The time required to achieve the steady-state heating mode of the LiNbOs crystal, as
well as its temperature range over the entire time interval, have been determined. The accuracy of the approximate solution of the
boundary-value problem at the n-th iteration is estimated by the value of the norm of relative residual Her . The results of the numerical
solution of the non-stationary heat conduction problem obtained by meshless method show its high efficiency even at a small number
of interpolation nodes.

Keywords: heat transfer, lithium niobate, anisotropic thermal conductivity, laser radiation, non-stationary heat conduction problem,

meshless method.
PACS: 44.10.+1, 77.84.Ek, 02.60.-x

INTRODUCTION

Lithium niobate (LiNbOj3) is a rhombohedral ferroelectric crystal. Lithium niobate is a phase of variable
composition, which allows growing single-crystals with different [Li]/[Nb] ratios. Nominally pure LiNbOj; crystals are
usually grown from a congruent melt ([Li]/[Nb] = 48.6/51.4) by Czochralski method [1,2].

As any ferroelectric, LiNbOs crystal displays nonlinear optical effects, the piezoelectric effect, the photoelastic effect
as well as the Pockels effect. The exclusive feature of lithium niobate is that it has excellent physical properties such as high
electro-optic, piezoelectric and nonlinear optical coefficients, which makes it a popular material for various applications.

Due to its high electro-optic coefficients, LiNbOs crystal is used to create Pockels cells [3], electro-optic
amplitude/phase modulators [4,5] and Q-switched lasers [6]. The nonlinear optical properties of lithium niobate make it
possible to use it to create optical parametric oscillators [7,8] and parametric amplifiers for wide wavelength range [9,10],
as well as for second harmonic generation of laser radiation with wavelength of > 1 um [11-13].

It is known that the interaction of laser radiation with crystals in a wide range of luminous-flux densities is well
described by the thermal model, according to which the whole process can be conditionally divided into several stages:
1) light absorption and energy transfer to thermal vibrations of the crystal lattice of a solid; 2) heating the crystal without
destruction; 3) destruction of the crystal; 4) cooling of the crystal after the end of the interaction.

LiNbOs crystals are widely used in lasers, therefore, issues related to the study of the resistance of these crystals to
laser radiation are of considerable interest.

Purpose of this work is simulation of heat transfer in single-crystal lithium niobate in interaction with continuous-
wave (CW) laser radiation by meshless method.

Unlike grid methods, such as the finite element method (FEM) and the finite difference method (FDM), meshless
schemes are devoid of complex and laborious process of constructing an interpolation grid within the considered domain
of the boundary-value problem, which makes them computationally efficient and relatively easy to implement.

PROBLEM FORMULATION
Consider LiNbO; crystal in the form of cylinder of diameter D,, =40 mm and height H =60 mm with the

following physical properties: density is p =4659 kg/m®; the thermal conductivity along the [001] direction is

7 Cite as: D.O. Protector, and D.O. Lisin, East. Eur. J. Phys. 1, 10-15 (2022), https://doi.org/10.26565/2312-4334-2022-1-02
©D.O. Protektor, D.O. Lisin, 2022


https://orcid.org/0000-0003-3323-7058
https://orcid.org/0000-0002-6718-7389
https://doi.org/10.26565/2312-4334-2022-1-02
https://portal.issn.org/resource/issn/2312-4334
https://periodicals.karazin.ua/eejp/index

11
Simulation of Heat Transfer in Single-Crystal Lithium Niobate in Interaction... EEJP. 1 (2022)

k, =4.61 W/ (m>< K ) ; the thermal conductivity in the (001) plane is &k, =4.19 W/(mxK); the specific heat at constant
pressure is ¢, =601 J/(kgxK). The optic axis of the LINBO; crystal is directed along the z-axis.

A laser beam with radiation power P =50 W and radius 7, =5 mm passes through the crystal as shown in Fig. 1.
The wavelength of laser radiation is A =1064 nm and the absorption coefficient of LiNbOs is & ~ 0.1 %/cm @ 1064 nm.

z-axis

—

\

laser source LiNbO;

Figure 1. Passage of a laser beam through LiNbO3 crystal.

When CW laser radiation interacts with a LiINbOjs crystal, light is absorbed and the absorbed energy transforms into

thermal energy.
The non-stationary heat conduction equation for an anisotropic solid in a closed domain can be written as follows:

ou .
pcpE:dlv(Kgradu)+g (D)

where u — temperature, K — symmetric positive definite tensor of the second rank, which determines the thermal
conductivity of the crystal, g — internal heat source.

At the initial moment of time, the LiNbOj; crystal is at a temperature u, =25 °C. Heat exchange with the
environment occurs on the surface of the crystal. The boundary conditions for this case can be written as follows:

q=~h(u,~u) )
where ¢ = 2—“ — heat flux in anisotropic medium, / ~10 W/(m?xK) — heat transfer coefficient, u, =25 °C — ambient
v

temperature.
The intensity of the internal heat source at depth z is described by Beer-Lambert’s law:

g(x,y,Z)=f:;02{ exp[_z(x :zy jjexp(—aZ) 3)

0 0

where X, y, z — cartesian coordinates, P — radiation power, 7, —radius of the laser beam, & — absorption coefficient.

Fig. 2 shows a visualization of the intensity of internal heat source at a depth of z=0.03m.

x10%

12

g(x,y,0.03)

Figure 2. Visualization of the intensity of internal heat source at a depth of z =0.03 m.
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NUMERICAL RESULTS

The numerical solution of the considered non-stationary heat conduction problem is obtained by meshless method
described in [14]. In this scheme, the dual reciprocity method (DRM) [15] with anisotropic radial basis functions (RBFs)
[16] and the method of fundamental solutions (MFS) [17] are used to solve the heat conduction problem. The DRM with
anisotropic RBFs is used to obtain particular solution, and the MFS is used to obtain a homogeneous solution of boundary-
value problem. The time discretization of equation (1) in this method is obtained by #-scheme [18].

The number of interpolation nodes inside and on the boundary of domain of the heat conduction problem for all
calculations is N, = 7393 and N, = 7808, respectively. The time interval of the non-stationary boundary-value problem
is 2 h 30 min.

Fig. 3 and Fig. 4 show the simulation results of the temperature field on the surface the LiNbOs crystal in interaction
with CW laser radiation at different times.

25.16
25.35
25.14
125.12
0.05- 2 0.05- 125.3
0.04 - 25.1 0.04 -
25.25
N 0.03- |05 08 N 0.03
0.02 - 0.02
| 25.06 1252
0.01- 0.01-
; 25.04
0.l P 0.l > 25.15
001 N V001 25.02 001 N V' o001
0 \\,\ «f// 0 0 \\;\\ /’// 0 95.1
X 001 o 001 y 25 X 001 o 001 y '
(@) (b)
Figure 3. Visualization of the temperature field on the surface the LiNbOs crystal at times ¢ =10 s (a), t =100 s (b).
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26.35 28.1
1 28.05
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Figure 4. Visualization of the temperature field on the surface the LiNbO3 crystal at times ¢ =1000 s (@), t =7000 s (b).

Fig. 5 and Fig. 6 show the simulation results of the temperature field inside the LiNbOs crystal in interaction with
CW laser radiation at different times.
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Figure 5. Visualization of the temperature field inside the LiNbOs crystal at times t =10 s (a), t =100 s (b).
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Figure 6. Visualization of the temperature field inside the LiNbOs crystal at times ¢ =1000 s (a), ¢ =7000 s (b).

As one can see in Fig. 5 and Fig. 6, with time of irradiation of the crystal, the heated zone inside of the crystal
expands and its temperature increases. This process continues until a steady-state thermal regime is reached. Fig. 7 shows
the plot of the heating process of the LiNbOj3 crystal in time.

As it was shown Fig. 7, at first the temperature of the crystal increases very fast, and then the rate of increase slows
down, and after about 2 h 30 min it goes into a steady-state. The time 35 min, when the crystal temperature reaches 63.2%
of the steady-state value is the thermal time constant 7.

The thermal time constant is calculated as follows:

pre,
hd

s

T

“4)

where p —crystal density, V" —crystal volume, ¢, —specific heat at constant pressure, /1 — heat transfer coefficient,

A, — crystal surface area.

To estimate the accuracy of the approximate solution at the n-th step, we calculate the norm of relative residual:
r| = .
el = max || 5)

where N = N, + N, —total number of interpolation nodes, 7, —relative residual of the approximate solution at the i-th node.
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Figure 7. Plot of the heating process of the LiNbOs crystal, where u,, — maximum temperature of the crystal, u,, — minimum
temperature of the crystal, 7 — thermal time constant.

Fig. 8 shows plot of the change of the norm of relative residual of the approximate solution of the considered
boundary-value problem.

-3
1.75 %10

1.7

Norm of relative residual
—
[=2]
ot

1.6

5 I I
0 1000 2000 3000 4000 5000 6000 7000 8000 9000

Iteration number

Figure 8. Plot of change of the norm of relative residual

The total estimated simulation time for a non-stationary heat conduction problem is 2303 s, which is comparable to
the simulation time when using other numerical methods for solving boundary-value problems.

CONCLUSIONS

This paper presents the simulation results of heat transfer in single-crystal lithium niobate in interaction with CW
laser radiation with the output power of 50 W and the wavelength of 1064 nm. The time interval of the non-stationary
boundary-value problem was 2 h 30 min. It is defined, that after about 47 the temperature of the crystal goes into a
steady-state, and is in the range of 27.74 to 28.24 °C . The results of numerical calculations of the temperature distribution
inside and on the surface of the single-crystal lithium niobate at times ¢ =10, 100, 1000, 7000 s are presented.

The numerical solution of the non-stationary heat conduction problem is obtained by meshless scheme using
anisotropic radial basis functions. The accuracy of the approximate solution of the boundary-value problem at a specified
time interval is estimated by the value of the norm of relative residual, and in the worst case is 1.74348x10~. The lower
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values of the norm of relative residual are in the range from 2.05119x10™"* to 1.25433x10™° . The numerical simulation
results obtained using the meshless method are in good agreement with the results obtained using the FEM, which
indicates the high efficiency of the meshless scheme even at a small number of interpolation nodes.
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MOJIEJTIOBAHHS TEIVIOOBMIHY B MOHOKPUCTAJITYHOMY HIOBATI JIITIIO ITPH B3AEMOIIT
BE3NNEPEBHUM JIASEPHUM BUITPOMIHEHHSIM
Henuc O. IIporekrop, denuc O. Jlicin
Xapxiscokuti nayionanohuu ynieepcumem imeni B. H. Kapaszina
m. Ce0600u, 4, Xapkis, Yrpaina
V crarTi npeacTaBieHi pe3yabTaTd MOJCIIOBAHHS TEIJIOBOTO IPOLECY, SKUi MpOoTikae B MOHOKpHCTati Hiobary mitio (LiNbO3) y
dopmi muninapa giamerpom D, =40 mm Ta Bucotoro H =60 MM npu B3aeMmouii 3 Ge3nepepBHAM JIA3€PHUM BHIIPOMIHIOBAHHSIM

norysxnictio P =50 Br ta nosxunoro xsuni A =1064 um. llineuicts kpuctana LINbO3 p = 4659 kr/m?; TennonpoBianicTs B310BxK
nanpsmky [001] K =4.61Bt/(MxK), Ttennonposianicts y miaoumui (001) k, =4.19 Br/(MxK); nuroma TemjnoemHicTb mpu

nocriitHomy THcky ¢, = 601 ii/(krxK); koedirient normunanns o ~ 0.1 %/cm @ 1064 um. Jlasepruif mydqoK NPOXOAUTh B3NOBHK

ontu4yHOi oci KpucTana. I[Ipodisap iHTEHCHBHOCTI JIa3epHOro IMy4Ka MpEeACTaBIsiEThess y BULAl ¢yHkuii [ayca, a moriuHaHHS
JIa3€pHOTO BUIPOMIHIOBAHHS KpPHUCTAIOM HIOOATy JITiI0O OMHCYeTbcs 3akoHOM byrepa-JlamOepra. YucenbHuit pO3B’sI30K
HECTaIliOHApHOI 3aJadi TeIIONPOBITHOCTI 3AIHCHIOEThCA 32 OE3CITKOBOIO CXEMOIO 3 BHKOPHUCTAHHSIM aHI30TPOIHUX pajialbHUX
6asucHux (yHKiH. YacoBuii iHTEpBaJI, HAa SKOMY PO3B’I3y€ThCsl HECTAI[IOHAPHA 3a/iada TEIUIONPOBIIHOCTI, CTAHOBHUTH 2 Tox 30 XB.
HaBezneHo pe3ysbTaTé YHCIOBHX PO3PaXyHKIB PO3IOIITY TEMIIEPATypHOTO MOJISI BCEPEANHI Ta HA IIOBEPXHI KPHUCTaNa HiobaTy JiTiio
B MomenTu vacy t=10,100,1000, 7000 c. BuzHadeHo dYac, OpOTITOM SIKOTO JOCATAETHCS CTAIMH PEKMM HArpiBaHHS KpUCTaia
LiNbO3, a Takosx HOro temmnepaTypHHii Aiana3oH Ha BCbOMY 4aCOBOMY iHTepBai. TOUHICTh HAOIMKEHOTO PO3B’A3KY KpaitoBoi 3a1aui
Ha 71-My KPOIli OL[IHIOETHCS 32 BEIMYMHOIO HOPMH BiZTHOCHOT HEB’A3KH Her . PesynbraTi uncenbHOro po3B’a3Ky HeCTallioOHapHOT 3a1a4i
TEIUIONPOBITHOCTI, OTPUMAaHi 3 BUKOPHCTAHHIM OE3CITKOBOrO METOAY, CBIAYATh MPO HOr0 BHCOKY e(eKTHBHICTh BXKE Ha HEBEIHKIH
KUTBKOCTI 1HTEPITOJIALIHUX BY3IIiB.

Kuro4oBi cjioBa: TeroBuii mpoiec, HiodaT JiTiro, aHI30TPOIHA TETIONPOBITHICTE, Ia3epHEe BUMPOMIHIOBaHHS, HECTAIllOHApHA 3a/1a9a
TEIUTONPOBITHOCTI, OE3CITKOBHI METO/I.
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The half-Heusler alloy NiVSi is investigated theoretically by using first-principles calculations based on the density functional theory
(DFT). For a better description of the electronic properties, the TB-mBJ potential is used for exchange-correlation potential. The
structural, electronic, magnetic, optical and thermoelectric properties was calculated by WIEN2k software. The negative cohesive and
formation energies found reveal that the NiVSi is thermodynamically stable. Electronically, the NiVSi is a half-metal with an indirect
band gap of 0.73 eV in the spin-down channel whereas the spin up channel is metallic. The total magnetic moment is of 1. Optically,
the obtained high absorption coefficient in ultraviolet wavelength range, make the NiVSi useful as effective ultraviolet absorber.
Thermoelectrically, a high figure of merit in the p- and n-type region was obtained, what makes this compound very functional for
thermoelectric applications. The generation of a fully spin-polarized current make this compound unsuitable for spintronic applications
at room temperature, a doping may be a satisfactory solution to improve this property.

Keywords: DFT; mBJ approach; half-metallic; ultraviolet; merit factor.

PACS: 71.20.-b, 72.15.Jf, 72.25.Ba, 73.50.L, 52.70.Kz

The notion of half metallic ferromagnets was established for the first time by de Groot et al. [1]. Since then several
researchers paid particular attention to the magnetic half-Heusler (H.H) compounds due to their good physical properties
[2-7]. The H.H exhibit fascinating optical and thermoelectric functionalities, those, which present high absorption
coefficient and low reflectivity, have become promising candidates for highly efficient solar cells [8-10], while those with
high figure of merit (ZT), have gained increasing popularity and are among the new energy resources [11-13]. Numerous
studies carried out on H.H compounds have revealed the very good optical, thermoelectric and mechanical performance.
The optical investigation conducted by R. Majumder and al., [14] shows that the LuPtBi compound has a good absorption
in low energy region and good reflection in vacuum UV region, it exhibit dielectric response even at zero energy.
A. Zakutayev [15] synthesized a new half-Heusler compound TaCoSn, which is indicated to possess favorable optical
absorption coefficient and high electrical conductivity. According to recent study effected by R. Ahmad and N. Mehmood
[16], the NiFeZ, half-Heusler compounds show a half-metallic behaviour with indirect small band gaps and their optical
properties are more active at lower energy spectra. Hai-Long Sun et al., [17] have found for the BCaGa, a remarkably
high ZT of 7.38 at 700K in the n-type region, while Wendan et al., [18] give a ZT value of 2.43 at 1100 K for the Zr-doped
TiPdSn. S.M. Saini [19] shows that the LuNiSb exhibits its best thermoelectric performance at low temperature where
the ZT is around 1 at 50K. A. Arunachalam et al [20] give a theoretical analysis of half metallicity and ferromagnetism
in NiCrZ (Z = Si, Ge, Ga, Al, In, As), and show that compounds exhibit magnetic interaction and promising figure of
merit in magnetic memory element. H.B. Ozisik et al [21] explored the effect of pressure on the electronic properties of
half-Heusler NiXSn (X = Zr, Hf) compounds via the GGA approach, they found that both compound are semiconductor
with a narrow-band-gap. Beyond a critical pressure of 161 GPa and 229 GPa for NiZrSn and NiHfSn respectively, the
compounds become metallic. P. Hermet et al [22] studied the temperature effect on the mechanical properties of NiTiSn
half-Heusler. The authors shows that the compound is very useful when a large temperature fluctuations occurs because
it remains ductile and robust at 700K and even conserves its very good mechanical properties up to 1500 K. According
to this brief bibliographic review, we can conclude that depending to their composition, the Ni based half-Heusler alloys
exhibit a wide variety of magnetic, thermoelectric, optical and mechanical properties, which allows them to be believed
as very promising half metallic ferromagnetic materials for several technological application. The main objective to this
study is to investigate the structural, electronic, optical and thermoelectric behaviour of the NiVSi half-Heusler
compound. This research is arranged as follows. Details of computation are given in Section “Computational method”.
Results and discussion are presented in Section “Results and discussion”. A summary of the results is given in Section
“Conclusion”

COMPUTATIONAL METHOD
First-principles calculations based on DFT have been conducted to research the structural, electronic, optical and
thermoelectric properties of NiVSi half-heusler. Exchange-correlation effects were treated with TB-mBJ potential [23].
The valence electrons for the NiVSi primal cell are 4s> 3d® of Ni, 4s? 3d* of V and 3s? 3p? of Si. The muffin tin radius
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(Rwmr) values of 1.85, 2.1 and 2.5 Bohr were used for Ni, V and Si respectively. Other parameters such as Ryt X wave-
vector kmax (Kmax), k-point mesh and the maximum value of angular momentum (Imax) were selected to 7.0, 16x16x16
and 10 respectively. The optical constants are derived from the complex dielectric function [24-26]. The semi-classical
Boltzmann approach [27] as given in the BoltzTraP code was used to investigate the thermoelectric response of NiVSi
compound. A fine grid mesh (46x46x46) was used.

RESULTS AND DISCUSSION
Structural properties
The half-Heusler (H.H) is intermetallic compound with general formula XYZ, where X and Y are transition metals
and Z a p-block element. The H.H crystallize in the face-centered cubic structure (space group F-43m). The Ni, V and Si
atoms are positioned according to one of the three types displayed in Table 1.

Table 1. Wyckoff position of atoms in the unit cell of cubic half-Heusler alloy NiVSi

Type Ni \ Si
I 4b (0.5, 0.5,0.5) 4¢ (0.25,0.25, 0.25) 4a (0, 0, 0)
I 4b (0.5, 0.5, 0.5) 4a (0, 0, 0) 4c (0.25, 0.25, 0.25)
111 4c (0.25, 0.25, 0.25) 4b (0.5, 0.5, 0.5) 4a (0,0, 0)

We have carried out the structural optimization in ferromagnetic (FM) and non-magnetic (NM) configuration for
the three possible types of arrangement. From Figure 1 and Table 2, we can see that the ferromagnetic state of the type
IIT arrangement is the most stable among the six possible configurations because it has the lowest energy.
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Figure 1. Calculated total energy of NiVSi compound as functions of the unit cell volume for the FM and NM states

in each possible atomic arrangement

Table 2. The calculated equilibrium lattice constant ao, the ground state energies Eo, the bulk modulus B, its pressure derivatives B’,

the cohesive energy Ec and the formation energy Er of cubic NiVSi alloy.

Type State ao (A) Eo(Ry) B (GPa) B’ Ec(Ry) Ef(Ry)
FM 5.61 -5520.352411 138.3670 4.15
I NM 5.61 -5520.352477 138.6531 4.15
FM 5.57 -5520.403317 145.3527 4.97
1 NM 5.56 -5520.390198 152.2824 4.60
FM 5.49 (5.47)132 -5520.452380 167.3817 4.54 -1.417 -0.304(-0.316)132
m NM 5.48 -5520.448458 174.6848 4.85

To ensure the structural stability in the ground state and also to estimate the chemical stability and see a possible
synthesis of NiVSi, we have calculated the formation energy (AH ) and cohesive energy (E¢,p). The formation enthalpy
is defined as [28]:

AHp = Efgs; — (B + B + EGHY) (M
Where EX%%, is the total energy of the NiVSi alloy, EZ¥k, Eb*!k and E2#k are the total energy per atom of Ni, V, and
Si in their bulk stable states, respectively. The cohesive energy (Ecop) per formula unit have been calculated using the
relation [29]:

Econ = Enivsi — (EN? + Ev° + E5?) @
ETot% is the total energy of the NiV'Si alloy at equilibrium lattice and E&?, Ei°, EX° are the total energies of the isolate

atomic components. The negative value of AHy and E¢,, (Table 2) confirm the structural and chemical stability of our
half-Heusler NiVSi in the type III atomic arrangement with FM state. The crystal structure of NiVSi alloy in the type-III
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(FM) given in Figure 2 was plotted by the CrystalMaker 2.7 software [30]. The structure is formed by three
interpenetrating fcc sublattices, which are occupied by Ni, V and Si elements.

Figure 2. Crystal structure of half-Heusler compound NiVSi

Electronic properties
Fig. 3 shows the spin polarized band structures of the NiVSi half-Heusler alloy. The choice of TB-mBJ approach
for this calculation is to obtain an accurate half-metallic gap.
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Figure 3. Band structures of NiVSi for both spin channels with mBJ approach

The spin-up (T) channel, shows a metallic characteristic because the 3d-V band cross the Fermi level. In the spin-
down () channel, Fermi level lies inside the forbidden gap, an indirect band gap (between X and I' points) of about
0.73 eV was observed so confirming the semiconducting nature. This coexistence of metallic nature in spin-up (T) channel
and semiconducting nature in the spin-down (3) channel leads to the half-metallic nature of NiVSi compound. The origin
of the half-metallicity might be due to the strong hybridization between Ni-3d and V-3d states. The calculated band
structure presents 100% of spin polarization at the Fermi-level; this can generates a spin-polarized current in the half-
metal, only at absolute zero or a temperature very close to zero. According to Fig.3, the Fermi energy is very close to the
bottom of conduction band of down spin, that make this compound unsuitable for spintronic applications at room
temperature. On the other hand, the 100% of spin polarization at the Fermi-level is very useful to maximizing the
efficiency of magneto-electronic devices [31]. In order to study the arrangement of the orbital’s in the electronic band
structure as well as the electrons involving in the shaping of the band gap, the total and partial density of states
(TDOS/PDOSs) of the NiVSi was plotted between -10 and 10 eV Fig. 4(a-b). The dashed line shows the Fermi energy
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level (Ep). Fig 4.a, show an asymmetry between spin up (1) and spin down (]), this confirms the half-metallic character
of NiVSi half-Heusler already predicted by band structure. The energy region around the Fermi level is mainly due to a
low contribution of d-Ni states and major contribution of d-V states (Fig 4.b).
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Figure 4. Calculated total and partial density of states with TB-mBJ for NiVSi half-Heusler

We can see that for energies higher than 2eV, the Si-3p state is dominant and for energies lower than -5eV, the
principal contribution is due to Si-3s state. In addition, the 3d-V state is most important in the conduction band with a
considerable higher DOS values that Ni and Si, whereas in the valence band the 3d-Ni state is the predominant. The
combined effect of the crystal field and atoms constituting the alloy induces magnetism. Our study show that the NiVSi
half-Heusler possesses FM nature with a total magnetic moment (M) of 1uB, (Table. 3). The contribution of the
interstitial site and partially filled d-states of vanadium generates this total moment. The positive value of the magnetic
spin moment is due to vanadium, whereas the low negative value is attributed to silicon. The Mioti found is slightly higher
than obtained by Ma et al [32], this can be justified by the different exchange correlation functional used in the two works.

Table 3. Individual, interstitial and total magnetic moments of NiVSi half-Heusler calculated by GGA and mBJ approximations.

Method GGA mBJ Other work 132
Mni 0.0731 0.1138 0.097
Mv 0.8890 0.8981 0.841
Msi -0.0349 -0.0406 -0.040
Minterstitiels 0.0738 0.0286
Miotal 1.0011 1.0000 0.9582
Optical properties

The optoelectronic applications of a material require in-depth knowledge of their optical properties. In order to
describe the interaction of photons with NiVSi alloy, the calculation of optical properties such as polarization, absorption,
reflectivity, refractive index and loss energy is necessary. All the optical properties cited above derive from the complex
dielectric function £(w) (eq. 3).

g(w) = £1(w) + igz(w) 3

Where &, (w) represents the real transition between the occupied and unoccupied states while €1 (w) depicts the
electronic polarizability under incident light [33]. The imaginary part of the dielectric function &, (w) is derived from
the electronic band structure computations with the help of the following relation

4m?e?

£2(w) = (57) Zay JAMI2:(1 = £)8(E; — E; — w)d3k @)

Where e,m,w and M represent the electron charge, electron mass, photon frequency and dipole matrix,
respectively. E; is the electron energy of the initial state, E; is the electron energy of the final state, and f; is the Fermi
occupation factor of the single-particle state i. The real part €4 (@) of the dielectric function derives from &, (@) by using
the Kramers Kronig relations [34-36]:
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o w sz(w

gw=1+= Pf )dw 5)

Where P is the Cauchy principal value.

Other optical parameters like the absorption coefficient a(w), reflectivity R(w) and refractive index n(w) can be
obtained from the calculated values of the real and imaginary parts of the dielectric function [37]:

1/2
2
a(w) = Q( /si(w) + &5 (w) - 81(w)> (6)

2
R(w) = véw) -1 (7)
g(w)+1
1
- Js12(w)+s222(w)+s1(w)l & o

As the lattice parameters are constant (cubic structure), the obtained optical properties are isotropic (same dielectric
tensor). The variations versus energy of real part €; (w) and imaginary part €, (w) of dielectric function (w) are plotted
in Fig. 5a.
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Figure 5. (a) Dielectric function, (b) absorption coefficient, (c) reflectivity and (d) refractive index) for NiVSi compound by using
mBJ approximation.

The light absorption by the material is described by the imaginary part of the dielectric function £,(w), this is
associated to the absorption of the incident energy due to the different electronic transitions caused by the impact energies
greater than the band-gap. €;(w) starts at 0eV and attain its maximum value of 12.35 in the infrared domain; domain
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characterized by minimal dispersion of light due to the low energy. We can see also that £, (w) show six absorption peaks
located at 0.28 eV, 2.35 eV, 4.03 eV, 4.31 eV, 5.59 eV and 7.39 eV. According to the total and partial density of states
(TDOS/PDOS) (Fig 4), these peaks can be related to the inter-band transitions between Si-3p, Ni-3d and V-3d states. The
real part of dielectric function €; (@) depicts the electronic polarizability under an incident light, its static value at zero
photon energy €, (0) is inversely proportional to the band gap (Eg) (Penn model) [38].

e =1+ (%) ©

Where wp is the plasma frequency.

The obtained value of €;(0) is 25.08. In the energy range from zero to 7.72 eV, €, () show positive values, which
means the photons, propagate through the material, whereas in the UV range from 7.72 to 10.48 eV, €, (w) takes negative
values, the compound reflects completely the incident radiation and exhibits a metallic character in this region. Beyond 10.48
eV, the values of real part £, () fluctuate around 0. The optical absorption measures the strength of the interaction between
light and material, its knowledge is essential for any development of opto-electronic device. The absorption coefficient was
calculated versus radiation wavelengths in the UV-Visible-IR range. From Fig.5b we can see that the NiVSi display high
level of interband absorption, the presence of the low energy gap in spin-down band structure spectrum, match with the
principal peak obtained at wavelength of 154 nm (ultraviolet range). We note that the increase of photons energy leads to a
proportional diminution in the wavelength. The absorption is very small at low energy (Infrared range) then increases to
reach its maximum of 1171139 cm! in the UV region; this means that the photons, which excite electrons of the conduction
band, was absorbed. We can remark also that the absorption coefficient is not constant for photon energies greater than the
gap, but depends, heavily on wavelength. The reflectivity R(w) which describes the ratio between the reflected energy to
total incident energy is plotted versus wavelength in Fig. Sc. The compound present two major peaks, located below 152 nm
(UV range) and above 506 nm (visible region). The utmost values of reflectivity is mostly due to the resonance Plasmon
[39]. The minimum value of R(w), is observed in UV range at 241 nm, whereas in all the UV-visible domain, the value of
reflectivity is less than 35%. The decrease in reflectivity noted from 510 nm implies that a substantial amount of photon
energy is transmitted through the material. It is to note that the static value of reflectivity R (0) is about 44%. The interaction
of electromagnetic radiation with a non-uniform medium such as material causes a change in the path of the radiation by
refraction. From Fig 5d, we can see that the index refraction n(w) reaches its maximum value of 3.22 at 661 nm, and then
gradually decreases. This can be explained by the fact that the NiVSi alloy absorbs high-energy photons and can no longer
act as a transparent matter [40]. The static refractive index n(0) is 5.01, according to equation n?(0) = &;(w), we can
deduct the static dielectric constant £, (0) is about 25.11, which is fundamentally according with the result of Fig. 5(a). The
refractive index remain positive in the considered range of energy, this is due to the linearity of NiVSi to the frequency of
light [41]. Finally, as suggestion for future researches, the bandgap of NiVSi half-Heusler can be modulated or improved by
selective doping to have a strong optical absorption, which will allow subsequently to involve this material in several
optoelectronic devices such as photovoltaic cells.

Thermoelectric properties
The present thermoelectric study is motivated by the narrow band gap of NiVSi, property that allows a good diffusion
of the phonons and which reduces in parallel the thermal conductivity of the network. The transport properties are going
to be computed with BoltzTraP code (under a constant relaxation time approximation of the charge carriers) [27], where
the electrical conductivity (o/t), thermal conductivity (k/t), Seebeck coefficient (S) and Merit factor (ZT) will be
investigated as function of chemical potential (i) in range between —0.15 to 0.15 eV. Semi-classical Boltzmann transport
equations are used to calculate the number of thermoelectric coefficients, which can be represented as follows [42-43]:

1
6op(T,p) = EJ. Gop(€) [—afu(T, s)]ds (10)
1 of (T,
Kop(T, 1) = m] Oope(e — w? % (1D
e —of, (T, ¢)
5 =1 | s [;—s] (12)
2T = S20T 13
K

Where Q,f,,0,k,S and Z represents the unit-cell volume, Fermi-Dirac distribution function, chemical potential,
electrical conductivity, thermal conductivity, Seebeck coefficient and merit factor respectively. The variation of electrical
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conductivity (6/t) which depicts the fluency at which electrical charge can flow in matter is show in Fig 6.a. The starting
points of (o/t) for p-type (1 < 0) and n-type (n > 0) regions are situated at chemical potentials of -0.05 p(eV) and 0.01
p(eV) respectively. Between these points, (6/1) is zero; while a clear, improvement observed beyond these values. A
value peak 0f2.94.10% (Qm)™! is observed in p-type at 0.122 w(eV), while the n-type show a value peak of 7.510?° (Qm)™!
at 0.15 p(eV). The (o/t) values are not influenced by changing the levels of temperature (300, 600 and 900K). The capacity
of the half-heusler NiVSi to transfer heat is studied in this section through the calculation of its thermal conductivity (k/1).
As show in Fig.6b, the profile of thermal conductivity (k/t) curves is the same to the electrical conductivity (6/t), except
that here the temperature change has a significant influence on the (k/t) values. At 300 K, the thermal conductivity (k/t)
is weak then it sudden increases with the increasing in temperature especially in the n-type region, this is due to electron-
phonon scattering [44]. Fig 6.c gives the Seebeck coefficient (S) which demonstrates the capacity to generate electric
potential from the temperature gradient. The principal peak of Seebeck coefficient occur between -0.052 and 0.007 eV,
outside this range, the curve tends rapidly to zero. At 300 K, the magnitude of Seebeck coefficient is about 1235 pV/K
(-0.026¢V), this value is reached in the p-type region. For temperature higher than 300 K, the Seebeck coefficient diminish
due to the increase in the holes and in thermal energy [45]. The NiVSi compound is a promising thermoelectric material,
exhibiting a high Seebeck coefficient due to its half-metallic character and its narrow band-gap. The scale of the
thermoelectric efficiency is measured by the figure of merit (ZT). A high ZT value requires a high electrical conductivity
and Seebeck coefficient and low thermal conductivity [46]. The ZT curves obtained at different temperature exhibit a
global similarity: the peaks are located at almost similar energies and their magnitudes decrease with increasing in
temperature (Fig 6.d).
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Figure 6. Evolution of (a) electrical conductivity, (b) thermal conductivity, (c) Seebeck coefficient, and (d) Merit factor (ZT) versus
chemical potential at different temperatures.

At the chemical potential corresponding to the Fermi level (dashed line) the computations gives a ZT values not less
than 0.83 for all considered temperature. Around the zero chemical potential, the conduction charges are small from where
a minimum electronic thermal conductivity, which made it possible to have these high merit factors. The maximal ZT



23
An Insight into the Electronic, Optical and Transport Properties of a Half Heusler Alloy... EEJP. 1 (2022)

value is 0.98 (300 K), 0.93 (600 K) and 0.87 (900 K) for p-type doping, and it is 0.49 (300 K), 0.36 (600 K) and 0.29
(900 K) for n-type doping. The values of the merit factor is higher for the negative chemical potential compared to the
positive one, and the width of the peak in the p < 0 region is larger than that in the p > 0 region. The NiVSi tends to be
a p-type semiconductor, because the holes rather than the doping of electrons gives the best thermoelectric performance.

The obtained values of ZT are larger to those reported for many half-Heusler compounds such as PdZrGe [47],
ZrFeSi [48], RbBaB [49], XLiSn [50], RhTiSb [51].

CONCLUSION

We performed first principles calculations of the structural, electronic, optical and thermoelectrics properties of
NiVSi half-Heusler compound using FP-LAPW formalism and semi-classical Boltzmann transport theory. The electronic
investigation discloses that the NiVSi is half-metallic with indirect band gap nature, this half-metallicity suggest potential
applications in spintronic devices. The magnetic study reveals that NiVSi is a weak ferromagnetic material with 100%
spin polarization at Fermi level, this can produces a spin-polarized current useful to maximizing the efficiency of
magneto-electronic devices. The optical properties computations attest that the NiVSi has a broad absorption band in the
ultraviolet region, its high absorption coefficient of 112.10* cm™ suggest that it can be used as ultraviolet absorber. In
addition, the compound is transparent in the considered infrared range [780-1200 nm]. Thermoelectric computations
disclose that the holes are the main charge carriers. At a room temperature, the obtained merit factor is about 0.98, thus
affirming that the NiVSi is a promising material for applications in the thermoelectric domain. Finally, we suggest that to
boost the spintronic performance of this alloy, a doping remain necessary to move the bottom of the conduction band
away from the Fermi level.
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OIJISIJT EJIEKTPOHHUX ONITUYHI TA TPAHCIIOPTHUX BJIACTUBOCTEM
HAIIIBIEMCJEPOBOI'O CILTABY: NiVSi
JTxenri Papyan?, Becoec Anicca, Becrani benaynaP®
“Jlabopamopia mexuonoziii ma éracmugocmeti mgepoux pevosun, Yuisepcumem Mocmazanem (UMAB) — Anocup
bJlabopamopin EA2M, Vuisepcumem Mocmazarnem (UMAB) — Anowcup

TeopernuHo nocnijykeHo HamiBreiiciaeposuii cmiaB NiVSi 3a 10mOMOroro po3paxyHKiB 3a HEPLIONPHHIMIAMH Ha OCHOBI Teopil
¢ynkuionany wmineHocti (DFT). [lns kpamoro oOmucy eJNeKTPOHHUX BIACTHBOCTEH OOMIHHO-KOPEJSIHHOTO MHOTEHIiary
BUKOpUCTOBY€eThesl moteHuian TB-mBJ. CTpyKkTypHi, €neKTpOHHi, MarHiTHi, ONTHYHI Ta TEPMOCJICKTPUYHI BIACTHUBOCTI OyiH
po3paxoBaHi 3a poromororo mnporpamuoro 3abesmneuennss WIEN2k. 3uaiineni neratuBHi eHeprii koresii Ta eHeprii ¢opmyBaHHS
MOKa3yIoTh, o NiVSi € TepMoauHaMivHO cTabiIbHUM. 3 eJIeKTPOHHOI ToUKH 30py NiVSi € HamiBMeTaIoM 3 HEIPSIMOI0 3a00pOHEHOI0
30HO10 0,73 eB y kaHaii 31 cmiHOM BHHU3, TOJ1 SIK KaHAJI 31 CIIIHOM BrOpY € METaJEeBUM. 3arajlbHUIl MarHiTHUA MOMEHT JDOPiBHIOE 1.
OnTH4yHO, OTPUMAHUH BUCOKHUH KOE(DII[iEHT TOTTIMHAHHS B yIbTPadioeTOBOMY Aialta3oHi JOBKHH XBHIb poOuTh NiVSi KOPHCHUM SK
e(eKTHBHUI IOIIMHAY YIbTPadioaeTOBOrO BUIIPOMIHIOBAHHSA. TepMOETEeKTPUIHO OyJI0O OTPHMAaHO BHCOKY SIKICTH B oOJacTi p- i
N-THILY, IO POOUTH IO CIIONTYKY (DYHKI[IOHAIBEHOIO JJIsl TEPMOCIIEKTPUYHUX 3aCTOCYBaHb. [ 'eHepallis IIOBHICTIO CIIH-TTOJSIPH30BaHOTO
CTPyMy POOUTBH L0 CIIOJIYKY HENPHIATHOIO VISl 3aCTOCYBaHHS CIIIHTPOHIB IPHM KIMHATHIM TeMIeparypi, JeTyBaHHSI MOXe OyTH
3a70BIIbHUM DIIICHHAM JIsl IOKPAIICHHS Li€i BIACTHBOCTI.
Kuarouosi ciioBa: DFT; minxin mBJ; naniBmeranesuii; yiaprpadionetoBuit; pakTop sKOCTI.
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The nuclear shell model with modified surface delta interaction MSDI was used to calculate the values of energy levels of the copper
nucleus **Cu. The neutron and proton in the model space Ips2 Ofs2 1pi2 of the copper nucleus occur outside the closed core “Ni. This
research investigates the excitation energy and angular momentum. As a consequence, theoretical approaches are used to uncover a
collection between excitation energies and classical coupling angles 0a,b at various orbitals. Finally, we demonstrate that our results
are supported by experimental evidence: Excitation energies have two major functions, both of which are influenced by classical
coupling angles but are unaffected by angular momentum I.

Keywords: energy levels, modified surface delta interaction, *Cu, classical coupling angle

PACS: 21.60.Cs

Many research have focused on nuclear isotopes, and the element copper will be discussed in this topic [1,2].
According to Ref [3], Martin and Breckon measured ¥Cu in 1952. In the last 50 years, many approaches for the effective
interaction of nuclei in the "s-d and f-p shells" have been presented. Using the Hamada-Johnston potential, Kuo and
Brown estimated the effective two-body interaction in the s-d and f-p shells [4]. Richter et al. "New effective interactions
for the 0f1p shell used experimental approaches to derive 195 two-body matrix elements and four single particle energies
in the fp-shell, using Wildenthal's nonlinear fit general practice. [3] Talmi employed the surface delta interaction to
determine the parameters of nuclear states on a magic core with few' nucleons'. Talmi's theory is based on the following
assumptions: First, there is an inert core model of tight shell that works with central forces on valence nucleons; and
second, there is 'residual interaction' between the valence nucleons that is induced by two-body forces. Schiffer [5]
considered nuclei in which two (hole or particle) are present in addition to a closed shell. Essentially, Schiffer emphasizes
that the general behavior of the effective interaction in terms of the angle between the interacting nucleons' angular
momenta is a trait that was subsequently linked to the effective interaction's short-range nature [6,7]. In Ref [8] stated the
angle between the proton and neutron angular momentum vectors ja and jb. In the mass range A =50 to 102, J. Kostensalo
and J. Suhonen [9] calculated the characteristics pairing interaction for even-even) reference nuclei. We used modified
surface delta interaction and surface delta interaction to investigate the excitation energies for states two-hole and two-
particle [10,11,12], one particle — one hole [13,14]. In conclusion, investigations accept the new study's purpose, primarily
by the use of MSDI, which predicts low-lying levels structure of **Cu nuclei.

THEORY
The Schrodinger equation has been essential steps to a particular appropriate Hamiltonian, so that a typical shell-
model of effective Hamiltonian may be stated as [11,12].

H=) Hy+>.V, (1)

k<l

where Z V,, is the residual 2-body interaction, which exists in addition to the average shell-model potential, and we
K
can express this as:

SVu=22 > (adslVlida), ane Gado)ang (Joja) )

k<l IM  j 2]y Jje2Ja

If P, is single particle energy <jajb |V|jl,jd>: Vaﬁd is the matrix element [ 11,12,14]

If the 2 particles occupy the same level, the energy relative to the closed shell is:

(HYy=2p,+ (i, V|jcis) 3)

7 Cite as: D.N. Hameed, and A K. Hasan, East. Eur. J. Phys. 1, 26-31 (2022), https://doi.org/10.26565/2312-4334-2022-1-04
©D.N. Hameed, A.K. Hasan, 2022


https://orcid.org/0000-0002-9364-3608
https://periodicals.karazin.ua/eejp/index
https://doi.org/10.26565/2312-4334-2022-1-04
https://portal.issn.org/resource/issn/2312-4334

27
Level Structure of **Cu Within Modified Surface Delta-Interaction EEJP. 1 (2022)

Several single-particle levels should be considered the basis for describing low-lying states; if there are two states,
they should be indicated by |j, j,IM > and

[11,13,15]

JedsIM > then their energies with respect to the core are given by

<H >11 = p‘/a + pjb + Vairb (4)

a

T

(H),, = p,tp,;, Y ®)

cded

(H),=(H), =V, ©)

To estimate the matrix element for the residual nucleon-nucleon interaction using the MSDI potential [15,16]

V., =145, 5(;(a)j—R0§(;(b)—R0j+B T o

where f(a), f(b) are the position vectors of interacting particles, Ry is the nuclear radius[14] the strength of interaction
A, The correction term B 7,.7, is introduced to account for the splitting between the groups of levels with different

isospin. Such a form of interaction is called MSDI. The antisymmetrized matrix element of ¥/, is given by[10,15,16]

C

oA [, D@, D D2 +D
abed = 221 +1) (1+0,)1+5,)
[(_1)1a+1,)+j(‘+jd h[(jajb)hl (]c]d) |:1 — (_1)1(+ld+1+T :| _ (8)

[k, (i), G j)] [T+ (=D [+ 42T (T +1)=3] B+C }5,.5,,

1.1
10> lg(];];,):< 'RZ];JII>; where( | ) is the Clebsh -Gordon coefficients

N R
where it is (; ;)= j,— e
The comportment of the diagonal 2 - body matrix element as a function of the spin I ofparticle - particle) state is very
distinctive when their value are plotted in a property way .Consider (particle — particle) in orbits j, and j, with

I=j, +j, onecan write then [11,10,14]
12 :(ja +ja)2 :]j +]Z +2x(jajb)cos 0a,b (9)

where @, , is the angle between the vectors j,and j, . Since the length of vector j is given by 4/ j( j + 1) one
obtains from eq (10 ) in a classical picture[6,8,13,16]

cos ea’b=1(1+l)_]a(]a+1)_]b(Jb+1) (10)

2j. G +DJj, Gy +1)

T
The I-dependence of the matrix element VGM can thus be plotted as a function of the angle Haj » - The radial overlaps of

the particle orbits for light nuclei differ from those for heavy nuclei. The proton -neutron configurations correspond to
nucleon pair having mixed isospin and one find [13,16]

Eypy =054(V) ) (v ) (11

Plotting the excitation energy of these states as a function of the corresponding angle €, , determined as specified by

Eq.(10). For neutron and proton in various orbits the absolute value of average two body energy is given by[10,15]:
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0.5
E = 2(21+1)E1{Z (21+1)} (12)
I I
With E; defined by Eq. (11).

RESULTS AND DISCUSSION
The main properties of nuclear structure for ground bands of 3*Cu nuclei were calculated using MSDI in this paper.
The valence nucleons of these nuclei are dispersed in model space 1pss, 0fspn, 1pi2. MSDI was used to determine the

energy levels and classical coupling angles (9051J for( neutron-proton) in these calculations. The nuclear shell model for

nucleus®®Cu has one (neutron and proton) outside the inert core *Ni. The nucleon's that have taken up residence in the
model space Ipsz, Ofsp, Ipip.

The original MSDI Hamiltonian is also modified to account for the ground state energy. Energy levels were
obtained using the equations (4,5,6 and 8). As a result, it's discovered that the experimental value's acceptability is quite
high. Configurations mixing between the orbits are used to include the neutron and proton contributions.

To find energy levels, use the single particle energy .For proton particle , pips» = -0.6901MeV, p0fs:
=0.3381MeV, and pip,» =0.4161MeV may be used; however, for state neutron particle, plp;» = -10.2543MeV, p0fs/
=-9.4861MeV, and plp;, =-9.1422MeV can be used. The use of particle energies inside the space of the
aforementioned model, [17,18]. The angular momentum possibilities for this nucleus range from 0 to 5.

Table 1. A comparison between a theoretical result and experimental result excitation energies, MeV, for 3*Cu nucleus by using MSDI

Ve Energy Energy Levels Ve Ve Energy Energy Levels Ve
Levels Levels
Theor. Res. Exp. Res. [19] Theor. Res. Exp. Res. [19]
1 0.0000 0.0000 1+ 2% 3.111 - -
0.2029 0+ 1% 3.26 3.230 -
0.4436 3+
1.051 1+
25 1.43 1.427 2+ 2% 3.28 3.2802 (0+ to 4+)
1% 1.663 1.549 4+ 1% 3.29 3.310 -
3.4210 (7+)
3.4601 (H+
0 1.79 - - 3% 35111 3.5126 -
3% 1.8214 1.647 (3+) 5% 3.5743 3.570 -
25 1.8723 1.652 2+ 0", 3.6322 3.6779 (D+
3% 1.9211 - e 3% 3.6356
4 2.0801 2.0650 (5+) 2% 3.7645 3.717 ()+
2.070 3.820
2.170
2.249
2.270
1" 2.556 - - 4% 3.9545 3.890 -
2.690 4+ 3% 4.1403 4.010 -
2% 2.7404 2.7502 4+) 2% 4.1823 4.0656 (7+)
2.780
2.8152
2.840
2.9206 (5+)
2.949 (D)+
3% 3.0821 2.9309 (0+ to 2% 4.5755 4210
4+) 44414 (8+)
4.720 )+
5.065
12.034 ()+
1% 3.0834 - - 1% 12.4011 12.45 -
4% 3.0911 - - 0% 12.543 12.520 (15+)
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Theoretically, the energy level (1.8214, 3.0821and 3.28) MeV was uncertain at the state (3;, 3*sand 2%5) .The
energy of the states (2*jand 2%,) near the experimental data. The levels 2%, 1% 3%45712%4%; and 1%;with practical
energies (2.780, 3.310, 3.5126, 3.570, 3.820, 3.890 and 12.45 ) MeV ,respectively correspond to state for which the
angular momentum and/or parity of the corresponding state are not established experimentally .

The new energy levels which are expected for this nucleus in the states 07y, 3%, 175, 174, 4%, and 2%4were not well
established experimentally.

The particle orbits have a low overlap in the style of the curve in Fig.1 for 8,5 =90, resulting in a weak interaction.
The orbits of (neutron- proton)interacting in opposing directions have a high overlap for 0,, =180. Because the nuclear
force has a limited range, the contact will be strong. This interaction explains why the curves in Fig.1 (A, B and C) have
an appositive slope for differences ranging from 180 to 90 degrees. For smaller angles, the Pauli principle expresses
itself. The two isospin coupling metrics must be recognized for 6, = 0.0 and.

(A)g o X O Cu-58 B)1; 00+ ¥ Cu-58
29 A5, IHjtj,=even 10 ; ! I+j,+j,=odd
Y s
% 3 Y’ £+ 8 >A|,(+ Af5/2f5/2 a 3 ; : Xp1/2 p3/2
= w £ #p1/2 p1/2 % fo of5/2f5/2
% 2 A ?r 4 Xf5/2p3/2 % 6 i : . Ap1/2f5/2
- 1+ ©p3/2p1/2 = 4 o0 >|£é1+ op1/2p1/2
& 1 ©p3/2p3/2 2
b 5 2
2 of5/2p1/2 g
150 100 50 0 150 100 50 0
—0°%ab —0°ab
©) s Cu-58
I+ja+jb20dd
4
g X 1+ /.*X\‘ 3+ ©p3/2p3/2
] 3 A X ‘_|3+ Af5/25/2
L 5 ,/" ; X f5/2 p1/2
[5) .
,_; ¥ 0+ %L o 4+
&D 1 2+
[}
=
=0
150 100 50 0
—0°%ab

Figure 1. The relationship between classical coupling angles of an even and an odd cases, with the energy levels of all possible states

The particle occupies a spatially symmetric particle state in the 6,1, =180 scenario, which results in a significant
negative matrix element due to the high short-range attraction. When T=1, the (neutron- proton) constitute a spatially
antisymmetric instance, and their relative space increases when the angle is reduced to 0.0.

The curves displayed in Fig. 1 A. may be created by plotting the excitation energy of these states as a function of
the identical angle supplied by Eq. (10) for even states and Fig. 1 (B and C) for odd states of effective interaction
determined from the data. Curvature is a measure of short-range attractive force.

Table 2 shows the lowest angle corresponds to the greatest J reading .The angular momentum of the even cases 5;*
which represents the highest angular momentum inside model space 0fs»0fs;, is 44.4153 degrees as seen in table 3.3.
The angle value is 152.3395 with angular momentum 1% in model space Ofs,0fs, reflects the lowest angular
momentum. The angle of 81.7867 degrees is the angular momentum of the odd states 4,*,which represents the
maximum angular momentum. The angle value 180.0000 corresponds to the lowest angular momentum 0,7in the same
model space.

Table 2. According to cases of angular momentum I, all possible states of the semi-classical coupling angle value

" Confglsgélflatlon state 0 fb i Conf;lggélflatlon state 0 ao’b
1 3333 Even 1+ 3333, Odd
! 2222 137.1665 5 2222 156.4218
+ 3333 Odd + 3131 Even
2 G227 101.5369 s G227 63.4349
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I" Conf}ggaatlon state 0 ﬁb I* Conf}gg;atlon state 0 aOJ)
1+ 5555 Even 1+ 3131 Odd
2 G3337) 152.3395 6 2222 138.1896
; 3333 0dd . 3535 0dd
0% G272 180.0000 3 G222 92,5013
+ 3333 Even + 5555 Even
3N G222 53.13010 > (3377 44.4153
. 5555 Odd " 5555 Odd
27 G337 131.0823 0% 33333) 180.0000
N 5555 Even " 51 51 Even
3% 3777 108.3176 3 3377 60.7940
N 5555 Odd + 3131 Even
4% 37577 81.7867 2’ G222 63.4349
N NN Even + 3535 Even
I3 3737 70.5287 45 G222 49.1066
+ EEEE Even + 51 ) 51 Even
2% 322 124.5667 3 3777 60.7940
+ 3535 0dd . ST 5 0dd
3% G222 92.5013 2 33:77) 133.0881
- 3335 0dd ; 15 0dd
s G222 156.4218 2’ 33:37) 133.0887
. 3535 Even . 3130 0dd
4% (3222 49.1066 17 G222 138.1896
ot 3131 Even % NN 0dd
2222 63.4349 3773 180.0000
CONCLUSION

For energy levels, theoretical and experimental levels are desirable. As a result, there are much too many
experimental excitation energies that are confirmed by calculations and new energy levels is found. As a result, MSDI
theoretical calculations are generally consistent with experimental findings. Angler momentum's minimum values agree
with the greatest angle. Finally, this highlights an essential fact: The MSDI is enough to show the nuclear structure of
38Cu nuclei.
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CTPYKTYPA PIBHIB 3Cu 3 MOJIM®IKOBAHOIO IOBEPXHEIO JIEJIbTA-B3AEMOIIT
Hananx H. Xamin, Aji K. Xacan

Disuunuii paxyromem, Ocsimuiu Koneoc ona dieuam, Yuisepcumem Kygu, Haoxcag, Ipax
Jlns po3paxyHKy 3HaueHb €HEPreTHYHHMX piBHIB sapa Mimi “%Cu BUKOPHCTaHO MOJENb AAEpPHOi OGOJOHKH 3 MOIM(IKOBAHOK
MOBEPXHEBOIO JeibTa B3aemoicio MSDI. HelTpoH i mpoToH B MoAeapHOMY pocTopi Ips/2 Ofs/2 Ipi/2 siapa Mifi 3yCTpidaroThCs mo3a
3aMkHyTHM sapoM “°Ni. ¥V mili po6oTi J0CHimKyeThCs eHeprisi 30y/DKEHHS Ta KyTOBHM MOMEHT. SIK HACHiZIOK, I BHSBJICHHS
CYKYITHOCTI MK eHeprisiMu 30y/KeHHS Ta KJIACHYHAMH KyTaMH 3B’s3Ky 0a,b Ha pi3HHX OpOiTansx BHKOPHCTOBYIOTHCS TEOPETHUHI
migxoxu. HapemTi, MM JEMOHCTpyeMO, IO HaIli Pe3yJIbTaTH MiATBEPKYIOTBCS EKCIEPUMEHTAIBHUMH JOKa3aMH: EHepril
30yIKeHHS MaloTh J1BI OCHOBHI (yHKIIT, HAa OOMJBI 3 SIKMX BIUIMBAIOTHh KJIACHYHI KyTH 3B’SI3Ky, ajie HA HUX HE BIUIMBAE KyTOBUIl
MoMeHT L.
Kuto4ogi cjioBa: eHepreTHuHi piBHi, MoaudikoBaHa NOBEPXHEBA Ae/IbTa B3acMOIis, °Cu, KIAaCUIHUH KyT 3B'A3KY
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In this manuscript, the method of characteristics particle trajectories details used and the dispersion relation for the ionosphere of Uranus
were being used to investigate electrostatic ion-cyclotron waves with parallel flow velocity shear in the presence of perpendicular
inhomogeneous DC electric field and density gradient. The growth rate has been calculated using the dispersion relation. Electric fields
parallel to the magnetic field transmit energy, mass, and momentum in the auroral regions of the planetary magnetosphere by
accelerating charged particles to extremely high energies. The rate of heating of plasma species along and perpendicular to the magnetic
field is also said to be influenced by the occurrence of ion cyclotron waves and a parallel electric field in the acceleration area.
Keywords: Electrostatic Ion-cyclotron waves, Velocity shear, density gradient and Inhomogeneous Electric Field,
Magnetosphere/Ionosphere of Uranus

PACS: 52.35Fp, 94.30Ch, 96.30Pj

The study of dynamics, which determines the release of free energy, has recently received a lot of attention. Its
shear flow is determined by magneto hydrodynamics and plasma physics. The study of dynamics that govern the release
of free energy associated with sheared flows has recently garnered a lot of attention in magnetohydrodynamics and
plasma physics. In space plasma, sheared flows are ubiquitous, especially around the magnetopause, magnetospheric
boundary layer, solar wind stream-stream interactions, comet tails, and the auroral ionosphere. Lemons et al. [1] used a
kinetic technique to look at shearing velocity flow perpendicular to a uniform magnetic field for the electrostatic ion-
cyclotron (EIC) instability. Simulations of ion-cyclotron waves in a magnetoplasma with transverse inhomogeneous
electric field were employed in conjunction with Maxwellian plasma. Using Voyager 2's onboard plasma wave receiver,
identical electrostatic ion-cyclotron waves were observed in Uranus' magnetosphere. A minor offset in the occurrence
of electrostatic waves from the equator was predicted due to the substantial tilt of Uranian magnetic moment with
respect to the planet's rotational axis. The most intense electrostatic waves were discovered around the magnetic
equator, at a distance of roughly 11.5Ry, according to reported measurements [2,3].

Because of the coupling of the zone of positive and negative energy of ion waves, Ganguli et al. [4,5] and
Nishikawa et al. [6] argued that electrostatic waves with repetition of the request for ion-cyclotron frequencies can be
unpredictable. Some researchers [7] have included the effect of parallel and perpendicular electric fields by modifying
velocity terms appearing in the distribution function, actually results in an extension of earlier theory and obscuring the
details of particle trajectories and with their effect. Others, using particle aspect investigation, have focused on the
impact of an equal electric field on particle cyclotron instability for various distribution capacities. Others have used
particle aspect analysis to investigate the effect of a parallel electric field on ion-cyclotron instability for various
distribution functions [8,9]. Kandpal, et al.[10] investigated the Kelvin-Helmholtz instability in the magnetosphere of
Saturn using an inhomogeneous DC electric field. With an inhomogeneous DC electric field, Kandpal and Pandey [11]
explored higher harmonics electrostatic ion cyclotron parallel flow velocity shear instability in the magnetosphere of
Saturn. The effect of different parameters on the growth rate of waves has been demonstrated using EIC instability and
parallel velocity shear in the presence of an electric field perpendicular to the magnetic field [12].

The dielectric permittivity tensor of a magneto active current-driven plasma has been obtained by employing the
kinetic theory based on the Vlasov equation and Lorentz transformation formulas with an emphasize on the
g-nonextensive statistics for low frequency wave by Niknam [13]. Niyat et al [14] has solved dispersion relation for
magnetized plasmas that has non-extensive electrons drifting with respect to stationary ions, and satisfies the other
conditions for the excitation of electrostatic ion cyclotron waves using the standard linear Vlasov theory and
g-distributions. The Electrostatic Ion Cyclotron (EIC) instability that includes the effect of wave-particle interaction has
been studied owing to the free energy source through the flowing velocity of the inter-penetrating plasmas by Bashir
etal [15]. The electrostatic waves in magnetized plasmas have been derived in the context of the
nonextensive g-distribution of Tsallis statistics by Sharifi [16].

An ion beam propagating through collisional magnetized plasma containing electrons and two positive ion
components has been discussed electrostatic ion cyclotron (EIC) instability via Cerenkov interaction [17]. Liu et al [18]

7 Cite as: R.S. Pandey, and M. Kumar, East. Eur. J. Phys. 1, 32 (2022), https://doi.org/10.26565/2312-4334-2022-1-05
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has explained the dispersive Alfvén wave in a low f plasma with anisotropic superthermal particles modeled by a bi-
nonextensive distribution is derived from a kinetic theory. The effect of anisotropic temperature on inertial Alfvén wave
is so small that it is negligible. The numerical results reveal that the presence of superthermal electrons in the small
wavenumber limit will lead the dampingrate of the kinetic Alfven wave (KAW) bigger than the one
with Maxwellian distribution.

The experimental studies on electrostatic ion-cyclotron waves (EICWs) and their instability were often performed
in a narrow plasma column in Q-machines, in which the wave was conventionally generated via the instability driven by
an electron current parallel to a magnetic field. The propagation characteristics of wave patterns have seldom been
studied, especially the different characteristics in pulse and continuous wave patterns [19]. Accumulation of carbon
dioxide in the Earth's atmosphere leads to an increase in the greenhouse effect and, as a consequence, to significant
climate change. Thus, the demand to develop effective technologies of carbon dioxide conversion grows year to year.
Additional reason for research in this direction is the intention of Mars exploration, since 96% of the Martian
atmosphere is just carbon dioxide, which can be a source of oxygen, rocket fuel, and raw materials for further chemical
utilization. The enhancement of negative ion production in a volume Penning based source could be performed by the
application of metal hydride cathode. Hydrogen isotopes are stored there in a chemically bound atomic state and
desorbed from the metal hydride under the discharge current impact [20,21].

The dispersion equation has been derived on an approximation based for the current from the exact solutions of the
characteristic cylindrical geometry form of the Vlasov plasma equation in a uniform magnetized plasma cylinder
surrounded by a larger metal boundary outside a vacuum gap, which thus differs from that in unbounded plasmas by
Kono et al [22].

Bashir et al [23] has studied the Bernstein mode instability driven by a perpendicular momentum ring distribution
function is insensitive to the parallel distribution. However, in the relativistic treatment, owing to the inexorable
coupling between the parallel and perpendicular momenta through the Lorentz factor, the parallel momentum
distribution may affect the instability. Bashir and Vranjes [24] has studied the unstable kinetic drift wave in an electron-
ion plasma can very effectively be suppressed by adding an extra flowing ion (or plasma) population. Theoretical study
of the effects of positron density on the electrostatic ion cyclotron instability in an electron-positron-ion plasma using
the kinetic theory approach by assuming that positrons and electrons can drift parallel to the magnetic field either in the
same or the opposite directions has been studied by Khorashadizadeh et al [25].

The evolution of Fila mentation instability in a weakly ionized current-carrying plasma with nonextensive
distribution has been studied in the diffusion frequency region, taking into account the effects of electron-
neutral collisions Using the kinetic theory, Lorentz transformation formulas by Khorashadizadeh[26].The dispersion
relation for parallel propagating waves in the ion-cyclotron branch has investigated numerically by considering that the
velocity distribution of the ion population is a function of type product-bi-kappa. We investigate the effects of the non-
thermal features and of the anisotropy associated with this type of distribution on the ion-cyclotron instability, as well as
the influence of different forms of the electron distribution, by considering Maxwellian distributions, bi-kappa
distributions, and product-bi-kappa distributions [27].

Incorporating the details of particle trajectories in the presence of non-uniform electric field and using them for bi-
Maxwellian hot plasma to the magnetic field with velocity shear flow parallel to density gradient perpendicular to
magnetic field, a conceptual study of ion-cyclotron instability has been performed for the magnetosphere of Uranus.

DISPERSION RELATION AND GROWTH RATE
Small perturbations in By, fs; and E; linearize the Vlasov-Maxwell equations for homogeneous plasma, yielding
the dispersion relation. The harmonic dependency of these perturbed quantities is assumed to be as. The following are
the linearized first order Vlasov equations:

f f F f
oty +V.a sl — & =S, (r,v.t) (1)
ot or m, J\ Ov
The term Force can be calculated as
F,=c| E,(x)+(vxB,)c| @)

Ss(r,v,t):[—;sj[E]+(v><B])/c](%J 3)

s

Where’s' stands for species. The perturbed distribution function f;;, which is derived from eq. (1), is calculated
using the typical solutions approach.

£, (r,v,t) :j °S, [ r, (r,v,t).v, (r,v,t),t—t, ] dt

The phase space coordinate system has undergone a transformation. From (r,v,t) to (ro,vo,t —t) wheret —t =7
The particle trajectories for the inhomogeneous external DC electric field and the homogeneous magnetic field, as
specified by [28], are as follows:



Rama S. Pandey, Mukesh Kumar

34
EEJP. 1(2022)

x(1)=x, +;;—L 1+ E4g§?) [ sin(G-QSr)—sinG]

EM [ cos(0-Q,1)— cos@]

v
=y, +A +—=| 1+
y(®)=v, 4 40!
z(t)=z,+ v &)
Where
}_E, X r[ E’ ' X ’
A= (x) 1+ ( )l Y|4
Q, [ E(x) 4l Q
_ e,E(x) x?
E(X): m, andE( ) EOXLI—a—z]
— e E 1-
So, E' (x) = &Eer (1)
mS
2x B
where  p=-—- and Q =5
a m
After replacing the unperturbed trajectories in equation (4) and followed by simplified algebraic calculations
following technique out lined in [11] the perturbed distribution function based on time integration is given as:
E U +E V +E,W’
£,(r,v,) = 2 D IO, ()T, ()T (1, e ) gilemnlet) [ - = - ] (6)
kv, +nQ +pQ +k A —o
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!
A istheseries variation of inhomogeneous electric fieldand A is the time derivative of A
Maxwellian distribution function can be written by Huba (29)
”
fso = fmo + Vyc

r 1 2(vH A\ (x)) dv,,(x)
C = ©n 2 fmo
Q. o dx
2
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Where C” is being constant of motion:
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m

S
Where {"is being constant of motion and Kb is the Maxwell Boltzmann constant

Now making it easy by replacing m=n, g=p and applying the standard definition of conductivity and current density, the
dielectric tensor can be calculated as:

st SIS
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Where, ||S;||=|-iv,J, ' JU*  -iv IPVE v J2W* (10)

vIZUX  vPVE v W

¥ n Vi

Now we consider electrostatic ion-cyclotron instability
2
llewll=N (11)
Here N represents the index of refraction.

The estimating method can be used to obtain the final electrostatic dispersion relation of Huba [29] and combining
equation (8), (9), (10) and (11)

EE| k(8 1 e
D(kco)—1+s lLanp:F(p)ZJ(K)I o |5 | e S S Z(5)+

I s lls

+AT1‘(‘—'(1+c;z<c;>)—As[%J (1+22(0) (12

1 [Is

1 -2

Z(¢)= (7r)75“m eT dt is plasma dispersion function with C given as:

—0

B-(n+p)Q, —k A

> ko
A, 1 dv,(x)
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2
a S
Ap=ol
Is
ol
\ =%(X), 5=0-kv,® (13)
k Pl 2 0’25
Hs = J-2 s )\‘DS = 20;2

ps

wis = Squared of plasma frequency

Where Z({)represents plasma dispersion function
Now the above-mentioned dispersion relation comes to a final form to that of Huba [29] by the removal of
inhomogeneous DC electric field is removed from the equation, and a ¢ = @5, and based on [29] assumptions for
p=0 and s = i, e. The assumption is used to estimate the dispersion relation for electrons and ion approximations.

k,p. << 1 and there is no such approximation for ions. Thus equation (12) is simplified as:

= nQ. +k A
D(ko) =1+ 5, =<+ Loy [ I )—[( 51, 1, 0k )
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Multiplying equation (15) throughout by [ we obtain a quadratic dispersion equation as:
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The solution of equation (16) is
12
! b, 4a.c
o =— 1§ 1-—2 18
2a, [ : (18)

From this expression growth rate has been calculated by computer analysis when b12 << 4a,c,. This criteria gives a

condition for the growth of wave when

;0 2
b,Q 2ak, QA
2.2 ' 2,4 \2
PR T ISV %kuz fka k@)
k, L (w)Ty Q. ok, o kH
4a, !
ok, J

In long wavelength limit when k:p’ <<1 and removal of non-uniform DC electric field for Maxwellian plasma
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An expression close to that of Huba [29] is obtained.

PLASMA PARAMETERS
From Kurth etal [2] and Pandey [30] the following values of plasma properties for Uranus' magnetosphere,
Growth rate (y/w.) variations with k, p;were determined using equation (18):E,= 1mV/m, B,~=1InT A; = 0.05,
T /T=1.25, p =0.5, T, /T;=4, &,p;= 0.02 and 6 = 89° at 11 Ru.

RESULTS AND DISCUSSION
Figure 1 shows the variation in growth rates in respect to k, p; for assumed values of shear scale length (A;) have
been shown.
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Figure 1. Differences in the rates of growth in relation to k, p; for differing values of A; at T, /T,=1.25, T, /T;=4,
p =0.5, £,p;=0.02, 6 =89° and additional fixed plasma characteristics.

At harmonics n = 1 and A; = 0.05, growth rate is 0.1645. Growth rate increases from 0.1783 to 0.1912 for
A;=0.055 and 0.06 respectively. The maxima of growth rate occurs at k, p;= 1.8 in every case. The velocity shear ion-
cyclotron like waves are excited for k; p;> 1 at shorter wavelength regions [5, 31], as shown in this chapter. Our results
are similar to numerical simulation using M.H.D. equation valid at large ion larmor radius [32]. When the gyro radius is
similar to the velocity shear scale length, the instability appears to have stabilized. Figure 2 represents the growth rate
variation with respect to k, p;for diverse values of density scale length (g,p;). The increases in growth rate with
increasing value of density scale length, as for €,p;= 0.02 and 0.08, growth rate increases from 0.1645 to 0.1758 with
no change in k, p;= 1.8. Fujimoto and Terasawa [33] According to simulation data, the mixing efficiency of non-
uniform background plasma is a function of density ratio, plasma, shear layer width, and growth mode wavelength.
Their conclusion is supported by our findings. Figure 3 indicates the change in growth rate for the ion-cyclotron
instability in Uranus' magnetosphere with harmonic n=1.
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Figure 2. Differences in the rates of growth in relation to
k, p; for varying values of e,p; at T, /T=1.25, T, /T;=4,
p =0.5, A;=0.05, 8 =89° and additional fixed plasma

characteristics.

Figure 3. Differences in the rates of growth in relation to
k, p; for varying values of 8 at T, /T}=1.25, T, /T;=4, p
=0.5, Ai =0.05, &,p;= 0.02 and additional fixed plasma

characteristics.

For various values of propagation angle, the growth rate is confirmed with reference to the magnetic field
angle (8). The magnetic dipole axis, which is tilted at sixty degrees like Uranus' spin axis, condenses, resulting in a
more bending magnetic field and magnetic field intersection [34,35]. In the graph, for 68 =88°, y/w.=0.0787, for
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0 =88.5°, y/w.=0.1156 and for 6 =89°, y/w,=0.1645. Therefore, it is concluded that even the slight lowering in angle
of propagation decreases the growth rate significantly for Uranian magnetosphere. In Figure 4 variation of growth rate
with k, p;for various values of electric field have been showed. For E;= lmV/m, maximum growth rate, y/w.=0.1645
appears at k, p;=1.8 and for E, = 0.1mV/m, maximum growth rate, y/w,=0.1753 appears again at k, p;=1.8. At n=1
harmonic of ion cyclotron gyro frequency, growth rate reduces with higher value of electric field. This shows that
increasing electric field magnitude has a stabilizing effect on electrostatic ion-cyclotron waves. The behavior is in
accordance with Misra and Tiwari [8] this illustrates that the parallel electric field has the effect of stabilizing wave
expansion and increasing ion transverse acceleration. Figure 5 shows the effect of varying T, /T;on growth rate of ion-
cyclotron waves for 11 Ry, other fixed parameters as mentioned in figure caption.
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Figure 4. Differences in the rates of growth in relationto ~ Figure 5. Differences in the rates of growth in relation to
k, p; for varying values of E, at T, /T)=1.25, T, /T;=4, p k, p; for varying values of . /n; at T, /T;|=1.25, &,p;=
=0.5, Ai=0.05, 8 =89°, &, p;= 0.02 and additional fixed 0.02, p =0.5, A;=0.05, 8 =89° and additional fixed plasma
plasma characteristics. characteristics.

With T, /T;= 2, 4 and 6, y/w.= 0.1496, 0.1645 and 0.1705 respectively. It is seen that with increasing the value
ofT, /T;, growth rate also increases. Figure 6 has been made to depict the diversity in growth rates with respect to
k, p;for differing value of pand other parameters fixed. The effects of inhomogeneity non the electric field with a
constant DC field magnitude are depicted in this diagram. The maximum growth rate increases from 0.1645 to 0.1722
as the value of increases from 0.5 to 0.9. Velocity shear ion-cyclotron like waves are excited in the regions where E x B
drift is localized. The effect of non-uniform electric field in the perpendicular direction makes it to be a function of
position as shown in the expression and thus cyclotron frequency is renormalized. In Figure 7 the variation of growth
rate with relation to k, p;for varying values of ratio of perpendicular to parallel temperature (T, /T)|) are shown. Since
T, /T,-1 = Ar, the graph actually shows growth rate for different anisotropies (At). For T, /T= 1.25, y/w.= 0.1645,
for T, /T= 1.5, y/w,= 0.1685 and for T,/T)=1.75, y/w,= 0.1708. Thus, temperature anisotropy becomes an
additional source along with velocity shear, density scale length and angle of propagation, for exciting shorter
wavelengths. The results can be compared to Misra and Tiwari [8] for terrestrial magnetosphere.

02 5 02 5
018 1 , 018 1
0.16 - .-‘::{_‘_‘_ 0.16 — """ 3
0.14 : 0.14 -
é"n.u;. 390.12;- H"“*:.._h
?:-n.j;- ;:D.lé- =
o0e 3 0.08
006 I —--P= D-'i 006 1 — - -TT=175
| e —ins
0.0z 3 002 & :
T S e e e S S S o
0 1 2 k_PiS 4 5 & 7 0 1 2 K p, 3 a 5 3 7
Figure 6. Differences in the rates of growth in relation to Figure 7. Differences in the rates of growth in relation to
k, p; for various values of p at T, /T,=1.25, T, /T;=4, enp;=  kp; for varying values of T /T, at &,p,= 0.05, T, /T;=4, p
0.02, A; =0.05, 8 =89°and additional fixed plasma =0.5, A;i =0.05, 8 =89° and additional fixed plasma

characteristics. characteristics.
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CONCLUSION
In the presence of a parallel DC field, this study shows the stimulation of electrostatic ion-cyclotron waves in Uranus'
magnetosphere. The inclusion of temperature anisotropy and inhomogeneous electric field through kinetic approach leads
to conclusion that in addition to driving sources of instability, such as temperature anisotropy and velocity shear, angle of
propagation. In the case of the Uranian magnetosphere, it also has a significant impact on the rate of expansion of ion-
cyclotron waves. The increase in electric field magnitude plays stabilizing effect on electrostatic ion-cyclotron instability,
thus decreasing the growth rate of the waves as well as enhances transverse acceleration of ions.

ORCID IDs
Rama S. Pandey, https://orcid.org/0000-0003-4907-1080; ©Mukesh Kumar, https://orcid.org/0000-0001-6106-4794

REFERENCES
[1] D.S. Lemons D. Winske, and S.P. Gary, J. Geophys. Res. 97, 19381 (1992). https://doi.org/10.1029/92JA01735
[2] W.S. Kurth, D.D. Barbosa, D.A. Gurnett, and F.L. Scarf, J. Geophys. Res. 92(Al13), 15225 (1987).
https://doi.org/10.1029/ja092ial3p15225
] P.Zarka, Advances in Sp. Res. 33, 2045 (2004). https://doi.org/10.1016/j.asr.2003.07.05
] G. Ganguli, and Y.C. Lee, Phys. Fluids, 28, 761 (1985). https://doi.org/10.1063/1.865096
1 G. Ganguli, Y.C. Lee, and P.J. Palmadesso, Phys. Fluids, 31, 823 (1988). https://doi.org/10.1063/1.866818
] K. Nishikawa, G. Ganguli, Y.C. Lee, and P.J. Palmadesso, Phys. Fluids, 31, 1568 (1988). https://doi.org/10.1063/1.866696
1 G. Ganguli, Bakshi P. and Palmadesso P., J. Geophys. Res. 89, 945 (1984). https://doi.org/10.1029/JA089iA02p00945
1 R Misra. and Tiwari M.S., Planetary and Space Sci. 54 (2), 188 (2006). https://doi.org/10.1016/j.pss.2005.11.003
1 G. Ahirwar, P. Varma and M.S.Tiwari, Annales Geophysicae, 24(7), 1919 (2006). https://doi.org/10.5194/angeo-24-1919-2006
0] P. Kandpal, R. Kaur, and R.S. Pandey, Advances in Space research, 61, 581 (2018). https://doi.org/10.1016/j.asr.2017.09.033
1] P.Kandpal, and R.S. Pandey, Astrophysics and Space Sciences, 363, 227 (2018). https://doi.org/10.1007/s10509-018-3442-7
2] RK. Tyagi, K.K. Srivastava, and R.S. Pandey, Surface Engineering and Applied Electrochemistry, 47(4), 370 (2011).
https://doi.org/10.3103/S1068375511040144
[13] A.R. Niknam, E. Rastbood, and S.M. Khorashadizadeh, Phys. Plasmas, 22, 122102 (2015). https://doi.org/10.1063/1.4936825
[14] M. Barati Moqadam Niyat, S.M.Khorashadizadeh and A.R. Niknam, Physics of Plasmas, 23, 122110 (2016).
https://doi.org/10.1063/1.4971810
[15] M.F. Bashir, R. Ilie, and G.Murtaza, Physics of Plasmas, 25, 052114 (2018). https://doi.org/10.1063/1.5025843
[16] M. Sharifi, and A. Parvazian, Physica A, 393, 489 (2014). https://doi.org/10.1016/j.physa.2013.09.024
[17] J. Sharma, S.C. Sharma, and D. Kaur Progress In Electromagnetics Research Letters, 54, 123 (2015).
https://doi.org/10.2528/PIERL 15042703

[18] Y. Liu, Y.F. Wang, and T.P. Hu, Phys. Plasmas, 23, 042103 (2016). https://doi.org/10.1063/1.4945635

[19] K.-Y.Yi, Z.A. Wei, ].X. Ma, Q. Liu, and Z.Y. Li, Physics of Plasmas, 27, 082103 (2020). https://doi.org/10.1063/1.5144453
[20] I. Sereda, Ya. Hrechko, Ie. Babenko, East Eur. J. Phys. 3, 81 (2021). https://doi.org/10.26565/2312-4334-2021-3-12

[21] V.A. Lisovskiy, S.V. Dudin, P.P. Platonov, and V.D. Yegorenkov, East Eur. J. Phys. 4, 152 (2021).

https://doi.org/10.26565/2312-4334-2021-4-20
[22] M. Kono, J. Vranjes, and N. Batool, Phys. Rev. Lett. 112, 105001 (2014). https://doi.org/10.1103/PhysRevLett.112.105001
[23] M.F. Bashir, N. Noreen, G. Murtaza, and P.H. Yoon, Plasma Phys. Controlled Fusion, 56, 055009 (2014).

https://doi.org/10.1088/0741-3335/56/5/055009
[24] M.FE. Bashir, and J. Vranjes, Phys. Rev. E, 91, 033113 (2015). https://doi.org/10.1103/PhysRevE.91.033113
[25] SM. Khorashadizadeh, M. Barati M. Niyat, and A.R. Niknam, Phys. Plasmas, 23, 062102 (2016).

https://doi.org/10.1063/1.4953094
[26] S.M. Khorashadizadeh, E. Rastbood, and A.R. Niknam, Phys. Plasmas, 22, 072103 (2015). https://doi.org/10.1063/1.4926521
[27] M.S. dos Santos, L.F. Ziebell, and R. Gaelzer, Phys. Plasmas, 22, 122107 (2015). https://doi.org/10.1063/1.4936972
[28] P. Verma, and M.S. Tiwari, Physica Scripta, 44, 296 (1991). https://doi.org/10.1088/0031-8949/44/3/010
[29] J.D. Huba, J. Geophys. Res. 86, 3653 (1981). https://doi.org/10.1029/JA086iA05p03653
[30] R.S. Pandey , Progress in Electromagnetics Research B, 11, 39 (2009). https://www .jpier.org/PIERB/pierb11/04.08073101
[31] Eliasson, P.K. Shukla, and J.O. Hall, 13, 024502 (2006). https //doi.org/10.1063/1.2173934.
[32] E.N. Opp, and A.B. Hassam, Phys. of Fluids B, 3, 885 (1991). https://doi.org/10.1063/1.859845
[33] M. Fujimoto, and T. Terasawa, J. Geophys. Res. 100, 12025 (1995). https://doi.org/10.1029/94JA02219
[34] N.F. Ness, et al. Science, 233, 4759 (1986). https://doi.org/10.1126/science.233.4759.85
[35] S. Stanley, and J. Bloxham, Nature, 428, 151 (2004). https://doi.org/10.1038/nature02376

BUBYEHHS EJEKTPOCTATUYHUX IOHHO-IIUKJIOTPOHHUX XBUJIb Y MATHITOC®EPI YPAHY
Pama C. I1anaeii, Mykem Kymap
“Dakynomem npukiaoHoi Qisuxu Inemumymy npuxknadnux nayk Amimi, Ynisepcumem Amimi Hoiioa, In0is.
b®axynomem ¢pizuxu, Konedoe Hananoa Bixapwapigp Hananoa MU Boox asa Bixap, Indis

VYV 1pOMy pPYyKOITHCI BHKOPHCTAHO METOJ XapaKTEPUCTHK NeTajleil TPaeKTopiii YaCTHHOK Ta AMCHEPCifHE CIiBBIAHOLICHHS s
ioHOC(hepu Ypana [Uisl JOCIIDKCHHS €IEKTPOCTATHYHHX 10HHO-IMKJIOTPOHHUX XBHIIb i3 MapajeibHUM 3CYBOM IIBHAKOCTI OTOKY 32
HAsBHOCTI TEPIECHANKYIAPHOTO HEOTHOPIIHOTO MOCTIHHOTO €JIEKTPUYHOTO TOJIA Ta rpadieHTa miinsHOCTI. IIIBUAKICTH 3pOcTaHHS
po3paxoBaHa 3a JOINOMOTOI0 JUCIIEPCIHHOIO CHiBBiTHOIICHHS. EJEKTpWYHI TOJs, HapajieibHli MarHiTHOMY IIOJIIO, TepenaloTh
CHEpTrilo, Macy Ta iMIIyJIbC B aBPOPAJBLHUX 00JACTSAX MAarHiToC(hepH IUIaHETH, IPHUCKOPIOIOYN 3apsDKEHI YaCTHHKU 10 HaJ3BUYAiHO
BHCOKHX CHepriil. BBaxkaeTbcsl, 1110 Ha MIBUJKICTH HArpiBaHHSA YaCTHHOK IUIa3MH B3JOBX i MEPICHANKYISIPHO MArHITHOMY IOJO
TaKOXX BIUIMBAE€ BUHUKHEHHS 10HHHX LUKJIOTPOHHUX XBHJIb 1 IIapalIelIbHOTO €JIEKTPUYHOTO OISl B 00JaCTi MPUCKOPESHHSL.
Ki1i04oBi cj1oBa: eJIeKTpOCTaTHYHI 10HHO-IIMKIOTPOHHI XBHIII, IIBUIKICTH 3CYBY, IPAII€HT IIIJIBHOCTI Ta HEOJHOPIAHE CICKTPHUHE
ose, Maruirocdepa/ionocdepa Ypana



40
East EUROPEAN JOURNAL OF PHYsICS. 1.40-46 (2022)
DOI:10.26565/2312-4334-2022-1-06 ISSN 2312-4334

EFFECT OF THE RELATIVISTIC ELECTRON BEAM ON PROPAGATING WHISTLER-
MODE WAVE FOR RING DISTRIBUTION IN THE SATURN MAGNETOSPHERE'

E.H. Annex®*, *“ Rama S. Pandey®*, "’ Mukesh Kumar®#$
“Department of Applied Physics, Amity Institute of Applied Science, Amity University Noida UP India
bDepartment of Physics, Nalanda College Biharsharif Nalanda MU Bodh Gaya Bihar, India
*Corresponding Author: rspandey@amity.edu

#E-mail: annex. h@student.amity.edu; SE-mail: mukeshkumarpawapuri@gmail.com
Received February 10, 2022; accepted March 15, 2022

Cassini and many investigators reported whistler chorus near Saturn equatorial plane moving outwards. Whistler can propagate when
going to high latitude and can alter its characteristics while interacting resonantly with available energetic electrons. Here investigating
wave for a relativistic beam of the electron. It is observed and reported by Cassini Magnetospheric Imaging Instrument (MIMI) that
inward radial injection of highly energetic particles is most dominant in Saturn intrinsic magnetosphere. Within this paradigm, an
empirical energy dispersion relation for propagated whistler-mode oscillations in quasi Saturn magnetospheric plasma from such a
non-monotonous ringed distribution function has been established. The kinetic approach and method of characteristics methodologies
were used in the computations, which have been shown to be the best for building perturbed plasma states. The perturbed distribution
function was estimated using the unperturbed particle routes. The ring distribution function was used to construct an unexpected growth
rate expression for relativistic plasma in the inner magnetosphere. The results from the Saturn magnetosphere have been calculated and
interpreted using a range of parameters. Temperature heterogeneity was shown to be a significant source of free energy that aided the
propagation of a whistler-mode wave. By raising the peak value, the bulk injection of energetic hot electron injection impacts the
growth rate. Growth was also demonstrated to be accelerated when the propagation angle increased. The research contributes to a better
understanding of the relationship between wave and particle emissions and VLF emissions on a large scale.

Keywords: Magnetospheric environment of Saturn, rate of growth, wave-particle interactions, Whistler Mode Waves

PACS: 41.75Hf, 94.30Tz, 96.30Wr, 96.30Mh

Gurnett et al [1] were the first to report on the plasma spectrum detected by Voyager 1 on Saturn. Voyager found
Whistler mode hissing and choral noises when it reached the equator at an inner radius of around 5 Rs (Rs is Saturn's
radius). Voyager 2's plasma wave instruments detected Whistler mode pulses from Saturn's magnetosphere [2]. Gurnett
et al [1] supplied the earliest Cassini and Plasma Waves Scientific Instrument information, along with Saturn's first orbit,
during the 2005 approach. Some diffuse emissions (electron cyclotron frequency) were detected at frequencies lower than
FC. Whistler mode wave emissions have been identified. The radial distance between these radiations ranges between 2
and 6 Rs. Whistler waves are electromagnetic waves that arise in magnetised plasma and have a lower frequency than the
electron cyclotron frequency. The magnetosphere causes plasma instabilities, causing waves to move in the Whistler
mode wave forks. Non-uniform electron distributions, such as beams, rings, and thermal anisotropy, produce the majority
of these instabilities. Whistler's launch mode is also activated when it is created by lightning. The addition of relativistic
energetic hot electrons in bulk alters the growth rate by raising its maximum value [3]. A crucial mechanism that might
result in wave amplification and the precipitation of high-energy electrons as from magnetic region into the lower
atmosphere is the interaction of Whistler mode wave particles. Cassini was the first spacecraft to arrive at Saturn in 2004.
It has a wide radial cover of Saturn's ionosphere.

Understanding non-relativistic astrophysical shocks is a significant aspect toward Treumann's [4] general account
of collisionless astrophysical shocks with high Mach numbers and their effects on dispersing flow-energy, heating matter,
ramping up particles to high supposedly cosmic-ray energies, and generating distinguishable radiation varying from radio
to X-rays. The waves, according to Sundkvist et al [5], are an important part of the shock structure, with the dispersive
shock serving as the source of the waves by pushing the Poynting flux of the oblique whistler waves upstream in the
shock normal frame commencing at the shock ramp.

Went et al. [6] presented a new analytical and numerical model of Saturn's dayside bow shock based on empirical
evidence from the Pioneer 11, Voyager 1, and Voyager 2 flybys, as well as data from the first six years of the Cassini
mission (2004-2010), in order to derive the average structure of the shock surface and the variance of shock sub solar
distance with solar wind dynamic pressure. Wilson et al [7] started to investigate electromagnetic precursor waves,
distinguished as whistler-mode waves at supercritical interplanetary shocks, which continue to spread obliquely about the
local magnetic field, shock normal vector, and solar wind speed and are not phase standing structures, using the Wind
search coil magnetometer.

Recently Sokolovsky [8] has been discussed the relaxation of the electron energy and momentum densities in
spatially uniform states of completely ionized plasma in the presence of small constant and spatially homogeneous
external electric field on based on linear kinetic equation obtained by us early from the Landau kinetic equation. Whistler-

7 Cite as: E.H. Annex, R.S. Pandey, and M. Kumar, East. Eur. J. Phys. 1, 40 (2022), https://doi.org/10.26565/2312-4334-2022-1-06
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mode waves are acknowledged to have a role in electron thermodynamics/acceleration and are identified as wave trains
before the shock ramp under specified conditions by Sulaiman et al [9]. Sulaiman et al.[10] provided the parameter space
of MA bow shock crossings detected by the Cassini probe from 2004 to 2014. We discover that Saturn's bow shock has
properties similar to both terrestrial and astrophysical regimes (MA of order 100), which are primarily determined by the
intensity of the upstream magnetic field. Sulaiman et al [11] researched the process thoroughly, both theoretically and
through simulations, but their conclusions are few and few between. We examine extremely high Mach number events in
previously unknown parameter space, and we use in situ magnetosphere data from the Cassini mission at 10 AU to
investigate reformation.

GOVERNING DISPERSION RELATION
To get the dispersion relation, uniform anisotropy in space is used, as well as collision-free plasma hit by an external
magnetic field with Bo = Bo €z. Inhomogeneities in the contact region are minor. Kaur and Pandey's [12] technical and
geometric principles are being pursued. As a consequence of a long derivation, Kumari and Pandey[13] wrote the Vlasov
equation — the Dielectric tensor from equation (14)
sein eS|

) . )
(Bme) ® '[L(o P HOESJ

g (ko)=1+

I Bm

(3

For the parallel propagation and instability of whistler mode waves with K| = 0 | the branch of general dispersion
relation (1) reduces to:

£, i, =N, (@)
where N* = (kzc2 ) / ®” is refractive index. As a result, the dispersion relation for n=1 may be stated as follows:
4 2 3
N2 =14l | TP p N+ N, ]x ! , 3)
(Bm,) o 2 kP, 40 0
m, B
where
2
N. = (ﬁmc) afo ®— kHPH PL (4)
- P op( pm)(pm, )’
of | P
N, =pmk —>| ——|. 5)
OP, | pm,

The trapped electron distribution function is considered to be a Maxwellian ring momentum distribution function.

1’1/1’1 (PL_PO)Z (Pﬁ)
fP,P)=—"n——— — _ , 6
@0 nmPO”PiLB = PiL qu ©
PO
B =exp(-P /P, )+~/n { Pu] erfe(—P, /P, ). (7

where,

21( T 1/2 2]( T 1/2
P, = 20l and P, =| 2L,
pm, pm,
are the associated parallel and perpendicular electron thermal velocities.

Substituting d*P = 2nr P dP ir dP, Then by plugging expression (6) into equation (3) and solving the integrations,
0 —o0

we get the dispersion relation as follows:
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where
1 pet . . . L pm, | _ o,
Z(&)= —_r ——dt, is the plasma dispersion function with & = OF .
Vo= t=¢ kiPy p
2.2
Applying condition ——>>1 for whistler waves
®
, 4e’mn /n
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The equation (8) reduces to
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Introducing the dimensionless parameters as kK = ——,
COCS
1 4y e kT, (n,/n
where K, = and B, = = Hg ) .
m_BB]

Growth rate expression for oblique propagation
When Whistler mode wave propagate oblique to magnetic field direction, the expression of dimensionless growth
rate and dimensionless real frequency becomes:

ﬁﬁﬁﬁ[?]%}? J(I_BX3)3 eXp[_[IE_cE?(;] ]
lz 1 3

~ 2 ~ 2 ’ (10)
@, 146X (kcos@) (kcosﬁ) X, BX,
P TR0y (Bl X, 1-pX,
1; 2
X, :_&ZM{ K2+£ﬂ} _ (11)
(O B, X, 2B

Expression for growth rate for parallel propagation
When Whistler mode wave propagate parallel to magnetic field direction, the expression of dimensionless growth
rate and dimensionless real frequency becomes:

\/; X, BX3 3 I_BX3 i
l:BE[XI_I—BXJ(I_BX}) "“ K

. - _ , (12)
¢ 14X, + (k) - (k) LXz_Bxs]
2(1—BX3) (I—BX3) X, 1-PBX,
X, = -2 :(k_){ K, +£&] . (13)
o, B X 2B

Plasma Parameters
The estimation of the growth rate of Whistler mode waves at radial distances was validated using characteristics
from Voyager 1 and Cassini data [12,13] at R ~ 5Rs within the Saturn plasma sheet. For a radial distance of 5Rs, the
magnetic field strength is 184 nT and the number density is 5%107 m=. Energy density KgT; According to observation,
the energy density at R ~ 5Rs is 300 eV.
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RESULT AND DISCUSSION
In Fig. 1 the maximum growth rate shows for Ay =0.75, and reaches up to 4, other profiles of A =0.5 and Ay = 0.25
shows same pattern of growth rate but significantly low maxima 3.6 and 3.25 for A = 0.5 and A = 0.25 respectively.
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Figure 1. Variation in the pace of growth and actual frequencies in relationship to k for various values of Ay for 8 = 10°at,
no=5x10°m3,n./n,, = 1/10, P_0 = 0.2, and as well as other fixed plasma characteristics

The increasing growth rate is of same pattern with substantial increment in the growth rate. But the decreasing
pattern it follows same path below 2.75 and ends in k value of 0.7. The variation in growth rate with regard to wave
number for various values of temperature anisotropy has recently been shown. According to the dispersion relation, when
temperature anisotropy grows, the growth rate increases in both sense, frequency, and magnitude due to the presence of
a hot ring's electron and a cool electron around it. Maniitti et al.[14] found an increase in whistler owing to an increase in
temperature ratio. In Fig. 2 the maximum growth rate for 6=30, reaches up to 4.25 for a k value of 0.4, other profiles of
0=20 and 0 =10 shows same pattern of growth rate but significantly low maxima 4 and 3.25 respectively.
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Figure 2. Variation in the pace of growth and actual frequencies in relationship to k for various values of 8 for at K T)|=2KeV,
T,/T, = 1.5, n=5x10°m3n./n,, = 1/10, P_0 = 0.2, as well as other fixed plasma characteristics.

The growing growth rate follows the same trend, with a significant increase in the growth rate. The variation in
growth rate with regard to wavenumber has been demonstrated for various propagation angle values. It has been revealed
that increasing the propagation angle value increases the growth rate. Fig. 3: With a k value of 0.8, the maximum growth
rate for =0.5 is achieved.

And the maximum growth rate for $=0.6, reaches maximum at a k value of 0.84 Similarly, the maximum growth
rate for p=0.7, reaches maximum at a k value of 0.72. $=0.5 curve shows a phenomenal growth rate than the p=0.6 and
=0.7. as compared to the B=0.5 other curves are shallow. In terms of wavenumber, raising the value of relativistic factor
leads in a decreasing growth rate, i.e., the greatest peak occurs for the lowest value. Similarly, at higher velocity of highly
energetic particles, smaller is measured, signifying more expansion of whistlers. Thus, while this cannot be referred to as
the key component responsible for whistler expansion in particle ring distributions, it can be substantial in other types of
distributions such as Maxwellian [15]. In Fig. 4 the maximum growth rate for n./n,, = 1/10, reaches maximum at a k
value of 0.5 And the maximum growth rate for n./n,, = 1/20, reaches maximum at a k value of 0.4 Similarly, the
maximum growth rate n,/n,, = 1/30 ,reaches maximum at a k value of 0.4. The growing growth rate follows the same
trend, with a significant increase in the growth rate. the variation in growth rate caused by relativistic warm electrons,
i.e., nc/nw. The graphic clearly shows that the growing ratio of number density causes an increase in growth rate.
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Figure 3. Variation in the pace of growth and actual frequencies in relationship to k for various values of 8 for 8 = 10°at
KgT)|=2KeV, T} /T, =15, no=5x10°m3,n./n,, = 1/10, P_0 = 0.2, as well as other fixed plasma characteristics.
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Figure 4. Variation in the pace of growth and actual frequencies in relationship to k for various values of nc/nw for 6 = 10°at,
no=5x10°m3,n,./n,, = 1/10, P_0 = 0.2, as well as other fixed plasma characteristics.

Fig. 5: The maximum growth rate for n./n,, = 1/10, reaches maximum at a k value of 0.4 And the maximum growth

rate for n./n,, = 1/20, reaches maximum at a k value of 0.4 Similarly, the maximum growth rate n./n,, = 1/30, reaches
maximum at a k value of 0.4.
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Figure 5. Variation in the pace of growth and actual frequencies in relationship to k for various values of n”/n for
parallel beamat, P_0 = 0.2, KgT||=2keV, Ay = 0.75,5 = 0.7 as well as other fixed plasma characteristics.

Growth rate builds up for a k value of 0.2 and 0.3 where n./n,, = 1/20 and 1/30 respectively. Both the curves
reaches a maximum at a k value of 0.4 and decays to a k value of 0.6. Fig. 6: The maximum growth rate shows for
A =0.75, reaches a maximum at a k value of 0.4, other profiles of Ay =0.5 and Ay =0.25 shows same pattern of growth
rate. At Ay =0.5 and Ay =0.25 the k value reaches a maximum of 0.4. All the three curves decays to a same point at a k
value of 0.6. the growth curve are of similar in nature but the Ay =0.75 growth is higher than all other two values. In the
incremental phase the growth pattern is different but the decremental phase falls in the same pattern. Fig. 7: The highest
growth rate for = 0.5 occurs with k value of 0.72. And the greatest growth rate for =0.6 occurs with k value of 0.62.
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Similarly, the maximum growth rate for =0.7 is reached at k = 0.58. The three curves begin at the same place with k value
of 0.32 and decline at various k values.
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Figure 6. Variation in the pace of growth and actual frequencies in relationship to k for various values of Ay for parallel beam
at, P_0 = 0.2, KgT||=2keV, f = 0.7 as well as other fixed plasma characteristics.
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Figure 7. Variation in the pace of growth and actual frequencies in relationship to k for various values of § for parallel beam at,
P_0 = 0.2, KgT||=2keV, Ay = 0.75 as well as other fixed plasma characteristics.

CONCLUSION
The influence of temperature anisotropy and relativistic beam characteristics on the evolution of whistler-mode
waveforms in the Saturnian magnetosphere is explored, and these qualities are shown to be favourable. The rate of growth
slows as the value of temperature anisotropy rises, but it accelerates when the AC frequency rises. As the propagation
angle rises, so does the bandwidth of oblique propagation. By assuming that electrons are the major high energy particles
influenced by electromagnetic activity in the magnetospheres of other planets, the preceding results help us comprehend
the character of this unpredictable whistler-mode wave scenarios [16].

ORCID IDs
E.H. Annex, https://orcid.org/0000-0002-5193-6795; ““’"Rama S. Pandey, https://orcid.org/0000-0003-4907-1080;
Mukesh Kumar, https://orcid.org/0000-0001-6106-4794

REFERENCES

[1] D.A. Gurnett, W.S. Kurth, and F.L. Scarf, Science, 212, 235 (1981), https://doi.org/10.1126/science.212.4491.235

[2] F.L. Scarf, D.A. Gurnett, W.S. Kurth, and R.L. Poynter, 215, 587 (1982), https://doi.org/10.1126/science.215.4532.587

[3] S.Kumar, S.K. Singh, and A.K. Gwal, Pramana J. Phys. 68(4), 611 (2007), https://doi.org/10.1007/s12043-007-0063-z

[4] R.A. Treumann, Astron. Astrophys. Rev. 17, 409 (2009), https://doi.org/10.1007/s00159-009-0024-2

[51 D. Sundkvist, V. Krasnoselskikh, S.D. Bale, S.J. Schwartz, J. Soucek, and F. Mozer, Phys. Rev. Lett. 108, 2 (2012),
https://doi.org/10.1103/PhysRevLett.108.025002

[6] D.R. Went, G.B. Hospodarsky, A. Masters, K.C. Hansen, and M.K. Dougherty, J. Geophys. Res. 116, A07202, (2011),
https://doi.org/10.1029/2010JA016349

[7] L.B. Wilson, A. Koval, A. Szabo, A. Breneman, C.A. Cattell, K. Goetz, P.J. Kellogg, K. Kersten, J.C. Kasper, B.A. Maruca, and
M. Pulupa, Geophys. Res. Lett. 39, L08109 (2012), https://doi.org/.1029/2012GL051581

[8] A.I. Sokolovsky, S.A. Sokolovsky, and O.A. Hrinishyn, East European Journal of Physics, 3, 19, (2020),
https://doi.org/10.26565/2312-4334-2020-3-03

[9] A.H. Sulaiman, D.A. Gurnett, J.S. Halekas, J.N. Yates, W.S. Kurth, and M.K. Dougherty, 122(1), 227 (2017)
https://doi.org/10.1002/2016JA023501



46
EEJP.1(2022) E.H. Annex, Rama S. Pandey, et al

A H. Sulaiman, et al. J. Geophys. Res. 121, 4425 (2016), https://doi.org/10.1002/2016JA022449

A H. Sulaiman, et al. Phys. Rev. Lett. 115, 12 (2015), https://doi.org/10.1103/PhysRevLett.115.125001

R. Kaur, and R. S. Pandey, Adv. Space Res. 59, 2434 (2017), https://doi.org/10.1016/j.asr.2017.02.015

J. Kumari, and R.S. Pandey, J. Astrophys. Astr. 40, 14 (2019), https://doi.org/10.1007/s12036-019-9576-3

J.D. Menietti, O. Santolik, and M.K. Dougherty, J. Geophys. Res. 113, A12206 (2008), https://doi.org/10.1029/2008JA013237
Y. Omura, and D.J. Summers, Geophys. Res. 111, A09222 (2006), https://doi.org/101029/2006JA011600

C.S. Wu, P.H. Yoon, and H.P. Freund, Geophys. Res. Lett. 16(12), 1461 (1989), https://doi.org/10.1029/GL0161012p01461

BIIVINB PEJISITUBICTCHKOI'O EJJEKTPOHHOI'O ITPOMEHS HA MOIIWPEHHSA XBUJIb 3 BICTJIEPHUMU
MOJAMM JJIs1 KWIBIIEBOI'O PO3IIOALTY B MATHITOC®EPI CATYPHA
€.X. Annekc, Pama C. Ilanpaeii, Mykem Kymap
“Dakynomem npukiaouoi gisuxu, lncmumym npuxkiadnux Hayk Amimi, Yunisepcumem Amimi, Hotioa UP, Inoia
b@axynomem ¢pisuxu, Hananoa Koneoowe, Bixapwapi¢p Haranoa, boox I'aiis Bixap, Inoia

Kaccini ta 6araro nociinHukiB noBigomui, mo whistler xop mo6nu3sy exBaropiansHol mronmau CaTypHa pyXaeThesl 3a HOro Mexi.
Bin MO>ke NOIIMPIOBATHCS, KO i THIMAETHCS y BUCOKI IMPOTH, 1 MOKE 3MIHIOBATH CBOI XapaKTEPUCTHKH, PE30HAHCHO B3a€MO/II0UN
3 JIOCTYTHUMH EHEpriifHUMHU eNeKTpOHAMH. Y CTaTTi JOCITIPKYETHCS XBHWIS ISl PEISATHBICTCHKOIO EIEKTPOHHOIO NMPOMEHs. 3a
noromororo Cassini Magnetosphere Imaging Instrument (MIMI) cnocTepiraetbcsi Ta MOBITOMIISIETHCS, IO PajiajibHA 1HXKEKIIis
BHCOKOCHEPreTHYHUX YAaCTUHOK BCEPEIUHY € HalOIbIl JOMIHYIOUMM y BHYTpilmHid Marsitocdepi Carypna. B pamkax el
napagurMy OyJo BCTAHOBJICHO €MIIpHYHE CIiBBiJHOLICHHS AMCIIEpCii eHeprii Ui MOIIMPIOBAHUX KOJIMBAaHb BICTJIEPHOI MOIH B
KBa3icaTypHOBIM MarHiToc(epHill Iuia3Mi Bif Takoi HEMOHOTOHHOI KimbIeBOi (QyHKHII po3monimy. Y po3paxyHKaX BHKOPHUCTaHO
KIHETHYHHUN TIAXiI Ta METOAMKY XapaKTEPUCTHK, SIKi BUSABHIIMCS HAaWKpaIlUMH Ui NOOYyAOBH 30ypeHHX CTaHiB IUIa3MHU. 30ypeHy
(YHKIII0 pO3MOAITY OLIHIIM 3 BHKOPUCTAHHSAM MapIIpyTiB He30ypeHux dacTuHokK. Kinbresa ¢yHKIis po3noainy Oyina BUKOpHCTaHA
JUIst OOy IOBU BUpa3y HEOUiKyBaHOI MIBUAKOCTI 3pOCTaHHS PENSTHBICTCHKOI IUTA3MH Y BHYTpIIIHIA MarHiTocdepi. Pesympratn mms
MmarHitocdepu CaTypHa Oyin po3paxoBaHi Ta iHTEpIPETOBaHI 3 BAKOPUCTAHHIM PsIIy apaMeTpiB. Byio nmokasaHo, 1o temMieparypHa
HEOJHOPIHICTh € 3HAYHUM JDKEpEJIOM BINBHOI €Heprii, sika CHpHse MOUIMPEHHIO XBHWI BicTiaepHoi Moxau. IlimBumryrouu mikoBe
3HA4YEHH$, 00’ €MHa IHXKEKIis eHEPreTHYHUX rapsuMX eJIEKTPOHIB BIUIMBAE HA LIBUJIKICTh POCTY. Byo Tako MpoaeMOHCTPOBaHO, 10
3pOCTAHHSl TPUCKOPIOETBCS TPH 301UIbLICHHI KyTa MOIIMPEHHS. JIOCHI/UKEHHS CIpUsE KpaumoMy pO3yMIHHIO 3B’SI3Ky MIiXK
BHIIPOMIHIOBAaHHAMH XBHJIb 1 4aCTHHOK 1 VLF-BUNPOMiIHIOBaHHSM y BETHKOMY MacIuTaOi.

Kurouosi ciioBa: marairocepHe cepenonuiie CaTypHa, IIBHIKICTh POCTY, B3aEMO/Iisl XBUIISI-9aCTHHKA, XBHJI MOIH YicTiepa
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The Density Functional Theory (DFT) with an approximation of generalised gradient is used for the study of elastic, thermodynamic
and transport properties and for that of structural stability of ternary Half-Heuslers compounds X(X=Co, Rh and Ir)MnAs. This first
predictive study of this compounds determines the mechanical properties such that the compression, shearing, Young modulla and
Poisson coefticient without omitting the checking parameters of the nature of these compounds such that hardness, Zener anisotropic
facto rand Cauchy pressure. The Pugh ratio and Poisson coefficient have allowed the identification of ductile nature of these
compounds. The speed of sound and Debye temperature of these compounds has also been estimated from the elastic constants. The
thermodynamic properties have been calculated as well for a pressure interval from zero to 25 GPa. The effect of chemical potential
variation on Seebeck coefficient, electric, thermal and electronic conductivities, the power and merit factors have also been studied
for different temperatures (300, 600, 900°K), so that these alloys can be better potential candidates for thermoelectric applications.
Keywords: Half-Heusler, DFT, elastic, thermoelectric, transport properties

PACS: 71.15.Mb; 71.20.-b; 71.55.Ak; 72.20.Pa

The big challenge of material science specialists is to be able to produce new semi conductor materials with the
best properties allowing them to be used in diverse applications. The ternary material of half-Heusler type is compound
family showing several qualities such that elastic stability, high melting temperature high thermoelectric power factor
and other stable thermal properties.

These material qualities make of these materials the best candidates to be used in several system manufacturing
such as the Micro Electro Mechanical Systems (MEMS), dedectors and sensors of high accurency. These compounds
known through their best thermoelectric properties are chemically presented by XYZ where X, Y corresponding to
transition elements and Z to group elements III, IV or V [1].

Since their discovery by R.A Groot et al [2] the thermoelectrical HH compounds are known through their merit
factor which indicates their ability to convert the lost heat to electricity. The ZT indicator is also a performance
characteristic of this type of materials. The present challenge for the scientists is to look for the best Peltier and Seebeck
effect efficiency. We seek to minimize the important volumes of exploitable natural resources in energy conversion to
get a cost-effective utilization corresponding to the best power factors.

Many theoritical [3,4,5] and experimental [6,7] studies on the transport properties of HH compounds have been
recently published. Among these works Ma et al [8] who by using DFT calculation they were be able to predict the
structural, magnetic and electronic properties of of CoVX (X = Ge et Si) compounds. In their remarkable work, Ahmed
et al [9], an artificial neural network model has been developed to predict the network constants of 137 HH compounds.

This work is considered as the most reliable reference for the network constants of several HH compounds.
Moreover the work of Chibani et al [10], whose process has been as guide for the present work have used a DFT
calculation to determine the structural, electronic and transport properties of HH CoVX (X=Ge and Si) compounds
whose elastic stability has been verified.

The aim of the present work is by using ab initio calculation, to study the structural, elastic and thermoelectric
properties of X(X=Co, Rh and Ir) MnAs materials. First, a verification of both structural state and elastic stabilities of
the compounds is done. Then, using the power of Gibbs and Boltztrap calculation codes the Debye and Boltzman quasi
harmonic equations are solved. The solutions of these equations determine and illustrate some thermodynamic transport
parameters such as Seebeck coefficient, electric, thermal and electronic conductivities, the power and merit factor.

Some results of the study such as elastic, thermal and transport properties of X(X=Co, Rh and Ir)MnAs half-
Heusler compounds will be used for the analysis by finite elements of the MEMS driver behavior.

COMPUTATIONAL METHOD
In this work the WIEN2K [11] package has been used for the calculation in theoretical DFT domain [12]. This
package has been used to calculate the electronic structure of (X=Co, Rh and Ir)MnAs compounds, in cubic phase using
Augmented Planes Waves method (FP-LAPW) exploiting generalized gradient approximation (GGA-WC) for exchange
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energy and correlation. The number of particular k points used the irreducible Integration in Brillouin zone is 3000. The
value of density plane cut-off is RKmax equal to 8 for energy eigen values and eigen vectors of these points.

Generally the half-Heusler X(X=Co, Rh and Ir)MnAs crystallize in Cl, structure in cubic phase Fig.1 in a way
that the atoms X(X=Co, Rh and Ir) occupy 4a (0.25, 0.25, 0.25) sites. The Mn atom occupies 4b (0.5, 0.5, 0.5) site and,
As atom occupies the site 4¢ (0, 0, 0) in Wyckoff coordinates [13].

Figure 1. Half Heusler compound Structure.

RESULTS AND DISCUSSION
Structural stability
The study of materials structural properties of X(X=Co, Rh and Ir)MnAs is to determine at static equilibrium, the
material structure parameters such as the mesh parameters ao the compression modulus B and its derivative B. By
using the total quantities of energies as function of volume at the equilibrium. The present study is for predicting the
more stable phase of the compounds using the state equation of Murnaghan [13].

)
EW) =Byt o[ 2]~y |+ E v -n,)
BB | \¥ B

Where £, B and V| are respectively: total energy, compression modulus and the volume at the equilibrium.

An auto coherent calculation has been carried out to determine the total energy of X(X=Co, Rh and Ir)MnAs
ternary compounds in two phases: non magnetic named MN, and ferromagnetic named FM of space group (216 _F43m).
The total energy evolution as function of volume mesh in phase MN and FM is depicted on the same curve (Figure 2) in
order to provide evidence of the lowest energy.

The Figure 2 shows that the most stable structure among the three studied materials are that of ferromagnetic of
cubic structure of X(X=Co, Rh and Ir)MnAs materials and that of 216 _F43m space group. The Table 1 shows the
parameter values of ap mesh, compression modulus B and its derivative B of the same X(X=Co, Rh and Ir)MnAs
compounds in the most stable ferromagnetic phase.
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Figure 2. Optimisation of tatal energy of X(X=Co, Rh et Ir)MnAs compounds for all structure types
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Table 1. Fundamental state properties of X(X=Co, Rh et Ir)MnAs half-Heuslers

Constante de réseau ao(A) Module de compression B La dérivée de B’ (GPa)
(GPa)
Notre Exp Autre calcul Notre Autre Notre Autre
travail travail calcul travail calcul
CoMnAs 5.468 - 5.530 164.279 - 5.470 -
RhMnAs 5.768 - 5.830 162.842 - 6.456 -
IrMnAs 5.810 - - 179.849 - 5.239 -

Elastic Properties

The study aim of the mechanical behaviour of materials is to determine their response to a given Stress. In physics,
elasticity is the capacity of a material to regain its initial geometry after suppression of applied forces. The elastic
constraints Cj; have been calculated by Thomas Charpin method [14] incorporated in Wien2k code.

Because of the lack of data in the literature, all X(X=Co, Rh and Ir)MnAs alloys Cj; are calculated and put in
Table 2. The calculated elastic constants Cs4 > 0, Ci;- Ci2 > 0 and C;;+2 Ci2> 0, with Cy; less than Cyj, respect the
criteria of Born-Huang relative to mechanical stability [15]. These constants respect the cubic stability condition too i.e.
Ci2 <B < Cy;. This is confirming that the alloys are elastically stable.

Table 2. Calculated values of elastic constants for X(X=Co, Rh and Ir)MnAs compounds.

Elasticity CoMnAs RhMnAs IrMnAs
cofficients

C11(GPa) 164.4 262.2 195.6
C12(GPa) 126.4 76.2 122.2
C44(GPa) 72.3 71.6 74.5

To describe the mechanical behaviour of these materials on the basis of Cjj constants the elastic amounts such as
shearing modulus G, the Young modulus E and the Poisson v ratio are evaluated using Voigt-Reuss-Hill approximation

[16] at the equilibrium for a pressure P = 0.
In the following the indices R and V of the shearing modula are relative respectively to Voigt and Reuss
approximation. For the cubic systems these elastic quantities are calculated using the following expressions:

_ C11 +2C12

3
G, +G,
2
(Cll _Clz +3C44)

5

_ 5C44 (Cn _CIZ)
*oac,+3(C,-Cp)

B

G

G, =

9BG
(3B+G)

3B-E
V=
6B

The obtained results of this work compounds are given in Table 3. It should be noticed that the theoretical values
are not available in the literature. The compressibility modulus B gives information on the hardness of the material; the
more B is large the more the material is hard.

Table 3. Compression Modulus ( 8 ) GPa, Shearing modulus ( G ) GPa, Young modulus( £ ) GPa, Poisson Coefficient ( V'), the ratio B/G ,
The micro hardness ( H ), the I’anisotropy 4 , Cauchy CP coefficients The volumetric mass p in Kg / m’ , Fusion Temperatures (T,)in°K.

Materials B G E v B/G H A Ccp P T £300
CoMnAs 139.06 42.52 115.76 0.36 3.27 3.33 3.8 54.1 5561.31 1300.15
RhMnAs 138.2 63.08 164.25 0.30 2.19 6.94 0.77 4.6 6041.4 1003.41

IrMnAs 146.67  56.07 149.19 0.33 2.61 5.14 2.03 2.03 8179.7 1275.32
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The compressibility modulus values determined for these half- Heusler are large (B > 30 GPa); This implies these
alloys have weak compressibility [17], consequently, these alloys can be classified as relatively hard and able to resist
to volume and shape changes in ambient conditions.

It should be noticed that the shearing modulus of considered alloys is much weaker than that of compressibility
one. This points out that these alloys are susceptible rather to resist to volume compression than to shape variation.

Knowing that Pugh ( B/G ) ratio [17] permits the distinction of the ductility when (B/G >1.75) and fragility in the

opposite case. The values of ( B/G ) on Table 3 shows well the ductility of the studied materials. The Poisson

coefficient can also be used as indicator of the ductility, fragility of an alloy.

In general, it is equal or greater than 1/3 for ductile materials and smaller than this value for fragile materials. In
this study the Poisson coefficient of half-Heusler compounds is greater than 1/3. This confirms these compounds
ductility as it was determined previously.

The Young modulus £ characterises a given material rigidity. When its Young modulus increases, this material
becomes rigid. The calculated values of E for considered materials are less elevated. This points out that their rigidity
is more or less elevated.

In this work the hardness of these alloys is calculated as well. This mechanical property gives information on the
elasticity, the plasticity and the rupture of these alloys. In the literature many methods are used for hardness
calculations. In the present work the Vickers micro- hardness model has been adopted. The Vickers hardness is
determined by the following Tian et al equation [18]:

1.137
PR CA

From Table 3 it can be shown that the alloys present a weak hardness. So they cannot withstand large loads. These
materials cannot be recommended for electronic and mechanical small spares manufacturing.

On the other hand, the elastic constant knowledge has permitted the deduction of other mechanical characteristics
such as the anisotropy 4 , the coefficient of Cauchy CP and the fusion temperature.

To know if a material is isotropic or anisotropic the value of Zener anisotropy factor should first be known. This
factor measures the solid anisotropy degree. The material is perfectly isotropic if 4 =1 and anisotropic if 4 #1 This

Zener factor is determined by the following equation [19]:

A — 2C'44
(Cn - CIZ )
The three studied compounds have anisotropic factors ( 4 different of 1), therefore, they are anisotropic. If the
Zener coefficient, A)1 then it is maximal rigidity case along the diagonal of the cube <111>. It’s the case of CoMnAs

and IrMnAs compounds.

In opposite way if A<l the isotropy is maximal along the axis of the cube <1 0 0> it is the case of RhMnAs
compounds. To see whether the character of the atomic bound is fragile or ductile among the metals and the
compounds, the pressure of Cauchy CP [20] should determined as:

cP=C,-C,

For the present work alloys the pressure value of Cauchy is positive. This means that the metallic characters of
these compounds are of ductile nature. Moreover, the alloy fusion temperature can be determined from the elastic
constants using the following equation [21]:

T, (°K) =[553+(5.911)C,, | £300

Debe temperature (8,) offers many information on the solid material undergoing temperature effect during its

exploitation. (8, ) is also related to the upper limit of photon frequencies. It is calculated as function of elastic constants

1
h{ 3(N,p\|
6, =—| = =2 ][ 7.
ky| 4\ M
With N, Avogadro number; the molar mass, the volumetric mass; h the Planck constant; the Boltzmann constant;
the mean sound speed. This latter can be expressed as:

according to the following equation:
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1 1
3B+4G |2 G2
where: V] =[ 3 j , ¥, =(—j , V, Represent the longitudinal propagation of sound velocity, and V) its
P Y

transversal velocity.
The velocities of sound propagation and the Debye temperature are put in Table 4:

Table 4. Longitudinal propagation sound velocity (m/s), Transversal propagation sound velocity (m/s), mean sound velocity (m/s),
Debye Temperature (°K).

4 4 v, o,
CoMnAs 5833.8 2718.9 3061.6 24481
RhMnAs 6066 3231.3 3610.2 314.66
IrMnAs 5202.9 2618.2 2936 315.46

Thermal properties

Thermal properties of X(X=Co, Rh and Ir)MnAs compounds have been determined using quasi harmonic model
of Debye [22]. This approximation put in action in Gibbs code is compatible with the Wien2k code.

This code has the merit to display several thermodynamic parameters at different temperatures and pressures such
as heat capacity, Deybe temperature thermal expansion, entropy, enthalpy....etc.

Thermal quantities calculation as function of pressure and temperature, of X(X=Co, Rh and Ir)MnAs compounds,
using quasi harmonic Debye model. This latter uses as input data in Gibbs program the E-V data of the primitive cell.
E-V stands for total energy £ and volume V.

The heat capacity at constant pressure C,, the heat capacity at constant volume C,, and the thermal expansion

coefficient & are determined and presented in the temperature range of temperature (0 to 900 °K) and of pressure (0 to

25 GPa) .
Debey model parameters targeted here are respectively 6, , the heat capacity at constant volume C,, and the

thermal expansion coefficient & [23,24]:

h I B
0, =—{67r2V2n} f(v) VS
%,
C, =3nk, 4D(§j— T
el —1
o= yC,
BV

Where M is the molar mass; B; is the adiabatic compression modulus, which is by the static compressibility.

d’E(V)
av’?

B, =B(V)=V

f(v) estdonnée par :
V3

. 2 (14v) 3/2 l(l+v) 3/2
f(V)— 3 2(3(1—21/)} +[3 (l—v)J

v is Poisson coefficient and y is Griineisen parameter.

The Figure 3 curve giving the thermal expansion coefficient & shows the three materials have sensibely identical
behaviour for the same variations of temperature and pressure. & increases with the increase of the temperature, but
decreases considerably with the increase of pressure.

It should be noted that the increase of the pressure weakens a growth with the temperature as it is shown clearly on
Figure 3. It should be emphasized as well that oo of CoMnAs compound presents the largest value compared to other

compounds for a given temperature and pressure.
Let at 7 = 300 °K and P = 0 GPa, the thermal expansion coefficient be equal to 3.2805 (10 °K™),
2.5559 (103°K™"), 2.858 (107 °K-!) for CoMnAs, RhMnAs, IrMnAs compounds respectively.
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Figure 3. Thermal dilatation coefficient variation as function of temperature and pressure for XMnAs (X=Co, Rh et Ir) compounds.

The specific heat C, expresses the energy or the photon number needed to increase the temperature of the material
by one degree K [12]. C, represents the change in temperature of thermal excitement energy U, associated to lattice
vibrations. The Figure 4 representes the evolution of thermal capacity C, at constant pressure as function of temperature

at different pressure.
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Figure 4. Calorific capacity (Cp variation as function of temperature at different pressures for ) XMnAs (X=Co, Rh and Ir) compounds.

The results show, for the three half Huslers that the curves are nearly superimposed. This confirms that the
pressure increase has no effect on C,value. The heat capacity at constant pressure increases with an obvious monotony
when temperature increases and converge towards a constant value. Thus, at high temperature this heat capacity could
be thaught as constant. This hypothesis will be used in the following thermoelectric properties calculation.

The heat capacity C, characterizes the material aptitude to store heat. C, evolution as function of temperature in a
pressure going from 0 to 25 GPa is shown on Fig. 5. For temperature less than 450 °K, C, depends on temperature and
pressure because of lack of harmony, beyond a certain temperature, C, shows a horizontal profile and the differences
between the thermal capacities at different pressures become more and more discrete with the temperature increase.

The heat capacity C, decreases with pressure increase and increases with temperature increase. This implies that
the temperature and the pressure have opposite effect with more impact of temperature compared to that of the pressure.



53
Study of Structural, Elastic, Thermal and Transport Properties of Ternary... EEJP. 1 (2022)

C, and C, values of the three compounds are nearly of the same order of magnitude. They are purely theoretical because
none of the experimental data is available.
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Figure 5. Calorific capacity (Cv variation as function of temperature at different pressures for ( XMnAs (X=Co, Rh and Ir) compounds;

Transport properties
By keeping the diffusion time constant, the thermoelectric properties have been determined by using the semi
classic theory of Boltzmann [25], as it was used in BoltzTraP code [26]. To get electronic and transport properties,
including electric conductivity, Seebeck coefficient and electronic and thermal conductivities, the calculated band
structure are given as input data in BoltzTraP package.To calculate the X(X=Co, Rh and Ir)MnAs compounds
thermoelectric properties the calculated band structure has been used by WC-GGA approximation.
The Seebeck coefficient S, , electrical conductivity o and the tensors of electronic transport and thermal

conductivity are expressed as follows & [27,28]:

Sap(T> 1) = _M}

jquy@—uf{ =

1
eTo,,(T, 1)
1 % (T, p)
O zajaaﬂ(e)[—T}d €

2 a 0 L)
kgﬂ(T’/u) zezﬁ O'aﬁ(e).(e —1) [—%}d c

Where: e is the electro charge, Q is the reciprocal space volume, eis the bearing energy, is the Fermi distribution
function, p is the chemical potential and 7 is the absolute temperature.
The conductivity tensor o, (€) as function of energy and electronic and thermal energy & ,is expressed as follows

1 . 5(6 - s, )
%ﬁﬁﬁg%wh—sz

Where N is the number of k-points.

It is well known in semi-conductors materials domain that in a p-type semi-conductor the majority charge carriers
are holes and minority charge carriers are electrons.

In n type semi-conductor, the electrons are the majority charge carriers and the holes are the minority charge
carriers [29]. On Figure 6 it is shown the Seebeck coefficient variation as function of the chemical potential varying
between u— E, =+2eV (considered as charge carrier concentration for the alloys) at different constant temperatures
(300, 600 et 900 °K), in case of X(X=Co, Rh and Ir)MnAs [30] half-Husler compounds.

The negative characterisric of S indicates the n-type conduction, with the electrons as main charge carriers.
Whereas the positive sign of S implies the p-type conduction with holes as majority carriers.

For the three compounds, the optimal values of S are obtained around Ef because S is inversely proportional to
electrical conductivity and since in this region the conduction is intrinsic, therefore the conductivity is weak. These

optimal values decrease when the temperature increases (Figure 6).
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Figure 6. Seebeck coefficient S as function of chemical potential .

In case of CoMnAs and RhMnAs compounds, when ¢ = E,. , the value of § is positive and the conduction is of p-

type. So,these half-Heusler compounds are semi-conductors of p-type. On the contrary, for [r'MnAs compounds, the
value of S is negative in the level yx = E ., this entails that the conduction is of n-type and in this case, the compound is

a semi-conductor of n- type.

On Figure 6, the peaks of CoMnAs compound are very important compared to the other peaks among them the
IrMnAs compound is representing the weakest peaks.

The Figure 7 shows the electric conductivity variation as function of chemical potential u—E, =+2el at

different temperatures (300°K, 600°K et 900°K). This curve shows the temperature effect on the electric conductivity is
weak for the three considered compounds.
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Figure 7. Electrical conductivity o /7 as function of chemical potential 1 .

For CoMnAs compound the n-type conductivity (u ) E, ) is greater than that of p-type (u ( E,. ). This is due to

the difference between the electrons and holes mobility. On the contrary, for RhMnAs et IrMnAs compounds, the n-
type conductivity is less than that of p-type.
The three main zones are well illustrated on Figure 7, the first zone when u ( E, where the electric conductivity

diminishes for the three compounds becoming intrinsic under the effect of the charge carriers (holes) concentration
decrease at the vicinity of the chemical potential.

The electric conductivity diminishes for the three compounds. These latter become intrinsic under the decrease of
charge carriers (holes) concentrations at the vicinity of the chemical potential.



55
Study of Structural, Elastic, Thermal and Transport Properties of Ternary... EEJP. 1 (2022)

In second zone corresponding to x = E,, the electric conductivity becomes weaker with feeble charge carriers
concentration, the last zone where w)E, the charge carriers which are electrons will increase with chemical potential

increase. And this leads to an electric conductivity.

Concerning the electronic thermal conductivity, Figure 8, it is clearly observed that the temperature rise increases
significantly the electronic thermal conductivity of the three compounds. It is also noticed that the rise in temperature
and the tendency of the electronic thermal conductivity are similar to that of the electric conductivity, having in mind
that the charge carriers are also heat carriers [31].
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Figure 8. Electronic thermal conductivity &/ 7 as function of chemical potential p

The qualities of a thermoelectric material is measured by a dimensionless number called merit factor i.e. the
improvement in the material thermoelectric performance could be obtained through its merit factor ZT [32,33]
expressed by:

ZT =

Where 7T is absolute temperature absolute, S the Seebeck coefficient, o the electric conductivity, &, the electronic

thermal conductivity and %, the lattice thermal conductivity.

To ensure whether the system could withstand higher temperatures the merit factor variations has been calculated
as function of the chemical potential and this for an extended temperature range.

On Figure 9, ZT is maximal at only 300°K at the peaks, but as far as ZT takes the allure of fall starts its fall the
highest temperature (900°K) becomes dominant with regard to the temperature of 300°K for the three compounds.
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Figure 9. Merit factor (ZT) as function of chemical potential z .

The merit factor of CoMnAs and RhMnAs compounds is close to the unit at ambient temperature. This makes of
these alloys good candidates for thermoelectric apparatuses.
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The small values of merit factor associated to IrMnAs half-Heusler are due to small values of Seebeck coefficient,
to the electric conductivity, and to the increased values of the thermal conductivity too.

The Figure 10 represents the power factor PF, as function of the chemical potential where it can be noticed that PF
increases with the temperature rise. It reaches a maximal value at T=900°K for the three compounds.
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Figure 10. Power factor (PF) as function of chemical potential s .

Two peaks of high intensity are also observed. One of them is a main peak near the Fermi level limit
u—E, =-0.55et—0.48 respectively for the X(X=Co, Ir)MnAs compounds for respectively, the values of 1.899.10'2,

and 1.46.10'>2 W/MKk?s. contrarily, the principal peak of the RhMnAs compound comes after Fermi level, precisely at
u— E, =1.048 with a value of PF=1.335.10'2 W/MK?s.

CONCLUSION

In the present study, the electronic, elastic, thermodynamic and transport properties of half- Heusler X(X=Co, Rh
and Ir)MnAs have been treated using the DFT associated to general gradient approximation.

The elastic constants confirm the material ductile nature with stability in cubic phase Cip. The studied materials
have a high Debey temperature (600 °K) at a pressure of 0 GPa.

The thermal properties including the heat capacities C, and C, and the thermal expansion coefficient have been
studied using the quasi harmonic Debey model in the range of pressure 0 to 25 GPa and of temperature 0 a 900 °K,
show that the CoMnAs compound has high values of expansion coefficient with regard to the other compounds. The
transport properties have been determined by means of BoltzTraP code.

The CoMnAs materiel presents a high thermoelectric parameter such that Seebeck coefficient, the power and the
merit factors. Contrarily, The IrMnAs compounds show weak values for these parameters.

These results could offer a useful reference for the development of thermoelectric material based on XMnAs.
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JOCJAIIXKEHHS CTPYKTYPHUX, ITIPYKHHUX, TEILIOBUX TA TPAHCIIOPTHUX BJACTUBOCTER
HOTPIMHUX CIIOJYK X(X=Co, Rh Ta Ir)MnAs, OTPUMAHHUX METOJIOM DFT
Cauim Kanpi?®, Typa6 Moxamen®, Bepkani Maxiennine®, Ampayi Pa6ie?, Bopmxu6a 3eiineo?

“Jlabopamopis OuHamiuHux 0sucyHie ma ibpoaxycmuuroi nabopamopii, Yuisepcumem M'Xameoa Byzapu 6 Bymepdeci
b®daxynomem mexnonoziii, Yuisepcumem M’Xameoa Byzapu, Cime @pany Panon, Bymepoec 35000-Anoicup
“Jlabopamopia LSELM, Ynieepcumem Baoci Moxmap Aunaba, Annaba 23000, Anoscup
dJIabopamopis izuxu mamepiany - L2PM, 8 mpaeus 1945 p. Yuisepcumem Ienvmu, Anoicup
Teopist ¢ynkuionansroi mingeHocTi (DFT) 3 anpokcuMarni€ero y3araabHEHOTO Ipai€HTa BHKOPUCTOBYETHCS JUIS IOCIIKCHHS
MPYXXHAX, TEPMOJAMHAMIYHMX 1 TPAHCIOPTHUX BIIACTHBOCTEH, a TakKOX Uil CTPYKTYpHOI CTaOLIBHOCTI MOTPIHHHX
HamiBreiiciepiscbkux cnonyk X(X=Co, Rh ta Ir)MnAs. Ile mepiie mporHOCTHYHE AOCHIIKSHHS [HUX CHOJNYK BHU3HAYAE Taki
MeXaHI4Hi BJIAaCTHBOCTI, SIK CTUCHEHH:, 3CyB, Moayiab IOHra Ta xoediuient ITyaccona, He mpommycKaioud MapamerpiB MEpeBipKU
MPUPOJM LHMX CHONYK, TAKUX SIK TBEPAICTb, aHi3oTponHuit dakt 3eHepa Ta Tuck Komi. Koediuient IT'to Ta xoediuient Ilyaccona
JI03BOJIMJIN BU3HAUHUTH IUIACTHYHY NPUPOAY LMX crionyk. [IIBuaKicTh 3ByKy Ta TemmepaTypa Jlebas ux Croiayk Takox Oyia oliHeHa
3a MPY>XKHUMH KOHCTaHTaMH. TepMOJMHAMIYHI BIaCTHBOCTI TAKOXX PO3pPAaxOBaHi JUIs iHTepBaly THUCKy Bij Hyus po 25 I'Tla. Bruus
3MIiHH XIMIYHOTO MOTeHIiany Ha KoediieHT 3eeOeka, eIeKTPUYHY, TEIUIOBY Ta eJEKTPOHHY MIPOBIJHICTh, KOS(ILi€HTH OTYKHOCTI
Ta TepeBard TaKOXK JOCHiKyBamu s pisHux Temmeparyp (300, 600, 900°K), Tak mio I CIUTaBU MOXYTh OYTH KpalluMH

MIOTEHI[IHHUMY KaHIUJaTaMy JUIsl TEPMOEIIEKTPUIHHX JI0ATKiB.
Korouosi cioBa: Hanis-I'eiiciep, DFT, npyHicTb, TepMOEIEKTPUYHI, TPAHCIIOPTHI BIACTUBOCTI
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Thermally evaporated BizTez2.45Seo.s5 thin films were examined for structural alterations and electrical conductivity. Crystallite size,
micro-strain, and dislocations were all calculated using the XRD data. By using transmission electron microscopy, the morphology of
thin films was investigated (TEM). The study was performed within a temperature range of (300 — 500) K. The electrical energy gap
and the conductivity of the as-deposited and annealed (373, 473K) Bi2Te2.45Seo.s5s films were measured. The obtained values are (0.27,
0.26,0.24 eV) and 3.6x103, 3.7x10% and 4.1x10% ohm™!.cm™' respectively. Hall coefficient, the mean free time, the diffusion coefficient
of holes, and the diffusion length, charge carrier's concentration, charge carriers' scattering mechanism, and Hall mobility were also
examined. The obtained values of the charge carrier's concentration are 2.12x10'7 -2.73x10'7 cm™. The direct and indirect allowed
energy gap decreased with increasing annealing temperature. The obtained values of indirect band gap and direct band gap ranges from
0.27- 0.24 ¢V and 0.375- 0.379 eV, respectively.

Keywords: Thin film; electrical properties; transmission electron microscopy; Hall Effect; optical energy gap

PACS: 32.30.Rj, 07.50.—e, 07.05.Kf, 03.65.Nk, 42.25.Bs

Recently, compounds of semiconducting chalcogenides type A,VB3VI (where A = Bi, Sb, and B = Te, Se) and their solid
solutions are considered to be promising materials for their unique optical, electrical and magnetic properties [1-4] and
concomitantly to their potential applications in solid-state thermoelectric cooling and thermoelectric generators [5-8]. The
electrical, thermal conductivities and the Seebeck coefficient properties of Bi, (Tej.«<Sex); single crystal solid solutions
with x = 0.025 (S2:5) and x = 0.05 (Ss) were studied [9]. The results showed the scattering mechanism is mainly due to
acoustical phonons. Transport properties of BirTess5Seo4s solid solutions as a function of carrier concentration and
temperature were studied [10].

J. Dheepa et al [11] studied the structural and the optical properties of thermally evaporated Bi,Te; thin films. The XRD
shows the hexagonal and polycrystalline structure of the focused films. The calculated lattice parameters are a =4.4 A and
C=3.4 A. A. Saji et al.[12] studied the effects of fast electron bombardment and annealing on Bi,Te; and Bi,Te;9Seo;
single crystals. Conductivity variations from p to n-type are possible by irradiation with high-energy electrons. Koksal Yildiz
et al [13] used scanning electron microscopy, SEM to examine the surface morphology and the elemental composition of
the deposited film as well as a high-resolution TEM to examine the lattice image for sample Bix(TeooSeo.1)s.

In this work, the annealing temperature effect on structural properties, D.C electrical conductivity, Hall Effect and
optical band gap were investigated.

EXPERIMENTAL PROCDURE

The modified Bridgeman method [2] was used to fabricate n-type almost stoichiometric single-phase
polycrystalline bulk ingot materials of BixTe,45Seoss using the pure (99.999%) Te, Se, Bi elements enclosed in
vacuum-sealed silica tubes (=10 Pa). The silica tube was placed in the hot zone of the furnace for 24 hours to melt
the contents.

The tube was shaken several times during heating to ensure homogeneity. The crystallization front moved at a
rate of 1.7 mm/h. The temperature of the middle zone ranges from (870 — 995) K corresponding to the crystallization
temperature of the produced samples of different compositions. The consumed time to make a crystal is twelve days.
The final crystal had a diameter of 1.5 cm and a length of 1.5 cm using a high vacuum coating unit, thin films were
deposited on glass substrates at room temperature by conventional evaporation of synthetic solid solutions at a
vacuum of 10 Pa (Edwards 306 A). During the evaporation process, the deposition rate was kept constant at 3nm/s.
The film thickness was determined interferometrically as well as utilizing a quartz crystal thickness monitor
(Edwards FTM4) [2]. Thin films were annealed by progressively heating them to various annealing temperatures of
373K and 473 K at a pressure of 10 Pa for two hours at each annealing temperature. After annealing, films were
allowed to cool slowly to ambient temperature in a vacuum. X-ray diffractometer, XRD technique is used to verify
the crystal structure of the studied material in thin films form. The morphology of the samples was examined by
(TEM). Electrical conductivity, c was measured by the conventional four-probe method using a direct current in a
temperature range (300 - 500) K and Hall coefficient as well. The optical transmittance spectrum was measured
using a single beam Fourier transform infrared spectrophotometer (FTIR-300E) in wavelength range
(2500 — 5000) nm.
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RESULTS AND DISCUSSION
Structure analysis
Figure 1 shows the XRD patterns of the as-deposited and annealed Bi,Te;45Seo 55 films, it was found that the peak
intensity increases appreciably with the increasing of annealing temperature. Analysis of XRD data reveals good
crystallinity of films by annealing, with preferred orientation (015) at 26 = 32.5°C. The crystallite size is calculated by
Debye - Scherer equation [14]:

D =09 A1/B cosO (1)

Where A is the wavelength of CuKa radiation of XRD, f is the full width at half maximum at reflection plane (015) and
0 is diffraction angle.
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Figure 1. XRD pattern of Bi2Tez.45Seo.s5 thin films

The obtained results confirm the increasing of crystallite size with the increase of annealing temperature because
of re-crystallization which leads to the reduction of deformation or defects present in the film. The annealing at (473 K)
enhances the quality of the crystalline structure of Bi;Tes45Seoss films [15]. Micro-strain, S (non-uniform strain) was
determined using XRD according to [16]:

s= BcosB/4 2)

As the annealing temperature increases, the micro-strain decreases. This may be attributed to the imperfections in
the crystal structure. As a result of crystallinity improvement because of annealing, the micro-strain is reduced.
The dislocation density & is defined as the length of dislocation lines per volume unity of a crystal.  is a significant
characteristic of the structure, so it is estimated by [16]:

8§ =n/D? 3)

where (n) is an integer number, D is the crystallite size.

As the annealing temperature increases, the dislocation density decreases as a result of the reduction of lattice
defects, and consequently, the crystalline quality increases due to the modification of the periodic arrangements of
atoms in their crystal lattice. This confirms the crystalline enhancement of material at 373K and 473K annealing
temperature, as documented by authors [17].

The calculated values of crystallite size, micro-strain, dislocation density, and the numbers of crystallites are listed
in Table 1.

Table 1. The calculated values of crystalline size from (XRD, TEM), micro-strain, and dislocations for the annealing temperature
(373, 473) K for Biz2Te2.45Seo.55 thin film.

Ta (K) Crystalline Size Crystalline Size Micro-strain Dislocation density
XRD TEM Sx10°3 (Line/m?)
D (nm) D (nm) %10
373 43 45 7.95 5.27
473 75 80 4.61 1.76
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Morphology analysis of BizTez.4sSeo.ss thin film
Figure 2(a,b,c) shows a TEM image of the as-deposited and annealed Bi;Te;45Seoss thin films. As seen in
Figure 2a, the as-deposited film has a rough surface with irregular crystallite size. The morphology of the annealed
films at 373 K does not change much but the crystallite size uniformity improved as shown in Figure 2b. Additionally,
the annealed films at 473K have a continuous and homogeneous surface as observed in Figure 2c.
From TEM analysis, the crystallite size was around 45 nm and 80 nm for different annealed temperatures (373 K
and 473 K) respectively. This result is matched with the data obtained from the XRD diffraction method.

Figure 2a.  Transmission electron Figure 2b.  Transmission electron Figure 2c¢. Transmission electron
microscopy images of the as-deposited microscopy images of BixTez4sSeoss thin microscopy images of BixTez4s5Seo.ss
Bi2Tez.45Seo.ss thin film. films at Ta =373K. thin film at Ta = 473K.

Annealing effect of electrical conductivity
Figure 3 shows the results of the temperature dependence of the electrical conductivity of the as-deposited and
that annealed BiyTe; 45S€0 55, thin films at 373, 473K for two hours
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Figure 3. The temperature dependence of electrical conductivity Log
for the deposited thin films and annealed BizTe2.45Seo.55 films.

One can confirm that the as-deposited and annealed films at 373,473 have a semiconductor behavior. The curve
consists of three regions; the first region in the temperature range (300-385) K and o finishes in the extrinsic region.
The conductivity shows a slightly increase in the low- temperature range due to the release of ionized acceptors and
their transition from the impurity level. The second region refers to the transition region, where the behavior of s is
influenced by the charge carrier's concentration as well as its mobility. A rapid linear rise in conductivity is observed
within the third region at high temperatures of over 400 K. This result demonstrates that, at the high temperature region,
both electrons and holes contribute to conductance. By annealing temperature, the conductivity (o) increases. The
conductivity at room temperature for the as-deposited sample and annealed temperature 373, 473K are 3.6 x10°, 3.7
x10%, and 4.1x10° ohm™ cm! respectively.

This increase in conductivity by annealing may be attributed to the improvement of crystallite size and a decrease
of defects' number which allows more carriers to flow through the system to take part in conduction [18]. These results
confirm the structural investigations by X-ray, which indicates the increase of crystallinity of the films by annealing.
This agrees well with the results of other works for chalcogenide materials [18].

The temperature dependence of electrical conductivity was investigated using Arrhenius equation [19]:
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o= aoexp(—AEg/ZKT) 4)

The measured d.c electrical conductivity indicates two straight lines with different slopes, both could fit the
relation. The conduction mechanism due to carriers excited into localized states at the edge of the band by hopping at
low temperatures (300 - 400) K, and the conduction mechanism due to carriers excited into extended states beyond the
mobility edge by thermal excitation at higher temperatures (400-500) K. The activation energy calculated from the first
line is in the temperature range 300 - 400K, while the energy gap calculated from the other line within temperature
range 400-500K. The values of energy gap and activation energy are tabulated in a table (2). This agrees well with the
results of other works for chalcogenide materials [19].

Table (2) Values of energy gap and activation energy.

Ta Eq(o) e.v AE(oc) e.v

(K) 400-500K 300-400K

473 0.24 7.74x 1073

373 0.26 7.94x 1073

As-deposited 0.27 9.02x 1073
Hall Effect analysis

Hall measurements are an important tool for the characterization of materials, particularly semiconductors so Hall
coefficient, Ry of the as-prepared and annealed Bi,Te;45Seoss films is measured and depicted in Fig. 4. It is clear that
curves have the same trend at different annealing temperatures. Besides, the results indicate that the samples have p-
type conduction because of the positive sign of Ry values so that the majority of carriers are holes.

At room temperature, Ry has a positive value range from (29.5 - 23.9) cm®/C for as-deposited and annealed films.
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Figure 4. The temperature dependence of Log Ru Vs 1000/T(k) for the as-deposited and annealed Bi2Tez2.45Seo.s5 films.
The charge carrier's concentration is estimated by equation:
P=1/eRy %)

And the concentration of charge carriers at a room temperature range from 2.12x10'7 to 2.73x10"7 cm™ for as-
deposited and annealed films. The increase of charge carriers with annealing temperature is due to the crystalline
enhancement of the material. Figure 5 shows the temperature dependence of carrier concentration calculated by:

P = Cexp(—AEy/2K,T) (6)

Within the temperature range of (300 — 400) K, the number of free carrier P increases slightly with increasing
temperature, suggesting ionization of the impurity centers whereas the number of free carriers increased sharply as the
temperature rises to 400 K refers to intrinsic conduction. The energy gap can be computed from the slope of the curve
within the temperature range (400- 500) K through the intrinsic region. It was (0.24 - 0.264) eV for as-deposited and
annealed films. The acceptor levels energy above the top of the valence band in the extrinsic region (300-400) K
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ranging from (7.69x103 — 8.9x107) for as-deposited and annealed films. The values of energy gap and energy of
acceptor level are closed to that obtained from electrical conductivity measurements.

Fig. 5 shows the temperature dependence of charge carrier concentration Log P of as-deposited thin films and
annealed BiyTe;45S¢0 55 films.
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Figure 5. The temperature dependence of charge carrier concentration Log P Vs 1000/T(k)
for the as- deposited and annealed Biz2Tez.45Seo.s55 films.

By using the data of Ry and conductivity, the charge carrier's mobility can be evaluated by the relation:
Uy = O R H‘ (7)

The temperature dependence of Hall mobility is shown in figure 6. The curve is divided into two regions at the
transition temperature of 440K.

m  as-deposited .
4954 e 373K -
L |
A
473K =" Jee ™
4.90 " o ¢ ok
| ] . AL Al A.. .I
o - " e® . * o "
D 485 e A A% "
n » o A AL L
2‘ l' °o® A A A o. | ]
“g 4.80 " i A ®
e 'S
T A A °
S 4754 °
o A
- 1 A
4.70 A
) A
4.65 A
T T T T T T T T T T
245 2.50 255 2.60 265 2.70
Log TK

Figure 6. The temperature dependence of Hall mobility Log un Vs log/T(k)
for the as-deposited and annealed Bi2Tez.45Seo.s5 films.

The presence of two different types of modes on mobility variation around the transition temperature, 440K, can
be seen in figure 6. At low-temperature T < 440 K, the mobility increases by the increase of temperature obeying T4,
The ionized impurities scattering mechanism [20, 21] is dominant for T < 440 K. At the region T > 440 K, the carrier's
mobility decreases by the increasing of temperature obeying T-'#. The lattice scattering mechanism [22] is dominant in
this region. The mobility of Bi,;Te;45Seo ss increases by increasing the annealing temperature is due to the enhancement
of the crystallinity. The diffusion coefficient of holes can be determined using the assumption that the effective mass of
holes is equal to the rest mass:

D, = (KT/e) u, (3

The computed values of the diffusion coefficient at room temperature are (1962.8 — 1523.6) cm?.sec’! for as-
deposited and annealed films. In addition, the mean free time of hole estimated according to:
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T, = upym/e 9)
The obtained values are (1.11x10712 — 0.86x10'2) sec for as-deposited and annealed films. The diffusion length of
holes L, was calculated at room temperature for as-deposited and annealed films and its values are (7x10' — 8x10°

M em.
Optical analysis

The knowledge of the optical characteristics of materials is important in the design and analysis of the
optoelectronic devices.

The optical transmittance spectrum T of the as-deposited and annealed films were measured at room temperature

within wavelength range (2500-5000) nm using Fourier transform infrared (FTIR) as shown in Figure 7.
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Figure 7. Transmittance spectrum versus wavelength for the as-deposited and annealed Bi2Tez.45Seo.55 films.

It is clear that the transmittance increase by increasing temperature. The average value of transmittance increases
from 90% to 99% with annealing temperature. The absorption edges shift toward higher values of wavelength with
increasing the annealing temperatures. The increase of transmittance spectra with increasing annealing temperature
attributed to the enhancement of the crystallinity of films [17].

The absorption coefficient calculated using:

a=1yin(Yy) (10)

Where a is absorption coefficient, d is a film thickness and T optical transmittance.
In the high absorption region, the optical band gap can be determined by Tauc model [17].

ahv = B(hv — E,)" (11)

Where B is a constant, hv the photon energy, E; the optical band gap and n is a number refer to the optical
transition type (1/2, 2/3, 2, 3) for direct allowed transition, direct forbidden transition, indirect allowed transition and
indirect forbidden transition, respectively. Figure 8 represent the variation of (ahv)®® as a function of photon
energy(hv). The indirect energy gap can be computed from the extrapolating straight line with photon energy axis. The
energy gap decreases with increase of annealed films from 0.27 - 0.24 eV as a result of enhancement of film's
crystallinity. These results match with data obtained by electrical and Hall measurements.
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Figure 8. Plot (ahv)®S versus of photon energy(E) for the as-deposited and annealed Bi>Te2.45Seo.ss films.
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Figure 9 describes (ahv)?as a function of photon energy. The direct allowed band gap can be determined by
extrapolating straight line with photon energy axis. The values of direct allowed and indirect allowed energy gap
record in table 3.
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Figure 9. Plot (ahv)? versus of photon energy(E) for the as-deposited and annealed Bi>Tez.45Seo.55 films.

Table 3. Optical energy gap values for the as-deposited and annealed Bi2Te2.45Seo.s5 films.

Ta(K) ElMey Efev

473 0.24 0.375

373 0.259 0.377

As-deposited | 0.272 0.379
CONCLUSION

The effect of thermal annealing at (373, 473K) on the physical properties of BixTe,45Seq ss films has been studied.
The as-deposited and the annealed thin films have a rhombohedral structure. Crystalline size, micro-strain, and
dislocation density were calculated at 373, 473K annealing temperature.

The electrical conductivity has been measured in the temperature range 300- S00K.

The measurements have been done for the as-deposited and annealed films (373, 473K). The conductivity of the
as-deposited and annealed films varies with temperature it shows conductivity enhancement as a function of annealing.

The Hall coefficient has been measured in the temperature range 300-500K for the as-deposited and annealed
films (373, 473K) where the charge carrier's concentration was calculated. The scattering mechanism is classified into
two kinds, at low temperature the scattering mechanism dominant acoustical phonon while, at high temperature the
scattering mechanism dominant ionized impurities. In addition, the mean free time, the diffusion coefficient of holes,
and the diffusion length were computed. The optical energy gap calculated for as-deposited and annealed films. The
values of direct allowed and indirect allowed energy gaps were decreased by increasing of annealing temperature. This
behavior is attributed to the enhancement of the films crystalllinity.

Funding. The authors did not receive any support from any organization for the submitted work.
Conlflict of interest. The authors declare that they have no conflict of interest.

ORCID IDs
A.S. Salwa, https://orcid.org/0000-0003-4000-4754; “~ Azza El-Sayed Ahmed, https://orcid.org/0000-0002-5389-4111

REFERENCE

[1] D. Arivuoli, F.D. Gnanam, P. Ramasamy, Growth and microhardness studies of chalcogneides of arsenic, antimony and
bismuth, J. Mater. Sci. Lett. 7, 711 (1988). https://doi.org/10.1007/BF00722076

[2] L.I Soliman, M.M. Nassary, H.T. Shaban, A.S. Salwa. Influence of Se on the electron mobility in thermal evaporated
Biz(Tei1xSex)s thin films, Vacuum, 85, 358 (2010). https://doi.org/10.1016/j.vacuum.2010.06.003

[3] D. Qian, Z. Ye, L. Pan, Z. Zuo, D. Yang, and Y. Yan, The Mechanical and Thermoelectric Properties of Bi2Te3-Based Alloy
Prepared by Constrained Hot Compression Technique, Metals, 11, 1060, (2021). https://doi.org/10.3390/met11071060

[4] D.D. Awschalom, D.P. Divincenzo, J.F. Smyth, Macroscopic quantum effects in nanometer-scale magnets, Science, 258, 414
(1992). https://doi.org/10.1126/science.258.5081.414

[51 N. Jaziri, A. Boughamoura, J. Miiller, B. Mezghani, F. Tounsi, and M. Ismail, A comprehensive review of Thermoelectric
Generators: Technologies and common applications, Energy Reports, 6, 264 (2020). https://doi.org/10.1016/j.egyr.2019.12.011



65
Characteristics and Optical Properties of Bi,Te, , Se, .. Thin Film EEJP. 1 (2022)

[6] G.J. Snyder, J.R. Lim, C-K. Huang, and J.P. Fleurial, Thermoelectric microdevice fabricated by a MEMS-like electrochemical
process, Nat. Mater. 2, 528 (2003). https://doi.org/10.1038/nmat943

[71 C.B. Vining, Thermopower to the people, Nature 423, 391 (2003). https://doi.org/10.1038/423391a

[8] T.C. Harman, P.J. Taylor, M.P. Walsh, and B.E. La Forge. Quantum Dot Superlattice Thermoelectric Materials and
Device. Science, 297, 2229 (2002). https://doi.org/10.1126/science.1072886

[9] M. Carle, P. Pierrat, C. Lahalle-Gravier, S. Scherrer, and H. Scherrer, Transport properties of n-type Biz(Tei~Sex)s single
crystal solid solutions (x < 0.05); J. Phys. Chem. Solids, 56, 201 (1995). https://doi.org/10.1016/0022-3697(94)00166-9

[10] C. Lahalle-Gravier, B. Lenoir, H. Scherrer, and S. Scherrer, Thermoelectric characterization of BixTe2.55S¢0.45 solid solution
crystal. J. Phys. Chem. Solids, 59, 13 (1998). https://doi.org/10.1016/S0022-3697(97)00119-4

[11] J. Dheepa, R. Sathyamoorthy, and A. Subbarayan, Optical properties of thermally evaporated Bi2Tes thin films, Journal of
Crystal Growth, 274, 100 (2005). https://doi.org/10.1016/j.jcrysgro.2004.09.070

[12] K. Yildiz, U. Akgul, H.S. Leipner, and Y. Atici, Electron microscopy study of thermoelectric n-type Biz(TeosSeo.1)s film
deposited by dc sputtering Superlattices and Microstructures 58, 60 (2013). https://doi.org/10.1016/j.spmi.2013.02.013

[13] A. Saji, and M. Elizabeth; Effects of fast electron bombardment and annealing on BixTes and BizTe29Seo.1 single crystals,
Semicond. Sci. Technol. 18, 745 (2003). https://doi.org/10.1088/0268-1242/18/8/305

[14] A.S. Salwa, A. Salem, and H.T. Shaban, Linear and nonlinear optical studies of indium selenide thin films prepared by thermal
evaporation technique, Optik, 241, 166874 (2021). https://doi.org/10.1016/].ij1e0.2021.166874

[15] M.H. Kabir, M.M. Ali, M.A. Kaiyum, and M.S. Rahman, Effect of annealing temperature on structural morphological and
optical properties of spray pyrolized Al-doped ZnO thin films, J. Phys. Commun. 3, 105007 (2019).
https://doi.org/10.1088/2399-6528/ab496f

[16] A.S. Salwa, and A. Salema, "Linear and nonlinear optical properties of SnS thermally evaporated thin films" Optik. 196,
163140 (2019). https://doi.org/10.1016/].ijle0.2019.163140

[17] A.S. Salwa, and M.S. Abd El-Sadek, Annealing temperature effect to optimize the optical properties of SnS thin films, Eur.
Phys. J. Plus, 136, 696 (2021). https://doi.org/10.1140/epjp/s13360-021-01676-6

[18] T. Daniel, U. Uno, K. Isah, and U. Ahmadu, Tuning of SNS thin film conductivity on annealing in an open air environment for
transistor application, East Eur. J. Phys. 2, 94 (2020). https://doi.org/10.26565/2312-4334-2020-2-08

[19] A. Salem, and M.H. Alhossainy, Electrical conductivity and Hall effect measurements of crystalline copper indium gallium
diselenide, Materials Chemistry and Physics, 263, 124436 (2021). https://doi.org/10.1016/j.matchemphys.2021.124436

[20] C. Riha, B. Diizel, K. Graser, O. Chiatti, E. Golias, J. Sanchez-Barriga, O. Rader, O.E. Tereshchenko, and S.F. Fischer,
Electrical Transport Properties of Vanadium-Doped BixTe24Seos, Phys. Status Solidi B, 258, 2000088 (2021).
https://doi.org/10.1002/pssb.202000088

[21] A. Salem, A.S. Salwa, S.A. Hussein, and M. Ezzeldien, Synthesis and Electrical Transport Properties of CulnGaTe:. J Laser
Opt Photonics, 5, 2 (2018). https://doi.org/10.4172/2469-410X.1000183

[22] S. Majdi, V. Djurberg, N. Suntornwipat, M. Gabrysch, and J. Isberg, Carrier Scattering Mechanisms: Identification via the
Scaling  Properties of the Boltzmann Transport Equation, Adv. Theory Simul. 4, 2000103, (2021).
https://doi.org/10.1002/adts.202000103

XAPAKTEPUCTHKH TA ONITUYHI BJACTUBOCTI TOHKOT IIJIIBKH Bi:Tez.4sSeo.ss
A.C. Caasa, A33a Enb-Caiien Axmen
Disuunuii paxynemem, ghaxynemem nayxu i mucmeyms, Yuisepcumem [Jocypa
Typasm 77431, Koponiecmso Caydiscorka Apasis

Tepmiuno Bunapeni ToHKi uiiBku BizTez4sSeoss Oynu mociipkeHi Ha IpeaMeT CTPYKTYPHHX 3MiH Ta eJIeKTPOIpoBiaHOCTI. Po3mip
KPHUCTANITIB, MikpoaedopManis Ta JUCIOKaIil Oyau po3paxoBaHi 3 BHKOpHCTaHHAM HaHuX XRD. 3a nOHOMOrow mnpocBidyro4ol
CJIEKTPOHHOI MIKpOCKOIIii fociimkerHo Mopdosoriro ToHkux wiiBok (TEM). JlocmimKkeHHsT TPOBOIWIN B iHTEPBaTIi TEMIIEPATyp
(300-500) K. BuMipsiHO eJIEKTpHUYHHA CHEPreTHYHHI 3a30p Ta MPOBIAHICTh HamuTaBiaeHuX 1 BiamamreHux (373, 473 K) mmiBok
BizTe2455¢e055. Otpumani 3Hauenns (0,27, 0,26, 0,24 eB) i 3,6x103, 3,7x103 Ta 4,1x103 Om.cm! BignoinHo. Takoxk H0CTiIKEHO
koedimieHT Xoia, cepeaHiil BUTbHUN Yac, koedimieHT audys3il aipok, TOoBXKHHY Au]y3ii, KOHICHTPAIIO HOCIiB 3apsay, MEXaHi3M
poscitoBaHHS HOCIiB 3apsgy Ta pyxiuBicth Xomra. OtTpuMmaHi 3HaueHHS KOHIIGHTpalil HOCITB 3apsiy CTAHOBIATH
2.12x10'7-2.73x10"7 ¢m3. TlpsiMuii i HenpsMUi J03BOJIEHMI EHEPreTUYHMII 3a30p 3MEHIIYBABCA 3 IiIBULICHHSIM TEMIIEPATYPH
Bignany. OTpumaHi 3HaueHHs1 HenpsiMol 3a00pOHEHOi 30HM 1 MpsIMOi 3a00pOHEHOi 30HM KonuBaloThes B Mexax 0,27-0,24 eB i
0,375-0,379 eB BignoBigHo.

KarouoBi ciioBa: ToHKa IUTiBKA, €JICKTPUYHI BJIACTHBOCTI, NPOCBiUyBaJIbHA ENEKTPOHHA MIKpOCKoIis, epekr Xoiuia, ONTHYHHI
E€HEpreTUYHUN 330D
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The structure and electrical resistivity of Nai.xRbx binary alloys (where x =0, 0.1, 0.2,...,1) are computed using Percus-Yevick (PY)
equation, hard-sphere model and Faber-Ziman formula respectively. The partial structure factors and total structure factor are
computed using hard-sphere model for NaixRbx. In the calculation of resistivity using Faber-Ziman formula, we have employed
Ashcroft empty-core pseudo-potential and Hartree dielectric screening. Calculated values of resistivity are compared with the
experimental results and other theoretical values reported in literature. It is found that the electrical resistivity calculated using
Faber-Ziman formula for binary alloy NaixRbx is in good agreement with the values reported experimentally.

Keywords: Structure factor, electrical resistivity, pseudo-potential, dielectric screening, liquid metal

PACS: 61.20.Ne; 61.25.Mv; 72.15.Cz

The study of structural and electron transport properties of liquid metals have attracted many researchers [1-2].
The studies related to liquid structure have been a concern for condensed matter physics and material science. The
knowledge of the structural information and electron transport properties of liquid alloys are essential for understanding
the alloys. Recently, the applicability of alkali-liquid metal alloys (such as Na-Rb, Na-K) in developing futuristic
electrochemical devices makes it inevitable to study the electronic and chemical properties of such alloys [3-7]. The
electrical resistivity of liquid binary alkali alloys has been computed theoretically by pairing Faber-Ziman formula [8]
with a suitable pseudo-potential [9-10]. Islam et.al [9] has computed the electrical resistivity of Na;.«Rby binary alloys
using Faber-Ziman formula employing Bretonnet and Silbert (BS) pseudo-potential [10] with two different local field
corrections viz. Ichimaru-Utsumi (IU) and Vashishta-Singhwi (VS). It is important that a suitable potential associated
with electron-ion interaction is chosen for the computation of the electrical resistivity as the choice of electron-ion pair
potential plays a crucial role in the study of electrical resistivity.

In this paper, we compute the partial structure factors of Na;xRby binary alloys (where x =0, 0.1, 0.2,..., 1)
employing the solution of Percus-Yevick (PY) equation for a multi-component hard-sphere model given by Hoshino
[11] and the electrical resistivity of Na;4Rby binary alloy is computed using the method given by Faber-Ziman [8]. In
the computation of electrical resistivity, we employ Ashcroft empty-core pseudo-potential [12] and the dielectric
screening function due to Hartree [13-14]. The results obtained are compared with experimental results available in
literature.

THEORY
Resistivity
The electrical resistivity of a liquid metal binary alloy is given by Faber and Ziman [§] as

3rm?Q,

= —f02kf{C1511(Q)V1(Q)2 + 2822 (@V2(q)? + 2v/e1 6812 (Vi (D V2(q)} ¢ dg. (1)

= 2,3.,6
4Zehkf

Here Z is the valence of the liquid alloy andZ = ¢,Z; + c,Z,, where ¢, and c, are the concentration of elements, Q, =
c1Q; + ;9 is the atomic volume of the alloy system, V(q) is the form factor, S(q) is the structure factor and kis the

2
Fermi wave vector define by kf = (32 Z).
0

For the computation of electrical resistivity, we have considered Ashcroft’s empty core potential [12] given by

0, r <R,

V@) = {_ , @

- T'>RC

where R, is the core radius. The values of R for the constituent elements Na and Rb is taken from the values given in
[12]. The form factor with dielectric screening effect is given by
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wp(q) _ 4mze?
d@ | qze@a, e @)

w(q) =

where w(0) = — gEf.
Following Hartree’s theory of dielectric screening, the dielectric screening function £(q) is given as [13]

ame? 1 4k)2c—q2 2kf+q
7 D(E;) [2+ e In

e(g)=1+ T

| @

where D(Ef) = 3n/2E; represents the density of states at the Fermi energy Ef, n is the number density.
Structure factor
Computation of partial structure factors is a crucial step in calculating the electrical resistivity of an alloy. The
partial structure factor, following the definition of Ashcroft-Langreth [11, 12] is given by the following expression

Si(@) = & + Jeici(a(@) — 1), (5)

where, §;; is the Kronecker delta function, ¢; and ¢; are the concentration of components, and

a;j(@) =1+ nf dr(gij(r) - 1) exp(ik- 7).

Where n is the number density of the mixture and g;;(7) is the pair distribution function. For the detailed derivation and
the analytical expressions of partial structure factors see Hoshino [11].

The total structure factor S(q) of the alloy can be expresses by the weighted average of partial structure factors from
equation (5) as

S(q) = c1b3511(q)+2vC1Cab1b2S12(q)+c2b3S22(0) (6)
c1b?+c,b2

where the weights b; and b, are the neutron scattering lengths of the component elements of the alloy [15] and ¢; and
¢, are the concentrations of the component elements of the alloy.

CALCULATIONS
For computing the structure factor of the binary alloys, we need to fix the hard-sphere diameters (o;), packing
fraction (1;), and the concentration of components of elements. The hard sphere diameters (g;) have been determined
using the relation,

U

CTOE ()

where the value of n; (packing fractionof ith species) is adjusted at temperature 373K according to the following
relationship [16].

n; = A;exp(—B;T). (¥

The atomic volume ; of the ith species is calculated using the experimental values of densities at the desired
temperature using the formula [17]

db
b; = b, — (T — Tpy) ar 9

Where T,,; is the melting temperature and b, is the density at melting point of the ith species. Here, the densities are
adjusted to the temperature 373 K.

Accordingly, the calculated value of Q;, g; and the other input parameters at the desired temperature are listed in
Table 1.

Table 1. Input parameters use in calculating the structure factor and electrical resistivity of Naj.xRbx binary alloy

Element T (K) Valence (2) Q, (a.u.) o (a.u) R (a.u)
Na 373 1 278.240 6.265 1.663 [12]
Rb 373 1 659.220 8.279 2.722[12]
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RESULTS AND DISCUSSIONS
The representative partial structure factors and total structure factor as per the Ashcroft-Langreth [12]and Hoshino [11]
for NasoRbso binary alloy is shown in Figure 1(a) and Figure 1(b) respectively. Using the partial structure factors for
different compositions, the electrical resistivity of Na;<Rby binary alloy system is computed. The electrical resistivity of
Na,.<Rby binary alloy calculated at 373K using the Faber-Ziman formula [8] given in equation 1 are shown in Figure 2
along with the available experimental data reported by Hennephof et al. [17]. As seen in Figure 2, the result of the
resistivity for Na;«Rby binary alloys reported in this paper are very close to the data reported in literature.

2.0
2.0
15
15
1.0
9 g5 75}
0.5
0.0 R 0.0
1 ’ 0.5
05 1.0 15 2.0 2.5 3.0 0.5 L0 15 2.0 25 3.0
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Figure 1. Representative partial structure factors S;;(q) and total structure factor S(q) for NasoRbso binary alloy. (a) Partial structure
factor of NasoRbso, dashed, dot-dashed and solid lines represent Na-Na, Na-Rb and Rb-Rb respectively.
(b) Total structure factor of NasoRbso binary alloy.
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Figure 2. Resistivity of NaixRbx with concentration at 373K along with the experimental value [17].

We have used Ashcroft empty core pseudo-potential and Hartree dielectric screening function for computing
resistivity of Na;.xRby binary alloys. The results reported in this paper show better agreement with experimental data
compared to previous theoretical study on resistivity of Na;xRby binary alloys as reported by Islam et.al [9] employing
BS pseudo-potential along with Ichimaru-Utsumi (IU) and Vashishta-Singhwi (VS) dielectric field corrections.

CONCLUSIONS

We have computed the partial structure factors and total structure factor of Na;.<Rby binary alloys following the
method prescribed by Ashcroft-Langreth [12]. The partial structures obtained for Na;«Rby binary alloys were used for
calculating electrical resistivity of Na;«Rbybinary alloys using Faber-Ziman formula [8]. In calculating the resistivity,
we have employed Ashcroft empty core pseudo-potential along with Hartree dielectric screening function. The results
obtained show good agreement with the experimental data available in literature. The use of Ashcroft empty core
pseudo-potential along with Hartree dielectric screening for computing resistivity of Na;.«Rby binary alloys by Faber-
Ziman formula shows good results. We are also working on the computation of the electrical resistivity of other alkali
metal binary alloys using this approach.
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PO3PAXYHOK CTPYKTYPHU TA EJIEKTPUYHOI'O OIIOPY PITKHUX CILIABIB Na-Rb
P.P. Koiipeur®P, ILK. Arapsais, Aabnana [oxpoo?
aCampam Ipimsipaii Yayxan Jepoasnuii Konneoow, Atimep-305001, Padscacmxan, Indis
bHayionanonuii incmumym ocsimu (NCERT), Hoio-Ieni-110016, Inois
¢Pezionanvruti Incmumym Oceimu (NCERT), bxybaneweap-751022, Ooiwa, Inoia

CTpyKTypa Ta MATOMHIA eNeKTpUUHMA omip OiHapHuX cmiaBiB Nal-xRbx (me x = 0, 0,1, 0,2,...,1) po3paxoBaHi 3a JOIOMOTOIO
piBusuHs [lepkyca-€Bika (PY), Mmogeni TBepaoi chepu ta popmynu Padepa-3imana BianosinHO. YacTKOBI CTPYKTYpHi Koe(illieHTH
Ta 3arajJbHUH CTPYKTYpHHH KoeQilieHT po3paxoBaHi 3a mormoMororo Mojeni tBepmoi cdepm mrss Nal-xRbx. IIpu pospaxyHky
muroMoro omnopy 3a (opmynoro Pabepa-3iMaHa MH BUKOpHCTaIH IceBponoreHmian EmxpodTa 3 MOpOXKHIM CepAeIHHKOM 1
JiesekTpuyHe ekpaHyBaHHS Xaprpi. Po3paxoBaHi 3Ha4YeHHsI MUTOMOTO ONOPY HOPIBHIOIOTHCS 3 Pe3ysIbTaTaMU EKCIIEPUMEHTY Ta
[HIIMMH TEOPETHYHUMH 3HaYeHHSIMH, HaBEACHUMH B JIiTepaTypi. BcTaHOBIIEHO, 1110 MTUTOMUN EIEKTPUYHUM OMip, pO3paxoBaHuil 3a
(dopmynoro Pabepa-3imana mis 6inapHoro criaBy Nal-xRbx, 1o0pe y3romkyeThes 3 eKCIIepUMEHTAIbHUMH 3HAYCHHSIMHU.
KurouoBi ciioBa: cTpykTypHuit haktop, MUTOMHUI €ISKTPUIHUI OIip, NCEBAONOTEHIial, AieNIeKTPUYHIN eKpaH, PIIKUI MeTal.
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By applying the outward uniform strain on the non-centrosymmetric piezoelectric semiconductor, the polarization charges on the
material surface are induced. Polarization charges are often generated within the crystals provided that the applied strain is non-uniform.
The strain applied has an effect on electronic transport and can be utilized to modulate the properties of the material. The effect of
multiway coupling between piezoelectricity, semiconductor transport properties, and photoexcitation results in piezo-phototronic
effects. Recent studies have shown the piezoelectric and semiconductor properties of third-generation semiconductors have been used
in photodetectors, LEDs, and nanogenerators. The third-generation piezoelectric semiconductor can be used in high-performance
photovoltaic cells. A third-generation piezo-phototronic solar cell material is theoretically explored in this manuscript on the basis of
a GaN metal-semiconductor interaction. This study aims to determine the effects of piezoelectric polarization on the electrical
performance characteristics of this solar cell material. Performance parameters such as Power Conversion Efficiency, Fill Factors, I-V
Characteristics, Open Circuit Voltage, and Maximum Output Power have been evaluated. The piezophototronic effect can enhance
the open-circuit current voltage by 5.5 percent with an externally applied strain by 0.9 percent. The study will open a new window for
the next generation of high-performance piezo-phototronic effects.

Keywords: Polarization charges; Piezophototronic effect; Solar cell; third-generation semiconductor; piezoelectric effect.

PACS: 42.79.Ek; 42.70.Nq

Piezo-phototronics was initially proposed in 2010 [1-3]. The field of piezotronics has developed the study of the
coupling between the semiconductor and piezoelectric characteristics for materials that concurrently exhibit
semiconductor, photoexcitation, and piezoelectric characteristics. Also, the well-known field of optoelectronics studies
the pairing of semiconductor properties with photo-excitation properties [4,5]. The field of piezo-photonics was
determined by the analysis of the linkage between piezoelectric characteristics and the characteristics of photo-
excitation. The field of piezoelectric optoelectronics, which was the basis for the development of the new
piezophototronics, was further developed by working on the coupling of semiconductors, photo-excitation, and
piezoelectric properties [6,7]. The central feature of the piezophototronic effect is the use of piezoelectric potential to
control the generation, separation, transport, and recombination processes of carriers at interfaces or junctions [1,9].
High-efficiency optoelectronic devices, including solar cells, LEDs, and photodetectors, can be achieved by
piezophototronic effects [6,10-12].

By Comparing first-generation semiconductors, (for example, silicon, germanium) with the second-generation
semiconductors, (for example, gallium arsenide, indium antimonide), the third-generation semiconductor materials such
as silicon carbide (SiC), zinc oxide (ZnO), gallium nitride (GaN) and cadmium sulfide (CdS) as a rule have wider bandgap,
higher thermal conductivity, greater electron saturation rate and better radiation resistance properties, and in this way
attract a lot of considerations in high temperature and high-frequency applications in recent years [1,13,14]. The greater
part of the third-generation semiconductors is wurtzite structures, which have piezoelectric effects because of their
absence of symmetry in certain directions [2,14,15]. These characteristics fill in as a decent scaffold for transferring
mechanical stress signals between the adaptable semiconductor electronic device and the surrounding environment or the
host (e.g., the human body) [16,17].

Third generation semiconductor materials, such as GaN and SiC, distinguished by a wide bandgap, have attracted
considerable interest in emerging consumer electronics, 5G telecommunication technologies, automated vehicles,
optoelectronics, and defense technology applications owing to their superior material properties, including high voltage
resistance, high switching frequency, High-temperature tolerance and high radiation resistance [16]. The wide bandgap
nature and the good piezoelectric properties of these materials indicate that piezotronic and piezophototronic couplings
may be important, providing excellent platforms for the analysis of the fundamental coupling between the piezoelectricity
and a variety of interesting processes such as high-frequency transmission, high-field activity, and two-dimensional (2D)
electron gas in associated system structures [17]. Currently, ZnO has undergone extensive research as a candidate material
for piezophototronic-based solar cells, but little is known about piezoelectric GaN and AiN. This paper could be used to
fill this knowledge gap.

7 Cite as: M. Gyan, J. Parbby, and F.E. Botchey, East. Eur. J. Phys. 1, 70 (2022), https://doi.org/10.26565/2312-4334-2022-1-10
©M. Gyan, J. Parbby, F.E. Botchey, 2022


https://orcid.org/0000-0001-6337-2205
https://orcid.org/0000-0001-8327-4469
https://doi.org/10.26565/2312-4334-2022-1-10
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334

71
Enhanced Third Generation Semiconductor Material-Based Solar Cell Efficiency... EEJP. 1 (2022)

In this manuscript, we present the performance of third-generation semiconductor solar cells using a
piezophototronic effect. The study model is shown below in Figure 1. A third-generation semiconductor, such as GaN, is
sandwiched between two metal electrodes on the substrate as seen in Figure 1(a). One part of the metal-semiconductor-
metal unit is the solar cell and the other is the electrode (ohmic contact) so it has an opposite output voltage. Polarization
charges are added to the interface of the solar cell through the application of external strain as seen in Figures 1(b) and
(c). The piezoelectric field raises or decreases the height of the Schottky barrier [20-22] as seen below.
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Figure 1. Schematic structure and energy band configuration of third-generation PSC semiconductor material (GaN).
(a) Without strain; (b) with tensile strain; (c) with compressive strain;

MODULATION OF PIEZOPHOTOTRONICS SOLAR CELL
The theoretical models are optimized for p-n solar junction cells, and identical mathematical analyzes can be

obtained for metal-semiconductor solar cells [20]. Polarization in semiconductor can be taken into account by expressing
itas[21]

D=¢geE+P )
Where D is electric displacement, &, and ¢, are vaccum and relative permitivities respectively £ is electric field and P

is the total polarization.

Hook’s law can be use to describe the association between the polarization and a small form of mechanical strain
and this is expressed by [22,23,24]

P=e

ijk

s, @)

Where S is mechanical strain, € is the piezoelectric tensor (third order tensor). For a semiconductor grown along c-axis

with the strain component S33 , the polarization P is expressed by

P = _e33S33 = qppiezaWpieza (3)
The poisson equation describes the electrostatic behavior of charges within semiconductor materials
2y _P,
vy =-#/ O

Where V is the potential, &€ is the permitivity of the material and P is the charge density.

Shockley's theory is now employed to calculate the I-V features of the piezoelectric dependent p-n junction, and
evaluate the ideal p-n junction dependent on the aforementioned hypotheses: (1) the piezoelectric semiconductor has not
degenerated in such a manner that the Boltzmann approximation can be implemented. (2) The piezoelectric p-n junction
has an unstable depletion layer. (3) There is no generation and recombination present in the depletion layer, and the hole
and electron currents are stable in the p-n junction. (4) The concentration of the dominant carrier is significantly greater
than that of the minority injected. The total current density of the p-n solar cell is given by [22]:

J=J, {exp (%j - 1} -J, (5)
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Here J, is the saturation current, Js denotes the short-circuit current density, k stands for the Boltzmann constant, T
represents the temperature, q is the elementary charge and V is the applied voltage. The saturation current can be
achieved by [22]:
D D n
JU:q ppm)+qnpo (6)
L L

P n
where L, and L, are the diffusion lengths of holes and electrons, respectively; ny, and py, are the electron concentration
inside the p-type semiconductor and the hole concentration inside the n-type semiconductor at thermal equilibrium,
respectively. Thus, the intrinsic carrier density ni can be calculated as

E —-E.
n.=N_ exp| ——= : 7
i = N, p[ T } (7

Here E; is an underlying the intrinsic Fermi level, N is the effective density of states in the conduction band, and Ec is

the bottom edge of the conduction band. Without a piezo potential at the interface of the p-n junction, the relationship
between the saturated current density (Jco) and Fermi Level (Ero) can be articulated as

D n, E -E
J, :qu IeXp( IKTF(;] (®)

P

The Fermi Level with piezo-potential at the interface of a p-n junction is determined by
p W2
_ EFO _ q ppzcza piezo (9)
2¢

K

By adding equation 3, 4, and 5 the -V characteristics of the Piezophototronic solar cell based on a third-generation
semiconductor can be derived as [25]

2 2
9" Pz i qv
J=J exp| —£&0 PO N axpn|l L |—1|=J 10
° p{ 2¢ KT M p(KT] } * (10)

From Eqn. 6, the current transport through the p-n junction is a function of the piezoelectric charges, whose sign
depends on the direction of the strain. Thus, both the magnitude and sign of the external strain (tensile or compressive)
can be used to effectively adjust or control the transport current.

The open-circuit voltage (Vo) can be evaluated by

20,V
VOC = ﬁ In Jsc + 9 Ppiczo piezo (1 1)
g | \J 2¢ KT

co

The piezo-phototronic modulation ratio of the PSC can be described in terms of the open-circuit voltage and other
output performance obtained from the PSC [26]:

qu piezo sziezo
2¢ KT
y=—"— (12)
In| —*
[JCU\J
In addition, the output power is estimated as
Py qV
P(V)=VI(V)=V<J, exp| —Z=2= Ml exp| — |-1|-J,, 13
()= ()= {s,exp| oo e L)1, (13
The maximum voltage satisfies the following equation [27]:
v J 0V
v+ 5L [ Dy | L | L ) O P e (14)
q \KT q . 2¢ KT

Consequently, Vi, varies with the piezoelectric charges which are induced by the applied strain €. The maximum current
density can be obtained as:
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2 2
9" PicoW i qV.
J =J ex P P ex =-11-J 15

The output maximum power P, can be estimated as

The fill factor can be derived from the method described in reference [28],

JV P
FF="mm o _“m (17)
JV. J.V

sc’ oc sc’ oc

The power conversion efficiency (PCE) is defined in [19,28]:

J.V. FF
PCE =2 o™ (18)
F,
RESULT AND DISCUSSION

Typical constants are utilized in computations of the performance parameters such as the Voc, Pm, PCE, and FF.
The temperature was assigned at 300K, Wpiezo is thought to be 0.543 nm [29], the relative dielectric constant of GaN is
8.9 [30], and e3; of the GaN is estimated to be 0.73 C/m?[31].

The relative current density J/Jpno versus voltage (J/Jpno-V curve) of the GaN PSC with the external strain varying in
the range of -0.9% to 0.9% When the short circuit current Jy. is taking to be 4.4 mA/cm?[32] is plotted in Figure 2(a).
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Figure 2. (a). Relative current density-voltage (J/Jpno-V ) curve with Strain (g) increasing in the range of [-0.9% 0.9%]. (b) Comparative
analysis of PCE for piezoelectric solar cell based on different types of materials with an external strain of 0.9%. (c) modulation ratio
(y) of the various types of piezoelectric solar cells material under an applied strain of 1% and (d) FF of GaN PSC with the applied
strain varying in the region [-0.9% 0.9%].

Figure 2(b) shows the PCE of piezoelectric solar cells based on different types of materials at an external strain of
0.9%, indicating that the J increases with the strain and peaks at Vm. By employing equation (17) and equation (18), the
Fill Factor (FF) and power conversion efficiency (PCE) parameter which aid in explaining the characteristics and
performance of PSC is illustrated in Figure 2(c)and (d). The FF is linearly dependent on the externally applied strain
between the regions -0.9% to 0.9 with a step of 0.3%. The improvement in FF can be credit to the increased Voc when is
under strain. The PCE and modulation ratio (y) considered in Figure 2 (b) and (c) is determined by utilizing similar
parameters as in GaN such as Js, Jpno, €tc, at an applied strain of 0.9% and 1% respectively. The different parameters
utilized are the piezoelectric constant and the relative dielectric constant. The piezoelectric constant and relative dielectric
constant are given in Table 1. The PCE and modulation ratio (y) of AIN is observed to increase more distinctly than GaN
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and ZnO within the strain region of 0.9 and 1% respectively. This can be attributed to the large piezoelectric constant and
small relative dielectric constant of AIN material. By considering the impact of material properties, the ratio of
piezoelectric constant to that of relative dielectric constant plays an essential part in the performance of PSC[33,34].
Among the third-generation semiconductor materials, the AIN has a noteworthy modulation ratio of 9.3% follows by ZnO
(7.96%) and GaN (4.78%). The modulation ratio of AIN happens to be almost twice greater than GaN. The superior
performance of AIN, ZnO, and GaN is due to the large piezoelectric constant, this demonstrates that a good performing
material is the one with a large piezoelectric constant and small relative dielectric constant.

Figure 3(a) and (b) show the graph of maximum power (Pm) and open-circuit voltage (Voc) against applied external
strain. By utilizing Equation (11) and Equation (16), the Voc and Pm are linearly identifying with the strain(s). By
introducing the piezo-phototronic effect, the performance parameters of the GaN PSC improve due to enhancement in
Vm and Pm. The modulation ratio for GaN PSC as against Wpic,o as a function of strain is illustrated in Figure 3(c). As
the width of the piezo-charge opens up the modulation ratio also increases. Furthermore, the modulation ratio is linearly
dependent on both the external applied strain and Wpic,o. The semiconductor material and metal contact can influence
Wpiezo [35,36]. The piezoelectric constant and their dielectric constant of different third-generation semiconductor
materials are plotted in Figure 3(d).
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Figure 3. (a) Pm and (b) Voc versus the external strain applied. (c) Modulation ratio y of the GaN PSC with Wyiezo under the
strain (&) of 0.3% 0.6% and 1%. (d) The piezoelectric constant of various third-generation semiconductor materials as opposed to
their various dielectric constant.

Table 1. shows the piezoelectric constant and relative dielectric constant.

Material(s) Piezoelectric constant e33 (c/m?) Relative dielectric constant

GaN 0.73[31] 8.9[30]

AIN 1.46[37] 9.14[38]

InN 15.3[37] 0.97[30]

InAs 15.15[37] -0.03[39]

ZnO 1.22[40] 8.92[40]

CdS 5.7[41] 0.44[42]

CdSe 5.8[41] 0.347[43]

CdTe 11[37] 0.03[44,45]

SUMMARY

In cconclusion, we investigated the properties of a strained photovoltaic Shottky contact metal/semiconductor PV
solar cell and examined the piezo-phototronic effect produced in the junction when the PV cell was strained. The
piezoelectric effects in this structure are thought to be caused by external applied mechanical stress. Key performance
parameters portraying the device including Voc, Pm, P, and FF have been mathematically determined. It is indicated that
the PSC shows an enhanced performance under externally applied strains, especially for the modulation ratio.
Additionally, GaN, ZnO, and AIN show a more prominent potential for high-efficiency PSCs. This gives physical insights
into the PSCs and can serve as guidance on the design of third-generation piezo-phototronic energy harvesting devices.
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In the present work the 100-ns molecular dynamics simulations (MD) were performed in the CHARMM36m force field using the
GROMACS package to estimate the bilayer location and mechanisms of the interaction between the novel phosphonium dye TDV
and the model lipid membranes composed of the phosphatidylcholine (PC) and its mixtures with cholesterol (Chol) or/and anionic
phospholipid cardiolipin (CL). Varying the dye initial position relative to the membrane midplane, the dye relative orientation and
the charge state of the TDV molecule it was found that the one charge form of TDV, which was initially translated to a distance of 20
A from the membrane midplane along the bilayer normal, readily penetrates deeper into the membrane interior and remains within
the lipid bilayer during the entire simulation time. It was revealed that the probe partitioning into the model membranes was
accompanied by the reorientation of TDV molecule from perpendicular to nearly parallel to the membrane surface. The analysis of
the MD simulation results showed that the lipid bilayer partitioning and location of the one charge form of TDV depend on the
membrane composition. The dye binds more rapidly to the neat PC bilayer than to CL- and Chol-containing model membranes. It
was found that in the neat PC and CL-containing membranes the one charge TDV resides at the level of carbonyl groups of lipids
(the distances ~ 1.1 nm, 1.2 nm and 1.3 nm from the bilayer center for the PC, CL10 and CL20 lipid membranes, respectively),
whereas in the Chol-containing membranes the probe is located at the level of glycerol moiety (~ 1.5 nm and 1.6 nm for the Chol30
and CL10/Chol30 lipid membranes, respectively). It was demonstrated that the dye partitioning into the lipid bilayer does not affect
the membrane structural properties.

Keywords: Phosphonium dye, lipid bilayer, molecular dynamics simulation.
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In recent years, molecular dynamics simulation has emerged as a powerful computation tool for investigating a
wide variety of biological systems [1-27]. Specifically, MD simulations have been used i) to characterize the structure
of the lipid membranes [1-4], proteins [5-8] or nucleic acids [9-12]; ii) to study the physicochemical properties of the
isolated virus proteins or capsids [13-16]; iii) to elucidate the nature of the energy transport in the light-harvesting
complexes [17,18]; iv) to ascertain the binding mode of a therapeutic agent to a given biological target in the drug
design strategies [19-22]; v) to identify antiviral inhibitors [23-25], to name only a few. Likewise, MD simulation
appeared to be especially useful in examining the structural, physicochemical and thermodynamic properties of the
ligand-macromolecule systems [26-30]. In particular, MD simulation has provided a unique framework for the atomic-
level characterization of interactions between ligands and membranes [30-39]. A good deal of studies indicate that MD
simulations can be used to achieve a fundamental understanding of the mechanisms underlying the interaction of
proteins [31,32], peptides [33, 34] and drugs [35, 36] with lipid membranes. Notably, MD approaches appeared to be
highly efficient in exploring the behavior of fluorescent membrane probes, that is of great importance for their
biomedical application and synthesis of new fluorescent reporter molecules with improved properties [37-46]. To
exemplify, the molecular dynamics simulation was used to develop a molecular design strategy of AIE-based
fluorescent probes for selective targeting of mitochondrial membrane [37]; to characterize the partitioning and
membrane disposition of the diphenylhexatriene probes [38], to characterize the solvation behavior of phthalocyanines
[39], to explore the dynamical behavior of the Dil carbocyanine derivative in a lipid bilayer [40], to estimate the
membrane location of ESIPT fluorophores [41], coumarin derivatives [42], benzanthrone dye [43] and membrane
polarity probes Prodan and Laurdan [44,45], to investigate the interactions of methylene blue with oxidized and non-
oxidized lipid bilayers [46], to name only a few.

The aim of the present study was to explore the interaction of the novel phosphonium dye TDV (Fig. 1) with the
model lipid membranes of different composition using the molecular dynamics simulation. To this end, the 100 ns MD
simulations were carried out for TDV with the neat phosphatidylcholine bilayer (PC) and bilayers from PC mixtures
with: i) anionic lipid cardiolipin (CL) with the PC:CL molar ratio 9:1 and 4:1 (denoted here as CL10 and CL20,
respectively); ii) sterol cholesterol (Chol) with the PC:Chol ratio 7:3 (Chol30); iii) both CL and Chol lipids with the
PC:CL:Chol ratio 6:1:3 (CL10/Chol30). To obtain the optimal conditions for the TDV-membrane simulations and an
atomistically detailed picture of the TDV binding to the lipid bilayers, the MD calculations were performed at varying
initial positions of the dye and its orientation relative to the bilayer normal. Moreover, to estimate the role of
electrostatic interactions in the TDV membrane partitioning, two dye forms were considered for the simulation. The
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first form of the TDV molecule possessed two positive charges (on the P atom of the phosphonium group and the N
atom of the pyridine ring), while in the second one the charge on the P atom of the phosphonium group was neutralized
by the iodine ion (one charge dye form).

QPN\N@ o
21 \ / F

Figure 1. The structural formula of TDV

EXPERIMENTAL SECTION
System description

The input files of TDV-membrane systems for MD calculations were prepared using the web-based graphical
interface CHARMM-GUI [47]. The .pdb-file of TDV was generated in OpenBabelGUI 2.4.1, using the structure drawn
in MarvinSketch (mrv format). Two different dye structures were created for MD simulations, with total charges +2 and
+1, respectively. In both cases the atomic charges of TDV were corrected using the RESP ESP charge Derive Server.
The topology of TDV was generated using the CHARMM-GUI Ligand Reader and Modeler [48]. The obtained files
were further used to generate the dye-lipid systems using the Membrane Builder option [49]. MD simulations were
carried out for TDV with five different membrane systems with a nearly identical number of lipids. The first one was
composed of TDV and 94 I-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylcholine (POPC) molecules in each
monolayer. Hereafter, the neat POPC bilayer is referred to as PC. Two systems were represented by TDV and bilayers
from POPC mixtures with anionic lipid cardiolipin (LOCCL2 lipid component in the CHARMM-GUI lipid bank) with
the POPC:LOCCL2 ratios 9:1 and 4:2, referred to here as CL10 and CL20, respectively. The fourth type of the lipid
bilayer (Chol30) was composed from TDV, 77 POPC and 33 cholesterol molecules in each monolayer (POPC:Chol
ratio 7:3). The last type of lipid bilayers was composed from PC mixture with both CL and Chol lipids with the
POPC:LOCCL2:Chol ratio 6:1:3 (CL10/Chol30). The initial distance of the TDV translation from the membrane
midplane along the bilayer normal was varied from 0 to 30 A. To obtain a neutral total charge of the system a necessary
number of counterions was added.

Molecular dynamics simulation and data analysis

Molecular dynamics simulations and analysis of the trajectories were carried out using the GROMACS software
(version 5.1) with the CHARMM36m force field in the NPT ensemble with the time step for MD simulations 2 fs.
Calculations were performed at a temperature of 310 K. The Particle Mesh Ewald method was utilized for correct
treatment of the long-range electrostatic interactions [50]. The bond lengths were constrained using the LINC algorithm
[51]. The pressure and temperature controls were performed using the Berendsen thermostat [52]. MD simulations were
performed with minimization of 50000 steps and equilibration of 12500000 steps. The whole time interval for MD
calculations was 100 ns. The GROMACS command gmx density was used to calculate the mass density distribution for
various components of the lipid bilayer and density distribution of TDV across a lipid bilayer. The analyses of the
membrane thickness, membrane area and area per lipid were conducted using the FATSLiM package [53]. The
molecular graphics and visualization of the simulation evolution over time were performed using the Visual Molecular
Dynamics VMD software.

RESULTS AND DISCUSSION

TDV, a phosphonium-based water-soluble fluorescent dye, has been reported to have a marked ability to
biomolecular interactions. Specifically, it was demonstrated that TDV can be effectively used for optical detection of
disease-related protein aggregates [54,55] and for elucidating the mechanisms of DNA interactions with amyloid fibrils
[56]. Moreover, it was shown previously that TDV is highly suitable for membrane studies since it possesses a
pronounced lipid-associating ability and high sensitivity to physicochemical properties of the model lipid bilayers [57].
In the present study the molecular dynamics simulation was used to explore the interaction between TDV and the model
lipid membranes with the main emphasis on determining the depth of the probe location in a lipid bilayer. Besides, it
was assumed previously that membrane electrostatics plays an important role in the membrane association of TDV [57].
Therefore, it was also interesting to assess the role of TDV charge in the dye membrane partitioning.

At the first step of study, the MD calculations were performed for the TDV molecule bearing two positive charges
(on the P atom of the phosphonium group and on the N atom of the pyridine ring). Specifically, the TDV molecule was



79
Interactions of Novel Phosphonium Dye with Lipid Bilayers: A Molecular Dynamics Study EEJP. 1 (2022)

initially translated to a distance of 30 A from the membrane midplane along the bilayer normal. The phosphonium
group of the TDV molecule was directed from the membrane center. In this case the TDV molecule did not show
affinity to the PC bilayer during the entire simulation time (Fig.2 B). Probably, the formation of the hydration shell
around the water-soluble dye hinders its penetration in the lipid bilayer. Similar behavior was observed for the
phthalocyanine dye in the POPC bilayers [39]. The simulation was performed also for the mixed bilayers containing
negatively charged cardiolipin and sterol cholesterol, but in both these cases the TDV-lipid binding did not occur (data
not shown). Therefore, the MD calculations were carried out at varying the dye initial position from the membrane
midplane along the bilayer normal. Moreover, initial location of the dye in the region of lipid headgroups at a distance
20 A from the membrane center or at the bilayer midplane (Fig. 2 C) didn’t change the final result, since to the end of
the 100 ns simulation the TDV molecule left the membrane interior (Fig. 2 B,D. The MD simulations were also
performed for the systems where the phosphonium group of the TDV molecule was oriented toward the membrane
center, but the no TDV-membrane binding was found (data not shown). These MD data are in controversy with the
experimental studies [57] providing evidence for strong partitioning of TDV into lipid bilayers of different composition.
The most probable reason for the observed inconsistences between the experimental data and modeling is the charge
distribution over the dye molecule, rendering the penetration into membrane interior energetically unfavorable. Another
possible reason is the short simulation period.

Initial step of simulation (0 ns)

Figure 2. Snapshots of TDV in the PC lipid bilayer at the initial step (A, C) and after 100 ns (B, D) of simulation. The TDV
molecule was translated perpendicular to the lipid bilayer to a distance of 30 A (panel A) from the membrane midplane along the
bilayer normal. Panel C represents transmembrane location of the TDV (0 A). The TDV molecule is depicted in blue using the
VDW drawing method. The lipid tails are represented as sticks in cyan, the phosphorus and nitrogen atoms of the lipid
headgroups are shown by orange and blue, respectively. For clarity, water molecules and ions are not shown

The numerous studies indicate that the charge of fluorescent dye exerts significant influence on the probe
affinity to the lipid membranes and its bilayer location [37, 40, 46]. Specifically, it was shown previously that the
cationic and neutral forms of methylene blue display different affinities to the oxidized and non-oxidized lipid bilayers
[46]. Specifically, the comparison of the results of molecular dynamics modelling of methylene blue interaction with
the control and peroxidized DOPC lipid bilayers for the cationic dye form, neutral MB (reduced dye form) and neutral
MB in the form of the undissociated salt indicates the stronger dye-lipid interaction of the cationic MB with the
peroxidized lipids [46]. Moreover, the cationic MB exerts significant impact on the membrane area and the later
diffusion of the peroxidized lipid bilayer [46]. The charge on the dye headgroups was shown to play a significant role in
the bilayer translocation of the AlEgen fluorescent dyes [37]. Moreover, the MD simulation of the uncharged and
charged carbocyanine dyes revealed the effect of headgroup charge on the dye orientation and bilayer location [40].
Therefore, at the next step of study it was interesting to ascertain how the charge on phosphonium head of the TDV
molecule affects the dye- membrane partitioning. To this end, the 100 ns MD simulations were carried out for the TDV
cationic form (the charge on the P atom of the phosphonium group was neutralized by the iodine ion) with the neat
phosphatidylcholine bilayer and PC mixtures with cholesterol or/and anionic phospholipid cardiolipin. Fig. 3 illustrates
the disposition of the one charge form of TDV with respect to lipid/water interface at different simulation times for the
PC, CL10 and CL20 lipid bilayers.
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0.1 ns 20 ns 50 ns 80 ns 100 ns

Figure 3. The snapshots of the partitioning of the one charge TDV into PC, CL10 and CL20 bilayers at different simulation time
points. The TDV molecule is depicted in blue using the VDW drawing method. The lipid tails are represented as sticks in cyan, the
phosphorus and nitrogen atoms of the lipid headgroups are shown by orange and blue, respectively. For clarity, water molecules and
ions are not shown.

As can be seen from a simple visual inspection of simulation snapshots, the dye molecule which was initially
translated to a distance of 20 A from the membrane midplane along the bilayer normal moved deeper to the membrane
interior and remained within the lipid bilayer for the rest of simulation time. The cationic form of TDV appeared to be
sensitive to the changes in physicochemical properties of the lipid bilayers. More specifically, MD simulation
demonstrated that the probe binds more rapidly to the neat PC bilayers than to CL-containing model membranes,
penetrating deeper into bilayer interior after ~ 20 ns of simulation. Meanwhile, after 20 ns of MD calculation, the
phosphonium group of the one chargeTDV is positioned in the hydrophobic tail region, while the positively charged
pyridine ring is localized at the level of the carbonyl groups of the polar/nonpolar interface. The partitioning of the one
charge TDV into CL-containing membranes was accompanied only by a slight probe reorientation during the first 20 ns
of simulations. Thereafter, the dye orientation changed from the perpendicular to the parallel (PC, CL10) or nearly
parallel (CL20) to the membrane surface. The above effect was followed by the deeper penetration of the one charge
TDV to the CL-containing lipid membranes, while in the neat PC bilayer the dye molecule became less buried due to
the phosphonium group relocation to the same level as the rest of the molecule.

Fig.4 shows the snapshots of the partitioning of the one charge TDV into the Chol30 and CL10/Chol30 bilayers.
During the first 20 ns of the simulations the reorientation of the probe was observed coupled with a slight penetration of
the dye molecule to the membrane interior. Likewise, during the following period of time the position of the dye
phosphoniun head remained virtually unchanged while the positively charged tail tended to reside in the proximity to
glycerol moiety of the lipid bilayers. Interestingly, the analysis of the positions occupied by the one charge TDV over the
MD trajectory in the case of neat PC, CL or Chol containing membranes indicates that this probe prefers the orientation
parallel to the membrane surface. Moreover, in the presence of cholesterol TDV tends to occupy more polar membrane
binding sites. Fig.5 shows the time evolution of the separation between the dye center of mass and the bilayer center.
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0.1 ns 20 ns 50 ns 80 ns 100 ns

Figure 4. The snapshots of the partitioning of the one charge TDV into Chol30 and CL10/Chol30 bilayers at different simulation
time points. The TDV molecule is depicted in blue using the VDW drawing method. The lipid tails are represented as sticks in
cyan, the phosphorus and nitrogen atoms of the lipid headgroups are shown by orange and blue, respectively. For clarity, water
molecules and ions are not shown.
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Figure 5. Time evolution of the TDV distance from the bilayer center

In order to determine the precise TDV location, the mass density distribution profiles of the dye, water and the
molecular groups of lipids were plotted with respect to the bilayer normal (Fig. 6). As can be seen, the peak of the one
charge TDV mass distribution in the PC (Fig. 6A), CL10 (Fig. 6B) and CL20 (Fig.6 C) bilayers is observed at the
distances ~ 1.1 nm, 1.2 nm and 1.3 nm from the bilayer center. According to the partial density profile of the lipid
membrane proposed by Marrink and Berendsen [58], a lipid bilayer can be divided into four regions: 1) the region of
the hydrophobic lipid tails (0-8 A from the membrane center); 2) the interfacial region between the upper carbons of
hydrophobic tails and hydrophilic headgroups (8-16 A from the membrane center); 3) the interfacial area containing
negatively charged phosphate groups, positively charged choline groups and (16-25 A) from the membrane center); 4)
the region of the bulk water (>25 A).

Therefore, in the PC and CL-containing membranes TDV resides in the region of carbonyl groups. In the Chol30
(Fig. 6 D) and CL10/Chol20 (Fig. 6 E) lipid membranes the peak of the dye distribution is observed at 1.5 nm and 1.6
nm, respectively, assuming the probe location at the level of glycerol moiety.
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Table 1. Average properties of lipid bilayers in the presence of the one charge TDV

Control bilayers In the presence of the dye
Membrane thickness Area per lipid head Membrane thickness Area per lipid head
System ) >
(nm) group (nm?) (nm) group (nm?)
PC 3.886+0.06 0.656+0.012 3.895+0.058 0.652+0.012
CL10 4.438+0.056 0.695+0.012 4.448+0.072 0.689+0.014
CL20 3.951+0.066 0.971£0.022 3.946+0.065 0.967+0.022
Chol30 3.960+0.059 0.785+0.013 3.903+0.056 0.792+0.013
CL10/Chol30 4.370+0.062 0.938+0.027 4.345+0.057 0.929+0.022
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To investigate the influence of the TDV one charge form on the structural properties of lipid bilayers, the average
area per lipid head group and the membrane thickness were calculated for the dye-free PC, CL10, CL20, Chol30 and
CL10/Chol30 bilayers and for the systems with one charge TDV. As seen in Table 1, the TDV does not significantly
perturb the lipid bilayer structure.

CONCLUSIONS

To summarize, in the present study a 100 ns molecular dynamics simulation was performed to explore the interaction
of the novel phosphonium dye TDV with the model lipid membranes composed of phosphatidylcholine and its mixtures
with cholesterol or/and anionic phospholipid cardiolipin with the main emphasis on the determination of the probe bilayer
location. It was found that the one charge form of TDV, which was initially translated to a distance of 20 A from the
membrane midplane along the bilayer normal, readily incorporates deeper into the membrane interior and remains within
the lipid bilayer during the entire simulation time. The probe partitioning into the model membranes was accompanied by
the TDV molecule reorientation from perpendicular to nearly parallel to the membrane surface. It was shown that the
charge on the phosphonium group of the TDV molecule plays a significant role in the dye membrane partitioning.
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B3AEMOJISI HOBOT'O ®OCPOHIEBOI'O 30HAY 3 JIIINIAHUMU MEMBPAHAMMU:
MOJIEKYJIAPHO-JUHAMIYHE JOCJIKEHHSA
O. KuTHsAKiBCcbKa
Kadgheopa meouunoi ¢hizuxu ma 6iomeduunux nanomexronoziu, Xapxigcokuil HayionarvHuil yHigepcumem imeni B.H. Kapasina
M. Ce0600u 4, Xapxis, 61022, Ykpaina

VY nmaniii poboti 3 BukopuctaHusM 100-HC MoNeKyIsipHO-AUHaMiYHOTO MozemoBaHHs (MD) y cumoBomy nmomi CHARMM36m
naketry GROMACS nociipkeHo JToKaii3amiro B JIimigHOMY Oimmapi Ta MexaHi3MH B3aeMOii Mixk HOBUM (OC(OHIEBUM OapBHUKOM
TDV Ta MOIENbHUMH JiMiHAME MEMOpaHaMu, 10 cKianaiuch i3 ¢ocharuamaxoniny. (PC) Ta ioro cymimieii 3 X0IeCTEPUHOM
(Xounl) Ta/abo anionnum Qocdominizom kapaiomininom (KJI). [Ipu BapiroBaHHI MOYATKOBOTO MOJIOKEHHS Ta Opi€HTAIll OapBHUKA
6yJI0 BHSIBJICHO, 110 OjHO3apsiaHa (Gpopma TDV, sika criouaTky 6yia posramoBaHa Ha Bigcrani 20 A Bix HeHTpy 6iwapy, IpoHHKae
riubIle y BHYTPIIIHIO YaCTHHY MeMOpaHU 1 3ajIMIIA€ThCsl BCEPEAMHI JIMIIHOTrO Oiliapy MpOTSAroM YChOTO 4acy MOJCTIOBAaHHSI.
Busieiieno, 1o BOyIOBYBaHHS 30HAY B MOJEIbHI MEMOpaHU CYIIPOBO/KYEThCS TepeopieHTaliero Mojekyan TDV 3
MIEPIICHINKYISIPHOT Ha MapaieibHy 10 MOBEpXHI MeMOpaHu. Pe3ynpTat MONeKyIspHO-INHAMIYHOTO TOCITIHKEHHS CBiIYaTh PO Te,
IO PO3IIOJUI B JIMiAHY a3y Ta JioKamizaris ogHo3apsiaHoi Gopmu TDV B nmimigHoMy Oimapi B 3HaUHIHM Mipi 3ajexarth BiX CKIamgy
MeMOpanu. bapsuuk mBuame 3B’s13yerbest 3 OX-Oimapom, y MOpiBHSIHHI 3 MoAensHHUME MeMOpanamu, mo mictats KJI ta Xo.
IIponemoncrpoBano, mo y X 6imapi Ta mMemOpanax, mo wmictsare KJI, onnosapsana dgopma TDV nokamisyerscs Ha piBHI
KapOOHUIBHUX TpyM JinixiB (Ha Bizctani ~ 1.1 uM, 1.2 HM 1 1.3 uM Bix nentpy 6imapy mms ©X, KJI10 i KJI20 ninigaux memOpaH,
BIZIMOBIIHO), TOMI SIK y Oimiapax, 1o MicTuian XoJ1, 30HI PO3TallOBY€EThCs Ha PiBHI rminepuHiB (~ 1,5 um ta 1,6 um aast Xon30 ta
KJT10/Xon30 mimigaux MemOpaH, BiAnoBinHO). BussieHo, nio B3aemouis OapBHUKA 3 JIiMiJHAM OilIapoM He BIUIMBA€E Ha CTPYKTYPHI
BIIACTUBOCTI MEMOpaHH.

Kurouosi ciioBa: ¢pocdonieBuit OapBHUK, TimigHAHN OimIap, MONEKYISIpHO-INHAMIYHE MOACTIOBAHHS.
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The article provides a sequence of steps for using RISO calorimeters for calibration and subsequent use of B3 radiochromic film
dosimeters (GEX corporation) and a scanner for measuring absorbed doses. Calibration was carried out with the help of electron
beam accelerator in the range of absorbed doses of 3 — 40 kGy (measurement range of RIS calorimeters).

In the course of the work, the following was carried out:

— calibration of B3 radiochromic dosimetry films using RIS® calorimeters;

— plotting a calibration curve for B3 radiochromic dosimetric films;

— calculation of approximation functions;

— development of a technique for using a flatbed scanner to measure absorbed doses;

— estimation of the measurement uncertainties of absorbed doses.

Accelerator operation parameters: scanning frequency of the accelerated electron beam — 5 Hz, pulse frequency — 120 Hz, electron
energy — 5 MeV, electron beam current — 60 pA. The measurement error of the absorbed dose is 5.8 %.

Keywords: absorbed dose, calorimeter, radiochromic dosimetry films, scanner, uncertainty.
PACS: 06.20.-f; 29.40.Vj; 29.40.Wk

INTRODUCTION

Measurement of absorbed doses is an important and indispensable task in radiation processing operations.
The absorbed dose is the main criterion for assessing the degree of radiation processing of materials. There
are several ways to measure the absorbed dose, which can be roughly divided into two categories: physical and
chemical. But one of the most widespread methods of measuring doses in recent years has become a method
using radiochromic films. The reason for this popularity is the simplicity and convenience of measurements. The
measurement of absorbed doses by radiochromic films is based on the change in the color of the films depending
on the absorbed dose. Spectrophotometers are used to measure the color change. In works [1, 2] examples of
using office scanners for measuring absorbed doses by B3 film dosimeters are given.

This article provides a sequence of actions for the possibility of using B3 film dosimeters to measure absorbed
doses at an electron accelerator in accordance with the relevant standards given above.

INITIAL EVALUATION OF CALORIMETER PERFORMANCE
In the course of this work, we used dosimeters No 1856, 1935, 1936 manufactured by RIS@. Doses were
originally measured for a conveyor speed vy = 0.6 mm/sec. The results of measurements of the absorbed dose
are shown in Table 1.
Based on the initial dose measurements given in Table 1, it was decided not to use calorimeter No. 1856
for calibrating film dosimeters, since the readings of this dosimeter differ from the others by almost 2 %, while
the difference between dosimeters No. 1935 and No. 1936 is less than 1 %.

THE PROCEDURE FOR MEASURING THE ABSORBED DOSE
WITH CALORIMETERS
In accordance with § 8.1.5 of ISO/ASTM 51631: 2013(E) Practice for use of calorimetric dosimetry systems
for electron beam dose measurements and dosimetry system calibrations, after the calorimeters passed through
the irradiation zone, the time elapsed since the end of the dosimeter and the resistance was recorded [3]. The
measurement data are shown in Table 2
The data from Table 2 are presented in Fig. 1. To determine the resistance at the end of the irradiation,

fCite as: V. Morgunov, S. Lytovchenko, V. Chyshkala, N. Didenko, V. Vynnyk East. Eur. J. Phys. 1, 85 (2022),
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Table 1: Initial measurement of absorbed doses with calorimeters.
Dosimeter no. Resistance Temperature Resistance after ~ Temperature after Absorbed
before before irradiation, Ohm irradiation, °C dose,
irradiation, irradiation, °C kGy
Ohm
1935 2185 22.68 796 50.63 38.11
1936 2218 22.33 789 50.63 38.54
1856 2127 23.40 779 51.31 37.42

Table 2: Dependence of the calorimeter resistance R on the time ¢ that has passed since the end of the irradiation.

Time ¢, min

Resistance R, Ohm

Dosimeter No

1935 1936
1 792 799
2 795 802
3 798 805
4 803 809
5 809 815
6 816 821
7 824 828
8 833 836
9 842 844
10 851 853
12 872 871
15 905 900
18 940 932
20 965 954
950 |
E
S 900
g
g
% 850 |
é O 1835
800 L —— Appr. function 1835
° 1836
—— Appr. function 1836
750 1 = ;
0 5 10 15 20
Time, min

Figure 1: The dependence of the resistance of the calorimeters on the time elapsed since the end of the irradiation.

it is necessary to extrapolate the approximating functions shown in Fig. 1. To determine the type of the
approximating function, we used the ROOT statistical package (https://root.cern/). For dosimeter No. 1835,

the following approximating function was obtained:
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R(t) = —0.011464 - t3 + 0.605339 - t* 4 1.208758 - t 4 789.785827 (1)

For dosimeter No. 1836, the following approximating function was obtained:

R(t) = —0.009683 - t* + 0.520607 - t* 4 1.292768 - t 4 796.933373 (2)

Based on Table 2 and formulas (1, 2), we compose Table 3 of the change in resistance AR with time ¢.

Table 3: Dependence of the change in the resistance of the calorimeters AR on the time ¢ that has passed since the end of the irradiation.

AR, Ohm
Time, min | No of dosemeter

1935 1936

1 2 2

2 5 5

3 8 8
4 13 12
5 19 18
6 26 24
7 34 31
8 43 39
9 52 47
10 61 56
12 82 74
15 115 103
18 150 135
20 175 157

Thus, to determine the resistance of the calorimeter at the time of the end of its irradiation, it is necessary
to measure the time elapsed from the end of the irradiation to the start of the resistance measurement. From
Table 3, proceeding from the time from the end of irradiation to the beginning of measurement, the correction
AR is determined, which is subtracted from the measured resistance of the calorimeter. And, thus, the value
of the resistance of the calorimeter at the moment of the end of the irradiation is obtained.

MEASUREMENT OF ABSORBED DOSES FOR DIFFERENT CONVEYOR SPEEDS AND
PREPARATION OF CALIBRATION RADIOCHROMIC FILM DOSIMETERS

The calorimeters were placed in aluminum containers at a distance of 6 cm from the edge of the container
on foam stands (about 1 cm high) to avoid heating the calorimeter from the container. The container was
positioned at a distance of 20 cm from the edge of the conveyor. A phantom was first placed on the container,
then a calorimeter. Radiochromic film dosimeters were located in phantoms, between two polystyrene plates,
marked with the letter "A" in Fig. 2.

The results of measuring the absorbed doses for different conveyor speeds are shown in Table 4.

Four film dosimeters were used for each value of the absorbed dose. Each dosimeter was scanned with a
resolution of 1200 dpi, and using the written Python code, the green channel was highlighted (in the form of
values of gray) and the gray value was determined using the GIMP graphical editor. For each conveyor speed,
the absorbed dose was averaged and these gray values entered in Table 5.

GETTING THE CALIBRATION FUNCTION
To obtain a calibration curve, it is necessary to convert the dose-signal data into a smooth function.
For this, you can use statistical software packages. In this work, we used the ROOT data handling package
(CERN, https://root.cern/). In accordance with the recommendations given in NPL Report CIRM 29 [4],
the selection of the calibration function is performed starting with a polynomial of the 1st degree. For this,
the function is searched for in the polynomial form Dose = f(signal). To select the degree of the polynomial
function, "persentage residuals" are calculated using the formula:
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Figure 2: Phantom for irradiation of routine dosimeters. The letter "A" denotes the location of the film dosimeters.
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Figure 3: Dose versus gray value and approximation curves.

It can be seen from Fig. 3 that the 1°¢ order polynomial approximates the points on the graph less well.
Therefore, the calibration (approximating) function will be sought in the form of polynomials of the 2" or 374
orders. Figures 4and 5 show the percentage deviations depending on the dose. The largest deviation was for
the 27d degree polynomial (9.53 %). For the 3" degree polynomial, the maximum deviation was 9.37 %.

Therefore, a third-degree polynomial was chosen for the calibration function in the dose range of 10 —
40 kGy:

Dose = 1.55466 - 1076 - 23 +8.14774 - 1075 - 2 — 0.364245 - = + 64.92610, (4)

where, Dose is the absorbed dose, kGy; « is the gray value, arbitrary units.
Carrying out similar calculations, for a dose range of 3 — 10 kGy, we obtain the following calibration
function:

Dose = 7.55213 - 107 - 23 — 0.00189324 - 22 — 0.332016 - x + 87.5538, (5)

Fig. 6 shows the dependence of the dose on the gray value and the approximation curves of the 3rd order
polynomial. The dose range is 3 — 10 kGy.
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Table 4: Absorbed dose values for different conveyor speeds.

No of Conveyor Resistance Resistance Time after Real resistance Absorbed

doseme- speed, mm/s before after irradiation, after irradiation, dose,

ter irradiation, irradiation, min Ohm kGy

Ohm Ohm
10 — 40 kGy
1935 0.6 2130 7 1,0 775 38,40
1936 2183 790 1,0 788 38,54
1935 0.7 2180 863 1,0 861 34,18
1936 2173 880 1,0 878 33,60
1935 08 2219 982 1,0 980 29,25
1936 2201 995 1,0 993 28,77
1935 L0 2162 1130 1,0 1128 22,78
1936 2170 1145 1,0 1143 22,61
1935 Lo 2166 1230 1,0 1228 19,54
1936 2161 1231 1,0 1229 19,64
1935 L5 2158 1374 1,5 1371 15,31
1936 2161 1385 1,0 1383 15,19
1935 L9 2254 1548 1,0 1546 12,35
1936 2230 1551 1,0 1549 12,07
1935 53 2183 1598 1,0 1596 10,24
1936 2175 1596 1,0 1594 10,27
3 - 10 kGy

1935 54 2123 1590 1,0 1588 9,56
1936 2098 1581 1,0 1579 9,46
1935 20 2071 1643 1,0 1641 7,63
1936 2080 1653 1,0 1651 7,63
1935 16 2064 1695 1,0 1693 6,45
1936 2045 1692 1,0 1690 6,28
1935 50 2088 1808 1,5 1805 4,66
1936 2077 1799 1,0 1797 4,68
1935 -0 2077 1868 1,0 1866 3,39
1936 2073 1869 1,0 1867 3,34

UNCERTAINTY ESTIMATION
To estimate uncertainty, all possible sources of uncertainty must first be identified and then quantified.
When measurements are associated with statistical effects such as random variation between individual

dosimeters, errors are referred to as "Type A" errors. The other component of the error, such as the effect of
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Table 5: Gray values for different absorbed doses.

Dose, Gray values

kGy Film dosemeter No

I Im 1 I1v. v VI VIl VIII

10 — 40 kGy

3847 | v 78 79 T8 75 71 73 72
3389 1 94 96 96 95 91 92 93 92
29.01 | 102 105 105 104 104 103 105 104
22,71 | 122 123 122 122 129 130 129 130
19.59 | 144 147 145 144 142 141 142 143
15.25 | 158 157 157 157 161 161 162 160
12.21 | 172 173 172 172 175 180 177 180
10.26 | 184 183 182 183 183 181 182 183
3 - 10 kGy

951 | 18 183 184 186 185 185 185 185
7.63 | 192 192 191 192 187 188 188 187
6.37 | 202 202 202 202 197 196 196 195
4.67 | 200 204 205 204 209 208 207 208
3.37 | 2156 214 213 215 222 221 221 221
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Figure 4: Percentage residual as a function of dose for the 2°d order approximation polynomial. Dose range 10 — 40 kGy.

the dose rate on the response of the dosimeter, for example, cannot be measured directly. This error is "Type
B".
Let us consider the types of uncertainties in measuring the absorbed dose.
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Figure 6: Dose versus gray value and approximation curves of the order polynomial. Dose range 3 — 10 kGy.

Uncertainty in determining the calibration function
Instrument uncertainty
The resistance of the calorimeters was measured with a METEX M32700 multimeter with a measurement
error of 0.8 %.

Uncertainty in the manufacturing of calibrated dosimeters

The inconsistency in the placement of calibrated dosimeters inside the phantom can introduce an error in
the absorbed dose. This applies especially to electron accelerators. Since the phantom was installed using a
tape measure twice (one time it waswhen - the phantom was installed relative to the container, and the second
time - when the container was installed relative to the conveyor), then double half of the roulette division unit -
1 mm is taken as the permissible error. The dosimeters in the phantom were located in the middle; we assume
the error in this case is 5 mm. In accordance with the electron beam homogeneity test, the variability of the
absorbed dose in the center of the beam within 1 c¢m is about 1.5 %.

Uncertainty when fitting the calibration function
As recommended in NPL Report CIRM 29 [4], the error in fitting the calibration function was defined as
the root-mean-square percentage deviation. In this case, the percentage deviation was averaged for each dose
value. Applying the above method, we obtain an error in fitting the calibration function equal to 2.5 %.
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Uncertainties associated with the variability of the irradiation process
During irradiation, the beam energy, beam current, etc. can change. The instructions for the accelerator
indicate that the uniformity of the dose along the scan length is & 5 %.

Resultant uncertainty
The summary table, taking into account all uncertainties, is as follows:

Table 6: The summary table of uncertainties.

Type of the uncertainty Uncertainty,
%

Instrument uncertainty 0,8

Uncertainty in the manufac- 1,5

ture of calibrated dosimeters

Uncertainty when fitting the 2,5
calibration function

Uncertainties associated with 5,0
the variability of the irradia-
tion process

To calculate the combined uncertainty, we use the following formula (NPL Report CIRM 29 [4]):

e = \Jud +u3 ... ul.

Substituting the uncertainties values from Table 6, we obtain the following value of the combined uncer-
tainty:

U, = 5,8 %.

1 Sequence of actions when measuring the absorbed dose using a scanner
1. After irradiation, scan the dosimeter with a resolution of 1200 dpi.

2. Open the resulting file in GIMP. Press the right mouse button on the image. Then:
Colors — Component — Decompose (fig. 7).

3. Uncheck "Decompose to layers" (fig. 77)
4. Close all images, except for the image received from the green channel.

5. Instead of pp. 2-4, you can use the developed Python program "convertToGRayScale.py", which extracts
a green channel from the image into a grayscale image . The format for using this program: from the
command line, call
python3 convertToG RayScale.py "filename.jpg".

The result of the program will be a file with a grayscale image named "filename grayScale.jpg". Open the
resulting file in the graphics editor GIMP and continue with 6.

6. Select the "Color picker tool". Enable checkboxes in the "Pick Target" menu in the "Pick only" and "Use
info window" items (Fig. 9).

7. Left-click on the image and read the "V" readings in the "Pixel" section in the information window
(Fig. 10). This is the gray value.

8. Substitute the obtained value into the formula (4) or (5) depending on the size of the measured dose.

*For this program to work correctly, the opencv-python (https://pypi.org/project/opencv-python/) should be installed.
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Color Balance.

Channel Mixer...
Extract Component.

Tone Mapping
Info

Threshold.
Colorize...
Posterize...
Color to Alpha
Dither...

RGB Clip..
Hot.

Figure 7: Color-coded image.

Decompose

Extract Channels

Color model: RGB

Decompose to layers

Foreground as registration color

Figure 8: Decompose to layers.

CONCLUSION

Calibrated radiochromic dosimeters were received for the following doses: 38.47; 33.89; 29.01; 22.71; 19.59;
15.25; 12.21; 10.26; 9.51; 7.63; 6.37; 4.67; 3.37 kGy and a technique was developed for using the scanner to
measure absorbed doses in the range of 3 — 10 kGy. For each dose, 4 film dosimeters were prepared. To calculate
the absorbed dose by calorimeters, macros were developed for LibreOffice Calc and Microsoft Excel spreadsheets.
All dosimeters were scanned and a green channel was highlighted using the developed program (the result was
obtained in the form of an image in shades of gray). Using the graphical editor GIMP (https://www.gimp.org/),
a gray value was determined for each dosimeter. In accordance with the recommendations given in NPL Report
CIRM 29 [4], the measurement range of the RISQ calorimeter was divided into two areas: 10 — 40 kGy and
3 — 10 kGy. For each area, the dose dependences on the gray value were plotted and the approximation curves
were obtained in the form of a third-order polynomial:

310 kGy — Dose = 7.55213 - 107 - 23 — 0.00189324 - 22 — 0.332016 - = + 87.5538,
10 - 40 kGy — Dose = 1.55466 - 1076 - 23 +8.14774 - 1075 - 2 — 0.364245 - = + 64.9261.

The uncertainty of the absorbed dose measurement is 5.8 %.
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BNKOPUCTAHHS{A CKAHEPA ,ZH'IH BNMMIPIOBAHHS ITOT'JIMHEHMUX /103
PAJIOXPOMHUMMU IIJITBKOBUMMU JO3NUMETPAMMUI

B. B. Mopryuos®, C.B. Jlitopuenko®, B. O. Uimkana®, H. B. Tinenko’, B. O. Bunuuk®
¢ Xapriecvrutll nauionasvhul yrwisepcumem imeni B. H. Kapasina, IIa. Ceobodu, 4, Xapwis, 61022, Yxpaina;

b Xapriscorut nayionasvrud aemomo&‘ﬂbno—&opoofcnigi/ yrisepcumem, eya. Hpocaasa Mydpozo, 25, Xapxie, 61002,
Kpaina

V crarTi HaBeIEHO MOCJIIIOBHICTD eTaliB BUKOpHCTaHHs KajopuMmerpis RISO st kamibpyBaHHS Ta MOJAIBIIONO BUKO-
pUCTaHHS PaIiOXPOMHMX IUTiBKOBUX no3uMeTpiB B3 (kopnopanis GEX) ta ckamepa st BUMIpIOBAHHS TIOTJIMHEHUX JI03.
Kami6pyBaHHs IPOBOIMIIOCH 32 JIONOMOIOIO €JIEKTPOHHOIO Iy4Ka B Jiana3oHi mormHenux no3 3 — 40 x['p (zianason
BuMipioBaab RISQ kasopumerpis).
B xozxi pobotu 6ysi0 mpoBeneHO HACTYIIHE:

— KaJibpyBaHHS PaiOXPOMHUX JO3UMETPUYHUX IIiBOK B3 3a monomororw RIS kamopumerpis;

— 1mo0y/10Ba KaJIiOpyBaJbHOI KPUBOL JIJII PAJIOXPOMHUX JO3MMETPUIHUX TITiBOK B3;

— PO3paxyHOK AIPOKCUMAIINHUX (DYHKILI;

— PO3pOOKA METOIMKN BUKOPUCTAHHS IIAHIIIETHOTO CKaHEepa JJjIsi BUMIPIOBAHHS ITOTJIMHEHUX J03;

— OIliHKAa HEBU3HAYEHOCTI BUMIPIOBAHHS MOTJIMHEHUX J03.
[Tapamerpu poboTH TPUCKOPIOBaYA: IACTOTA CKAHYBAHHSI IIyYKa IMPUCKOPEHWX eJeKTPoHIB — 5 ', gacrora iMmysibciB —
120 T'n, enepris enekrponis — 5 MeB, crpym esekrponnoro npomenst — 60 pA. Tloxubka BUMipIOBaHHS OIJIMHEHOI 103U
CcTaHOBUTH 5,8 %.

Kuaro4yoBi ciioBa: norimHeHa /103a, KaJOPUMETP, PAIiOXPOMHI JIO3UMETPUYHI IJIIBKU, CKAHEP, HEBU3HAYEHICTD.
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Self-assembly of proteins and peptides into amyloid fibrils is the subject of intense research due to association of this process with
multiple human disorders. Despite considerable progress in understanding the nature of amyloid cytotoxicity, the role of cellular
components, in particular proteins, in the cytotoxic action of amyloid aggregates is still poorly investigated. The present study was
focused on exploring the fibril-protein interactions between the insulin amyloid fibrils and several proteins differing in their structure
and physicochemical properties. To this end, the fluorescence spectral properties of the amyloid-sensitive fluorescent phosphonium
dye TDV have been measured in the insulin fibrils (InsF) and their mixtures with serum albumin (SA) in its native solution state,
lysozyme (Lz) and insulin (Ins) partially unfolded at low pH. It was found that the binding of TDV to the insulin amyloid fibrils is
followed by considerable increase of the fluorescence intensity. In the system (InsF + TDV) the TDV fluorescence spectra were
decomposed into three spectral components centered at ~ 572 nm, 608 nm and 649 nm. The addition of SA, Lz or Ins to the mixture
(InsF + TDV) resulted in the changes of the fluorescence intensity, the maximum position and relative contributions (fi,3) of the first
and third spectral components into the overall spectra. The Forster resonance energy transfer between the TDV as a donor and a
squaraine dye SQI as an acceptor was used to gain further insights into the interaction between the insulin amyloid fibrils and
proteins. It was found that the presence of SA do not change the FRET efficiency compared with control system (InsF +
chromophores), while the addition of Lz and Ins resulted in the FRET efficiency decrease. The changes in the TDV fluorescence
response in the protein-fibril systems were attributed to the probe redistribution between the binding sites located at InsF, the non-
fibrillized Ins, SA or Lz and protein-protein interface

Keywords: phosphonium probe, insulin amyloid fibrils, fibril-protein complexation.

PACS: 87.14.C++c, 87.16.Dg

A conformational space of protein molecules includes a variety of structures differing in their free energy, among
which are unfolded, partially folded and native structural states, oligomers, amorphous aggregates and amyloid fibrils
[1-4]. Of these, most attention has been paid in the last decade to the amyloid fibril state of a polypeptide chain [1-4]. A
distinctive feature of this state is the presence of cross-f3 core in which intermolecular b-sheets propagate along the main
fibril axis [5], resulting in a characteristic X-ray diffraction picture with reflections corresponding to separation of b-
sheet strands (~0.5 nm) and spacing between b-sheet layers (1 nm), respectively [6]. Amyloid fibrils are currently a
subject of keen interest, mostly in biomedical and nanotechnological aspects [7,8]. Multiple lines of evidence indicate
that fibrillar protein aggregates and their precursors are involved in the development of more than forty human
disorders, such as neurological diseases, systemic amyloidosis, type II diabetes, etc. [9,10]. The amyloid assemblies
have been found both in intracellular and extracellular space and their cytotoxicity is primarily associated with the
impairment of cell membranes [11,12]. The structurally flexible early oligomeric intermediates with extensive
hydrophobic areas have been shown to cause membrane disintegration [13,14], formation of non-specific ionic channels
[15], uptake of membrane lipids [16,17], etc. Furthermore, it has been demonstrated that not only protein oligomers, but
an ensemble of cross-b-sheet-rich protein aggregates including mature fibrils display a high cytotoxic potential.
Specifically, mature lysozyme fibrils have been reported to produce hemolysis of erythrocytes [14], mitochondrial
failure and increase of plasma membrane permeability [18]. However, it seems likely that membranes are not the only
target for cytotoxic action of amyloid aggregates and other cellular components, such as proteins can be affected by
amyloids under in vivo conditions. In view of this, the aim of the present study was to explore the interactions between
the insulin amyloid fibrils and several proteins differing in their structure and physicochemical properties, viz. serum
albumin (SA) in its native solution state, lysozyme (Lz) and insulin (Ins) partially unfolded at low pH. The amyloid-
sensitive fluorescent phosphonium dye TDV was employed to monitor the fibril-protein complexation.

EXPERIMENTAL SECTION
Materials
Bovine insulin (Ins), bovine serum albumin (BSA), egg yolk lysozyme (Lz), Tris and thioflavin T (ThT) were
purchased from Sigma. The phosphonium dye TDV and squaraine dye SQI were kindly provided by Prof. Todor

" Cite as: U. Tarabara, O. Zhytniakivska, K. Vus, V. Trusova, and G. Gorbenko, East. Eur. J. Phys. 1, 96 (2022), https://doi.org/10.26565/2312-4334-
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Deligeorgiev (Faculty of Chemistry, University of Sofia, Bulgaria). All other reagents were of analytical grade and used
without the further purification. The structural formulas of the employed fluorescent dyes are shown in Fig. 1.

@‘PWN@\/\Q
Q v

TDV
<
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gossea el
N ‘ N
kL\ 0 LT\ 1300 nm
SQ1
Figure 1. Chemical structures of the employed fluorophores. Figure 2. Transmission electron microscopy photograph of

insulin amyloid fibrils.

Preparation of working solutions
The insulin solution (10 mg/ml) was prepared by dissolving the protein in 10 mM glycine buffer (pH 2.0). To
prepare the amyloid fibrils, this solution was subjected to constant agitation on the orbital shaker at 37 °C. The stock
solutions of ThT and TDV were prepared in 10 mM Tris-HCI buffer (pH 7.4), while SQ1 was dissolved in dimethyl
sulfoxide. The concentrations of the protein and dyes were determined spectrophotometrically using the extinction

coefficients &, =6.1-100 M'em? (Tyr residues of insulin, [19]), &,,=3.6-10' M'em' (ThT, [20]),
£ee =2.3-10° M'em™! (SQI, [21]), &, =2.05-10' Mlem™ (TDV). The amyloid nature of the protein aggregates was

confirmed by ThT assay and the transmission electron microscopy (Fig. 2). To monitor the kinetics of ThT
fluorescence, the aliquots of insulin solution (10 pl) were withdrawn every 24 hours and added to ThT solution in Tris-
HCI buffer (3.72 uM), with subsequent recording of the dye fluorescence spectra.

TEM measurements
The samples for the transmission electron microscopy assay were prepared as follows: a 10 pl drop of the insulin
solution (378 uM) in Tris-HCI buffer (pH 7.4) was applied to a carbon-coated grid and blotted after 1 min. A 10 pl drop
of 1.5% (w/v) phosphotungstic acid solution was placed on the grid, blotted after 30 s, and then washed 3 times by
deionized water, air dried and viewed at 75 kV by a Selmi EM-125 electron microscope (Selmi, Ukraine).

Fluorescence measurements
The fluorescence measurements were carried out in 10 mM Tris-HCl buffer (pH 7.4) with a Perkin-Elmer
FL-6500 spectrofluorometer (Perkin Elmer, UK). The steady-state fluorescence spectra of TDV were recorded at 25 °C
within the range of 490—750 nm at the excitation wavelength of 470 nm using 10 mm path length quartz cuvettes. The
excitation and emission slit widths were set at 10 nm.

Deconvolution of fluorescence spectra and FRET data analysis
The deconvolution of the total fluorescence spectra of TDV into separate peaks was performed with the Origin
software (version 9.4) using the log-normal asymmetric function [22]:

Izlmexp{— In2 lz[a—v ﬂ (1)

m'(p)  \a—v.

where V is the wavenumber, / is the fluorescence intensity on the wavenumber scale I(V)=A*1(41) [23];

I =1(v,) is the fluorescence intensity maximum (the peak amplitude), V. is the peak center;

c

pP= (VC —Viin ) / (Vmax —Vc) is the asymmetry of the band, V. and V,,, are the maximum and minimum wavenumber

values at the half-amplitude; a =V, +(V,, —V,,.) P/ ( ol —1) is the limiting wavenumber, after reaching which the

peak intensity becomes equal to zero.
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The FRET efficiencies were determined from the decrease of the TDV fluorescence in the presence of SQ1 [23]:

I,k

E=1- (2

D
where I,, I,, are the donor fluorescence intensities in the absence and presence of the acceptor, respectively;

k=104 ig the inner filter effect correction factor; A~ and A™ are the acceptor absorbance at the donor

excitation and emission wavelengths, respectively. The Forster radii were calculated for each donor-acceptor pair using
the Mathcad 15.0 software (PTC) as [23]:

R, =979(k*n*0,J) ", J = TFD (2)&,(A)A*dA/ TFD (2)d2 3)

0

where J is the overlap integral derived from numerical integration; F) (/1) is the donor fluorescence intensity; &, (ﬂ,)

is the acceptor molar absorbance at the wavelength A ; 7, is the refractive index of the medium; O, is the donor
quantum yield; x* is the orientation factor, depending on the relative spatial orientation of the donor and acceptor

transition dipoles. The quantum yield of the donor required for the calculation of the Forster radius, was estimated as:
0, (1-10")S, n?

(1-107"%)s, n, @

) =

where subscripts D ans st refer to the donor dye and standard, respectively; A, , A, are the optical densities at the excitation
wavelength; S, , S|, are the integrated areas of fluorescence spectra; 71, , 7, are the refractive indexes of the dye solutions.

The standard used for TDV was Rhodamine 6G in water ( J,, =0.93). In the fibril-bound state the quantum yield of TDV was

found to be 0.11. To obtain the quantitative estimates for the average donor-acceptor separation, the results of FRET
measurements were treated in terms of the classical expression for the distance dependence of FRET efficiency:

Ry ,/
=m; R=R,(1/E-1)" %)
RESULTS AND DISCUSSION

As illustrated in Fig. 3A, the binding of TDV to the insulin amyloid fibrils (InsF) is followed by considerable
increase of the fluorescence intensity (more than 30-fold at the emission maximum 610 nm), arising presumably from
the reduced polarity and mobility of the dye molecular environment. Using the previously determined quantitative
parameters of the TDV-InsF complexation (the association constant - 28.64 uM-!, the binding stoichiometry -
0.07*0913 124]), the fraction of the fibril-bound under the employed experimental conditions dye was estimated
to be ~26% (0.23 uM at InsF and TDV total concentrations 3.5 uM and 0.9 puM, respectively). Furthermore, it appeared
that the TDV fluorescence spectra can be decomposed into three spectral components centered for the system (InsF +
TDV) at ~ 572 nm, 608 nm and 649 nm (Table 1).

Table 1. Spectral characteristics of TDV in the presence of insulin fibrils and proteins

System Band Amax * 2’0 ,nm FWHM, nm f % R?
TDV in free state I 768.9 578.2 78.5 27 0.998
11 1740.2 622 68.4 45
I 286.1 655.8 169.7 28
TDV+InsF 1 19885.9 572 53.6 17.9 0.998
I 80601.0 608.8 50 51.5
111 37796.3 649.2 57.25 30.6
(TDV+InsF)+BSA I 30803.0 578.9 63.4 34.8 0.998
I 51435.6 613.8 58.8 51.6
1 9602.0 670 69.9 13.6
(TDV+InsF)+Lz I 28105.8 579.9 74.9 64.5 0.997
11 15283.5 608.9 49.5 23.9
111 4380.0 647.6 62.9 11.6
(TDV+InsF)+Ins I 99120.9 587.1 83.5 71.4 0.998
1T 53455.5 605.7 43.6 20.5
11 11579.5 648.8 61.8 8.1
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*the maximum fluorescence intensity is given after baseline subtraction

Figure 3. TDV fluorescence spectra in buffer and in the presence of insulin fibrils (A). The fluorescence spectra of TDV in the fibril-
bound state at the increasing concentration of serum albumin (B), lysozyme (C) and insulin (D). InsF concentration was 3.5 uM, dye
concentration was 0.9 uM.

Three bands in the dye fluorescence spectra in the system (InsF + TDV) most probably result from the existence of
the different modes of TDV binding to the insulin fibrils. In our previous studies we demonstrated that the solvent-
exposed groove GInl5 Glul7 provides the most energetically favorable binding sites for TDV due to electrostatic
interactions between a negatively charged side chain of glutamic acid and TDV molecule which bears two positive
charges localized on phosphorus and nitrogen atoms [24]. Moreover, it was shown that TDV only partially inserts into
GInl5_Glul7 groove, adopting a non-planar conformation. However, due to the preference of TDV and classical
amyloid marker ThT to the same binding sites [24], we cannot rule out the possibility of TDV accumulation in the
clustered areas of fibril network (the cavities formed between the intertwined insulin fibrils) as was previously
demonstrated for ThT [25].

Next, the amyloid-sensitive fluorescent phosphonium dye TDV was employed to monitor the interactions between
the insulin amyloid fibrils and proteins such as serum albumin, lysozyme or insulin in the non-fibrillized form (Fig 3,
Fig 4). The addition of BSA to the mixture (InsF + TDV) resulted in the decrease of fluorescence intensity coupled with
the changes in the maximum position and relative contributions (f13) of the first and third spectral components into the
overall spectra (Fig. 3B, Fig. 4A). As seen in Table 1, BSA gives rise to f; increase (from 18% to 35%) and f; decrease
(from 31% to 14%), along with the red shift of the position of band I, band II and band III for 6.9 nm, 5 nm and 20.8
nm, respectively, compared with the system (TDV+InsF). These effects were accompanied by the broadening of all
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bands relative to the TDV spectral components in InsF. Only limited information is available up to now about
interaction between albumins and mature amyloid fibrils. In particular, albumin has been reported to inhibit the
amyloid-p fibrillization through affecting the conformational ensemble of AP by nonspecific interactions only at the
initial stage of the AP aggregation [26]. Likewise, Siposova et al. have demonstrated that albumin-modified magnetic
fluids are able to destroy the insulin amyloid fibrils in vitro [27]. To ascertain whether the observed spectral changes are
the result of direct TDV-BSA interaction or due to the TDV sensitivity to the BSA-induced changes in the insulin
amyloid fibrils, we measured the fluorescence spectra of TDV in the presence of BSA (without InsF). It appeared that
TDV-BSA complexation leads to the fluorescence intensity increase only up to 2.3 times (data not shown) with 15-nm
hypsochromic shift.
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Therefore, the aforementioned spectral changes most likely reflect the redistribution of TDV molecules between
the binding sites located at InsF, BSA and protein-protein interface. Given that at pH 7.4 BSA bears a negative charge
[28], the redistribution of the positively charged TDV in the presence of BSA is most probably driven by the
electrostatic attraction between BSA and TDV. Numerous studies indicate that the principal ligand-binding sites are
located in hydrophobic cavities in bovine serum albumin subdomains, referred to as site I and site II according to
terminology proposed by Sudlow et al [29]. Moreover, the positively charged dyes (cyanines, squaraines, etc.) generally
exhibit a higher specificity to the binding site II of albumins [30,31], so it can be hypothesized that the same mode of
binding is realized in our system.

Interestingly, while comparing the fluorescence spectra of TDV+InsF in the presence of the positively charged
lysozyme and negatively charged albumin, it becomes evident that the spectral changes induced by Lz are more drastic
than those observed for BSA (Fig. 3C, Fig. 4B). More specifically, the addition of lysozyme to the TDV+InsF system
resulted in 1.4-fold enhancement of the fluorescence intensity of band I along with a marked drop in the amplitude of
the band II (5.3 times) and band III (8.6 times). This effect was accompanied with ~ 8 nm bathochromic shift of the
position of band I coupled with the broadening of bands I and III (Table 1). Moreover, the addition of Lz to the mixture
(InsF + TDV) produced the changes in the relative contributions (f;3) of the first and third spectral components into the
overall spectra, more significant in comparison with those observed in the presence of BSA (Fig. 3B, Fig. 4A). As seen
in Table 1, Lz gives rise to f; increase (from 18% to 65%) and f3 decrease (from 31% to 12%).

More pronounced fluorescence decrease and the changes of spectral profile in the presence of the positively
charged Lz (Fig. 5B, Fig. 6B), is indicative of essential contribution of electrostatic interactions to stabilization of the
protein-fibril and dye-protein complexes. Notably, in the absence of insulin fibrils Lz insignificantly influenced the
TDV spectral response, giving rise to only 1.2-fold enhancement of the dye fluorescence. One of the most probable
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reason for the drastic decrease of TDV fluorescence after lysozyme addition to the TDV+InsF mixture seems to lie in
the competition between the positively charged probe and lysozyme for the binding sites on the insulin amyloid fibrils.
It is well known that electrostatic interactions play a crucial role in the complexation of lysozyme with lipid membranes
[32, 33], nanoparticles [34] and drugs [35]. Therefore, it is highly probable that electrostatic interactions of the

positively charged lysozyme with the solvent-exposed negatively charged amino acid residues of InsF partially block
TDV binding sites on the insulin fibrils, thereby causing the TDV fluorescence decrease.
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Figure 5. 3D fluorescence spectra of the systems TDV+InsF (A) and after BSA (B), Lz (C) and Ins (D) addition. The emission and
excitation wavelengths were varied within the ranges 580-680 nm and 400-530 nm, respectively. The excitation and emission slit widths
were set at 10 nm. The false color scale ranging from 1050 a.u. (violet) to 136500 a.u. (red) was used for fluorescence intensity.

The addition of partially unfolded insulin to the system (TDV+InsF) resulted in a slight fluorescence intensity
increase coupled with the alterations in the maximum position and relative contributions (fi3) of the first and third
spectral components into the overall spectra (Fig. 3D, Fig. 4C). More specifically, the addition of partially unfolded
insulin to the system (TDV+InsF) the following spectral changes were observed:

1))

11T (3.3 times);

2)

increase of the band I intensity (5 times), coupled with a slight attenuation of the band II (1.5 times) and band

rise of the relative contribution of the first spectral component f; (from 18% to 71%) and decrease in that of
the third component f3 (from 31% to 8%);
3) broadening of all spectral bands.

The above spectral changes most likely reflect the redistribution of TDV molecules between the binding sites
located at InsF, the partially unfolded insulin and protein-protein interface. The comparison of the spectral responses
of TDV in the presence of negatively charged proteins serum albumin and insulin shows that the spectral changes
induced by Ins are more drastic. One of the most probable reason for the above effect is a strong affinity of TDV for
the insulin partially unfolded at low pH. We observed that the TDV binding to Ins leads to the 17-fold fluorescence
increase along with a 21-nm hypsochromic shift of the emission maximum (data not shown). It seems that the
electrostatic interactions TDV and Ins/BSA play the predominant role in the TDV-protein complexation and strong
hydrophobicity of the BSA binding sites hampers the dye association with this protein. This finding is also
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confirmed by the distinct 3D fluorescence patterns of TDV in the examined systems. As seen in Fig. 5, in the
presence of the partially unfolded Ins TDV displays a more-intensive 3D pattern than that in the TDV+InsF system.
Likewise, the addition of BSA and Lz led to the decrease in the intensity of 3D fluorescence spectra, being more
pronounced for lysozyme.

Figure 6. Efficiencies of energy transfer for the donor-acceptor
pair TDV-SQI in different systems.

At the next step of the study the Forster resonance energy transfer between TDV as a donor and a squaraine dye
SQ1 as an acceptor was used to study the interaction between the insulin amyloid fibrils and serum albumin, lysozyme
and insulin. Our previous findings indicate that insulin amyloid fibrils can serve as a scaffold for TDV and SQI, so the
energy can be transferred between these fluorophores by a distance-dependent Forster mechanism [24]. The addition of
SQ1 to the TDV+InsF system in the absence and presence of the non-fibrillized proteins led to significant quenching of
the TDV fluorescence with the magnitude of this effect being dependent on the protein. Using the previously
determined FRET parameters for the donor-acceptor pair TDV-SQI, viz. the Forster radius (4.75 nm) and overlap
integral (6.68x10'> M-'cm™'nm*) [24], the efficiencies of energy transfer in different systems were estimated from the
decrease of TDV fluorescence (at 600 nm) in the presence of SQ1 (Fig. 6). It appeared that BSA does not affect the
FRET efficiency compared with control system (InsF + chromophores), while the addition of Lz and Ins resulted in the
decrease of this paramer (by 5.3 % and 19.5 %, respectively). The average interchromophore distances for the donor-
acceptor pair TDV-SQ1 were estimated to fall in the range from 4.9 nm (for InsF and InsF+BSA systems) to 5.7 nm
(for InsF+Ins system).

Presented in Fig.7 are 3D fluorescence spectra of the donor-acceptor pair TDV-SQ1 recorded in the presence of
InsF, (InsF + BSA), (InsF + Lz) and (InsF + Ins) at the emission and excitation wavelengths covering the range 550-750
nm and 400-452 nm, respectively. More specifically, in the presence of the insulin fibrils the 3D pattern is highly-
intensive with the two well-defined and comparable by the intensity maxima centered at ~ 620 nm and ~680 nm,
corresponding to emission of fibril-bound TDV and SQI, respectively. The addition of albumin or lysozyme to the
system (InsF + chromophores) gives rise to the decrease of the fluorescence signal for both TDV and SQI1 dyes.
Notably, the system (InsF + chromophores + Ins) displays highly emissive 3D pattern where the TDV fluorescence
signal is significantly greater than that of SQ1. Obviously, the redistribution of TDV and SQ1 driven by their strong
affinity to the partially unfolded at low pH insulin resulted in the decreased amount of the acceptor SQ1 in the
proximity to the donor (required for the effective FRET) leading to the decrease of the energy transfer rate in the system
InsF + Ins.

CONCLUSIONS

In summary, the present study demonstrated that the amyloid-sensitive fluorescent phosphonium dye TDV
can be employed for the characterization of the interactions between the insulin amyloid fibrils and several
proteins differing in their structure and physicochemical properties. Based on the comprehensive analysis of the
spectral characteristics of TDV in the amyloid fibrils and in the presence of serum albumin (in its native solution
state), lysozyme or insulin (partially unfolded at low pH) we observed the changes of the fluorescence intensity,
the maximum position and relative contributions of the first and third spectral components into the overall spectra
after the protein addition to the mixture (InsF + TDV). These effects presumably reflect the redistribution of TDV
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molecules between the binding sites located at InsF, the non-fibrillized Ins, BSA or Lz and protein-protein
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Figure 7. 3D fluorescence spectra of the donor-acceptor pair TDV-SQ1 recorded in the presence of InsF (A), InsF + BSA (B), InsF +
Lz (C) and InsF + Ins (D). The emission and excitation wavelengths were varied within the ranges 550-750 nm and 400-452 nm,
respectively. The excitation and emission slit widths were set at 10 nm. The false color scale ranging from 800 a.u. (violet) to 65800

a.u. (red) was used for fluorescence intensity. SQ1 concentration was 0.35 uM.
ACKNOWLEDGEMENTS
This work was supported by the Ministry of Education and Science of Ukraine (the Young Scientist projects Ne 0120U101064 “Novel
nanomaterials based on the lyophilic self-assembled systems: theoretical prediction, experimental investigation and biomedical applications”
and the project Ne 01190002525 “Development of novel ultrasonic and fluorescence techniques for medical micro- and macrodiagnostics™).

ORCID IDs
Olga Zhytniakivska, https://orcid.org/0000-0002-2068-5823

Uliana Tarabara, https://orcid.org/0000-0002-7677-0779;
Kateryna Vus, https://orcid.org/0000-0003-4738-4016; ““'Valeriya Trusova, https://orcid.org/0000-0002-7087-071X
Galyna Gorbenko, https://orcid.org/0000-0002-0954-5053

REFERENCES
R. Gallardo, N.A Ranson, S.E Radford, Curr. Opin. Struct. Biol. 60, 7-16 (2020). https://doi.org/10.1016/j.sb1.2019.09.001.
V. Martorana, S. Raccosta, D. Giacomazza, L. A. Ditta, R. Noto, P. L. S. Biagio, M. Manno, Biophys. Chem. 253, 106231

(2]

(2019). https://doi.org/10.1016/j.bpc.2019.106231.

C.M. Dobson, Cold Spring Harb. Perspect. Biol. 9, a023648 (2017). https://doi.org/10.1101/cshperspect.a023648.
P. C. Ke, R. Zhou, L. C. Serpell, R. Riek, T. P. J. Knowles, H. A. Lashuel, E. Gazit, I. W. Hamley, T. P. Davis, M. Féndrich,
D. E. Otzen, M. R. Chapman, C. M. Dobson, D. S. Eisenberg, R. Mezzenga, Chem. Soc. Rev. 49, 5473-5509 (2020).

https://doi.org/10.1039/C9CS00199A.
0.S. Makin, L.C. Serpell, FEBS J. 272, 5950-5961 (2005). https://doi.org/10.1111/j.1742-4658.2005.05025.x.
R. Nelson, D. Eisenberg, Curr. Opin. Struct. Biol. 16, 260-265 (2006). https://doi.org/10.1016/j.sb1.2006.03.007.
1017-1026 (2020).

[6]
Z. Wang, S. Kang, S. Cao, M. Krecker, V. Tsukruk, S. Singamaneni, MRS Bulletin 45,

(7]

https://doi.org/10.1557/mrs.2020.302.

T.P.J. Knowles, R. Mezzenga, Adv. Mater. 28, 6546-6561 (2016). https://doi.org/10.1002/adma.201505961.
M. Stefani, Biochim. Biophys. Acta, 1739, 5-25 (2004). https://doi.org/10.1016/j.bbadis.2004.08.004.



104
EEJP.1(2022) Uliana Tarabara, Olga Zhytniakivska, et al

[10] F. Chiti, C. M. Dobson, Annu. Rev. Biochem., 75, 333-366 (2006).
https://doi.org/10.1146/annurev.biochem.75.101304.123901.

[11] M. Bucciantini, S. Rigacci and M. Stefani, J. Phys. Chem. Lett., 5, 517-527 (2014). https://doi.org/10.1021/jz4024354.

[12] S. M. Butterfield and H. A. Lashuel, Angew. Chem., Int. Ed.,2010, 49, 5628-5654. https://doi.org/10.1002/anie.200906670.

[13] A. A. Meratan, A. Ghasemi and M. Nemat-Gorgani, J. MolBiol, 409, 826-838 (2011).
https://doi.org/10.1016/j.jmb.2011.04.045.

[14] B.Huang,J. He, J. Ren, X. Y. Yan and C. M. Zeng, Biochemistry, 48, 5794-5800 (2009). https://doi.org/10.1021/b1900219c¢.

[15] B. Caughey, P. T. Lansbury, Annu. Rev. Neurosci., 6, 267-298 (2003).
https://doi.org/10.1146/annurev.neuro.26.010302.081142.

[16] E. Sparr, M. F. M. Engel, D. V. Sakharov, M. Sprong, J. Jacobs, B. de Kruijf, J. W. M. Hoppener, J. A. Killian, FEBS Lett.,
577, 117-120 (2004). https://doi.org/10.1016/j.febslet.2004.09.075.

[17] M. F. Engel, L. Khemtemourian, C. C. Kleijer, H. J. Meeldijk,J. Jacobs, A. J. Verkleij, B. de Kruijff, J. A. Killian and J. W. Ho
“ppener, Proc. Natl. Acad. Sci. U. S. A., 105,6033-6038 (2008). https://doi.org/10.1073/pnas.0708354105.

[18] A. L. Gharibyan, V. Zamotin, K. Yanamandra, O. S.Moskaleva, B. A. Margulis, I. A. Kostanyan and L. A.Morozova-Roche, J.
Mol. Biol., 365, 1337-1349 (2007). https://doi.org/10.1016/j.jmb.2006.10.101.

[19] J.F. Brandts, L.J. Kaplan, Biochemistry 12, 2011-2024 (1973). https://doi.org/10.1021/bi00734a027.

[20] M. Groenning, J. Chem. Biol. 3, 1-18 (2010). https://doi.org/10.1007/s12154-009-0027-5.

[21] V.M. Toffe, G.P. Gorbenko, T. Deligeorgiev, N. Gadjev, A. Vasilev, Biophys. Chem. 128, 75-86 (2007).
https://doi.org/10.1016/j.bpc.2007.03.007.

[22] M. Bacalum, B. Zorila, M. Radu, Anal. Biochem. 440, 123—129 (2013). https://doi.org/10.1016/j.ab.2013.05.031.

[23] J.R. Lakowicz, Principles of fluorescence spectroscopy, 3rd ed., (Springer, New York, 2006).

[24] G. Gorbenko, O. Zhytniakivska, K. Vus, U. Tarabara, V. Trusova, Phys. Chem. Chem. Phys. 23, 14746-14754 (2021),
https://doi.org/10.1039/D1CP0O1359A.

[25] I. M. Kuznetsova, A.l. Sulatskaya, V. N. Uversky, K. K. Turoverov, Mol. Neurobiol. 45, 488-498 (2012).
https://doi.org/10.1007/s12035-012-8272-y.

[26] H. Xie, C. Guo, Front. Mol. Biosci. 7, 629520 (2021). https://doi.org/10.3389/fmolb.2020.629520.

[27] K. Siposova, M. Kubovcikova, Z. Bednarikova, M. Koneracka, V. Zavisova, A. Antosova, P. Kopcansky, Z. Daxnerova, Z.

Gazova, Nanotechology, 23, 055101 (2012). https://doi.org/10.1088/0957-4484/23/5/055101.

] U. Bohme, U. Scheder, Chem. Phys. Lett., 434, 342-345 (2007). https://doi.org/10.1016/j.cplett.2006.12.068.

1 G. Sudlow, D. J. Birkett, D.N. Wade, Mol. Pharmacol., 12, 1052-1061 (1976).

] A. Samanta, S. Jana, D. Ray, N. Guchhait, Spectrochim. Acta. A, 121, 23-34 (2014). https://doi.org/10.1016/j.saa.2013.10.049.

] V. S. lJisha, K. T. Arun, M. Hariharan, D. Ramaiah, J. Phys. Chem. B, 114, 5912-5919 (2010).

https://doi.org/10.1021/jp100369x.

[32] G. Gorbenko, V. Ioffe, P. Kinnunen, Biophys J., 93, 140-153 (2007). https://doi.org/10.1529/biophysj.106.102749.

[33] G. Gorbenko, V. Iloffe, J. Molotkovsky, P. Kinnunen, Biochim. Biophys Acta, 1778, 1213-1221 (2008).
https://doi.org/10.1016/j.bbamem.2007.09.027.

[34] G. Ghosh, L. Panicker, K.C. Barick, 118, 1-6 (2014). https://doi.org/10.1016/j.colsurfb.2014.03.026.

[351 L. Li, W. Xu H. Liang, L. He, S. Liw, Y. Li, B. Li, Y. Chen, 126, 459466 (2015).
https://doi.org/10.1016/j.colsurfb.2014.12.051.

®JIYOPECHEHTHE JOCJIJUKEHHA B3AEMO/III MIXK AMUIOITHUMH ®IBPUJIAMM IHCYJIIHY TA BIJIKAMUA
Y. Tapabapa, O. )KurtnsikiBcbka, K. Bye, B. Tpycosa, I'. 'op6enko

Kagheopa meouunoi ¢hizuxu ma 6iomeduunux nanomexnonoziu, Xapkiscokuil Hayionanohuil yHigepcumem imeni B.H. Kapasina

M. Ceé0600u 4, Xapxis, 61022, Ykpaina

Camoopranizamis OiTKiB Ta MENTHIIB B aMiTOinHI GiOpHIN € IPEeAMETOM IHTEHCUBHUX JOCHIIKEHb, OCKUIBKHA BCTAHOBICHO 3B 30K
L[LOTO MPOLECY 3 YMCICHHUMHU 3aXBOPIOBAHHSAMH JIIOJMHHM. He3Bakaiouy Ha 3HAYHUH IHPOrpec y PO3YMiHHI LUTOTOKCHYHOCTI
aMIJIOIIB, POJIb KIIITHHHUX KOMIIOHEHTIB, 30KpeMa OLIKIB, Y IUTOTOKCHYHIN i aMiJIOITHUX arperariB I0Ci MOBHICTIO HE 3’sICOBaHa.
Jana po6ota crpsiMOBaHa Ha BHBYEHHS B3a€MOJI1 Mk aMitoiqHuMu (iOpunamu iHCYIHY Ta JeSKUMHU OiKaMHU, sSIKi BiIpI3HAIOTHCS
32 CBOEIO CTPYKTYpOIO Ta ()i3UKO-XIMIYHMMH BJIACTUBOCTSMH. 3 II€I0 METO0, OyJIO IOCHiIKEeHO (IyopecleHTHI CIeKTpasbHi
BJIACTHUBOCTI aMiloin-dyTiauBoro QocdonieBoro OGapsHuka TDV y ¢ibpunax incyniny (InsF) ta ix cymimax i3 HaTHBHUM
cHpoBaTKOBUM asibOyMiHoM (SA), mizouumom (Lz) Ta incyninom (Ins ), yacTKoBO po3ropHyTHMHE IpH HU3bKOMY pH. BusBuiocs, 1o
3B’si3yBanHst TDV 3 aminoinaumu ¢ibpuiaMu iHCYIHY CYHNPOBOPKYETHCS 3HAYHUM 3POCTAHHSIM IHTEHCHBHOCTI (uyopecueHmii. Y
cucremi (InsfF + TDV) cnekrpu ¢ayopecueHmii 30HIy MOKHA PO3KIACTH HA TPU CHEKTPaTbHI KOMIIOHEHTH 3 MAaKCUMyMaMH Ha
JIOBXHHAX XBHIb~ 572 HM, 608 HM 1 649 uM. [omaBanus SA, Lz a6o Ins mo cymimi (InsF + TDV) mpusBogmno mo 3minu
IHTEHCUBHOCTI (pIIyopecueHIii, TOJI0KEeHHsI MaKCUMyMy (IIyOopecueHIii Ta BiJHOCHOTO BHECKY HEpIIOl Ta TPEThOi CIEKTpalIbHHX
KOMITOHEHTIB y 3araibHuil criekTp. st oTpuMaHHS J1oAaTKOBOI iH(opMaii o0 B3aemoaii Mixk aminoigHuMu GidpriaMu iHCYIIiHY
Ta Olrkamu pocnimkeno dbopcrepiBebkuii pesoHaHcHUi nepenoc eneprii Mk TDV y skocti oHOpa, i ckBapaiHOBOro GapBHHKA
SQ1 sk aknenTopa. BecranoieHo, 1m0 SA He 3MiHIOE ¢DEKTHBHICTH MIEPEHOCY €HEPrii MOPIBHIHO 3 KOHTPOJIbHOK cucteMoro (InsF +
xpomodopu), Toai sk foxaBaHHs Lz Ta Ins npusBeno mo 3HmkeHHs edexTuBHOCTI. 3MiHM QuyopecueHTHoro Biaryky TDV B
cucTemMax 010K-(hiOpHIM MOXKHA MOSCHUTH MEPEPO3NOAITIOM MOJICKYJI 30HIy MK caiftamu 3B’si3yBaHHs, po3ramoBanumu Ha InsF,
HediOpuizoBanux Ins, SA abo Lz Ta intepdeiici 6i10k-01710K.

KurouoBi ciioBa: ¢pocdonieBuii 3011, aMinoiaHi Gidpmwin iHCYyTiHY, KOMIUIEKC (Gi0puia-0iiok.
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The level of development of modern nuclear technologies forms a request for the development of new branches of science. At the
same time, chemical dosimetry methods are also being improved [1, 2]. The essence of such methods consists in the quantitative
determination of the radiation-chemical damages to the molecules of a substance when it is exposed to ionizing radiation [3, 4].
Liquid and solid solutions of organic dyes have intense bands optical absorption and fluorescence in the visible region of the
spectrum, which makes it possible to use them in dosimetry systems [5, 6]. The use of organic dyes makes it possible to determine
the absorbed dose in the range from 107 to 10* M Rad [7, 8]. In this work, we studied the processes of interaction of gamma-ray and
high-energy electron fluxes with an aqueous solution of the organic dye methyl orange (C14H14N303SNa) [9, 10]. The calculations
and experiment were carried out on a resonant electron accelerator with energies up to 30 MeV. The electron beam energy was
15 MeV. A tungsten converter was used to generate gamma quanta. The thickness of the converter varied from 0 to 6 mm. We have
developed a computer program in C++ to simulate the irradiation process. This program uses the Geant4 class library based on the
Monte Carlo method and runs in multi-threaded mode. For calculations, the model “PhysicsList emstandard opt3” was chosen as the
most suitable one. The value of radiation damage per one incident electron and produced gamma-quantum is determined in the work.
The simulation results are compared with experimental data. Based on the results obtained, conclusions were drawn about the main
mechanisms leading to the decomposition of organic dye molecules, and methods for optimizing the experiment for further research
were proposed.

Keywords: organic dye, electron, gamma quantum, dosimetry

PACS: 61.72.Cc, 61.80.Hg, 78.20.Ci, 87.80.+s, 87.90.+y, 07.05.Tp , 78.70.—¢g

Soon after the discovery of X-ray radiation, the need arose for scientific research on the processes of interaction of
ionizing radiation with complex organic objects. The result of such research can be the solution of many problems in
various areas of science, as well as many applied problems.

The current level of development of nuclear energy and nuclear technologies is such that there is a need for new
approaches to the organization of radiation protection. There is also a need for modern, more compact, easy-to-handle
and competitive dosimetry systems and methods. The development of industrial capacities and space exploration
generates a need for new materials with modified molecular structures that have both resistant properties to radiation
and increased strength characteristics. The results obtained in the course of studies of the mechanisms of interaction of
ionizing radiation with molecules of organic matter can be completely extrapolated to a living organism. A living
organism is a complex organic system with a number of different properties. These properties can be attributed to both
biological and chemical, and physical [11]. Thus, the interest of medical science in such research becomes obvious. For
medicine in general and for radiation therapy in particular, organic dyes can be a good research material [12]. This is
not a complete list of problems that can be solved by the research that we are conducting in the framework of this work.

In this work, research was carried out with the aim of developing a methodology for using the degradation of
organic dye molecules that have been exposed to ionizing radiation as a tool for determining the absorbed dose.

COMPUTER SIMULATION OF EXPERIMENTAL CONDITIONS

Real experiments are planned to study the radiation damage processes of a methyl orange organic dye solution
under the influence of an electron beam. The energy of the incident electrons is 15 MeV in an experiment. Before
carrying out a series of experiments, it is necessary to carry out computer simulation in order to preliminary estimate the
experimental conditions and expected results. Changes to the planned conditions of the experiment are possible based
on the preliminary calculations results, as well as geometric parameters clarifications. These parameters include
thickness and quantity of tungsten converter layers, distance to the target, etc. Therefore, the estimation of some
important parameters required computer simulation. A computer program has been developed in the C++ object-
oriented programming language to solve this task. Nuclear-physical processes that occur during the passage of radiation
through matter are described in this work using the Geant4 class library [13]. The Geant4 library is a modern toolkit that
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is essential for solving practical problems to describe linear electron accelerators models. In particular, one can solve
the tasks of developing and improving the parameters of bremsstrahlung converters using Geant4 toolkit.

The program we have developed contains several main modules. There are modules for describing the geometry of
an experiment, a module for describing the primary particles source, a module for determining models of physical
processes, etc. In addition, the program contains some functions required to select the appropriate level of the results
detail.

The Geant4 toolkit is based on the Monte Carlo method. Therefore, it is necessary to simulate a large number of
primary particles passing through the experimental setup to obtain results with a minimum statistical error in
calculations. The quantity of primary electrons Ne=10" for performing virtual nuclear physics experiments. The
statistical error of calculation by the Monte Carlo method is less than 1% in this case. The use of a large number of
primary particles usually leads to a calculation time increasing. The calculations were carried out in a multithreaded
mode in order to reduce the total computation time. These calculations were performed using the OpenMPI library [14],
which is free and open source software.

The module for describing physical processes in the developed program is based on the “emstandard opt3” model,
which is most suitable [15, 16] in the considered energy range (up to 15 MeV) for all primary and secondary particles.
The threshold energies E.. were chosen to be equivalent to a range of 100 um in the substance. The user does not
directly define the energy threshold because there is a special method of threshold calculations [15] used in Geant4 for
different materials. The user defines a unique cut in range [13], whose value is transformed into a kinetic energy
threshold per each material at initialization time of user’s program.

The schematic diagram of the experimental setup is shown in Figure 1. Elements of this scheme were used to
describe the model geometric parameters used in the developed program.

The distance between the accelerator outlet window (Figure 1) and the bremsstrahlung converter is 50 mm. The
accelerator outlet window contains titanium foil. The thickness of the foil is 0.05 mm. The real converter is made of
tungsten. Transverse dimensions of the converter are 50 mmx50 mm. The target transverse dimensions are
10 mmx10 mm. The thickness of the converter was varied from 1 to 8 mm in this series of computational experiments.
These calculations are necessary to determine the thickness of the converter that produces the maximum amount of
gamma quanta that reach the target boundaries.

The simulated energy spectra of bremsstrahlung gamma quanta emitted from the tungsten converter and reached
the target are shown in Figure 2 for different values of the converter thickness. The results are normalized to 1 incident
electron.
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Figure 1. Simplified diagram of the experimental setup: Figure 2. Bremsstrahlung gamma quanta energy spectra for different
1 — accelerator outlet window; 2 — bremsstrahlung converter; — thickness values of the tungsten converter
3 — the target

As a result of the calculation data analysis, it turned out that the maximum yield of bremsstrahlung gamma quanta
is at a tungsten plate thickness of 2 mm. The amount of bremsstrahlung gamma quanta in front of the target slightly
decreases at a plate thickness of 3 mm.

The presented materials belong to a series of our works on the study of the behavior of organic substances under
the action of ionizing radiation. We carried out measurements with a solution of the organic dye methylene blue
(Ci6HisN3SCl) in a previous publication [17]. The results are shown in Figure 3 and Figure 4 for various converter
thickness values. The result of determining the most probable values of the energy absorbed in the target with methyl
orange dye solution is shown in Figure 5. The target dimensions are 10 mm x10 mm x 10 mm. The most probable value
of the energy absorbed in the solution is 1.65 MeV for incident electrons with an initial energy of 15 MeV.

Therefore, it is expedient for us to study the processes of the organic dye destruction for several thickness values
of the bremsstrahlung converter. We chose 2 mm, 4 mm, and 6 mm. The flow of particles hitting the target contains
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mainly gamma quanta at 4 mm converter thickness. The flow of particles crossing the target boundaries contains a
negligibly small number of electrons at a converter thickness of 6 mm due to the complete stoppage of primary
electrons in the converter material. The flow of particles hitting the target contains gamma quanta, as well as electrons,
at 2 mm converter thickness. These values chosen by us are sufficient for studying the dynamics of the processes that
occur in the substance of the methyl orange dye under the influence of ionizing radiation.
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DESCRIPTION OF THE EXPERIMENT

The experimental part of the work was carried out on the LINAC LUE-300 NSC KIPT [12, 17]. The target was an
aqueous solution of methyl orange dye with a volume of 1 cm?3. It was located in the path of the electron beam in a
rigidly fixed glass tube. Target positioning accuracy was ensured by using a fixed stand. This made it possible to set the
test tube in a constant position when changing solutions relative to the axis of the accelerator. Conventionally, the
experiment can be divided into two parts: irradiation of the target with an electron beam and irradiation of the target
with a beam of gamma rays. To generate gamma quanta, a converter was used, which consisted of a set of tungsten
plates 50 x 50 x 2 mm in size. The converter was located in front of the target in the direction of the beam. The total
thickness of the converter was changed during the experiment in increments of 2 mm (0, 2, 4, and 6 mm).

A tungsten converter, when irradiated with an electron beam, is also a source of neutrons. However, the
contribution of neutrons to the change in the color of the dye solution does not exceed ten percent [12]. Since the
destruction of methyl orange molecules under the action of a neutron flux on it is insignificant, this contribution was not
taken into account in the work.

The experiment was carried out with an electron beam energy of 15 MeV. The current density in this case was
1 pA/cm?,

The equipment on which the experiments were carried out is shown in Figure 6.
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Figure 6. Experimental setup Figure 7. Degradation of methyl orange under the influence of

ionizing radiation (normalized to 1 second)

During this experiment, considerable attention was paid to the concentration of the dye solution. To obtain the
minimum error in determining the change in the optical density of the solution under the action of irradiation, the initial
concentration of the dye in the solution was chosen so that the optical absorption at the maximum of its absorption band
(460 nm) was close to unity.

Figure 7 shows the differential absorption spectra (before and after irradiation) normalized per unit time (dose) of
irradiation. The spectra were measured on a single-beam spectrophotometer SF-46, in the range from 300 to 600 nm,
since the main optical absorption peak of an aqueous solution of methyl orange is in this region. As can be seen from
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the graph, when exposed to ionizing radiation for one second on an aqueous solution of methyl orange, a significant
destruction of the dye molecules occurs. A decrease in the degree of degradation of dye molecules is observed with an
increase in the thickness of the tungsten converter. The black solid line in Figure 7 shows the degree of dye destruction
when exposed to an electron beam, that is, at zero tungsten thickness.

Using the dependences of the
number of electrons and gamma
quanta that interacted with the dye
solution (the dependences are shown
in Figure 3), an analysis was made of
the efficiency of dye destruction
depending on the thickness of the
tungsten converter. This analysis was
performed by comparing the change
in optical absorption at the
wavelength maximum (460 nm) (left
dependence in Figure 8) and the

| ' | ' normalized sum of the number of

0 .3 electrons and gamma quanta (right

W converter thickness (mm) dependence in Figure 8). During the

analysis, it was found that at a ratio

Figure 8. Normalized radiation destruction of the methyl orange solution — left curve, of electrons and gamma quanta equal

the normalized sum of the number of electrons and gamma quanta that affected the to 1/12, the maximum coincidence of
methyl orange solution — right curve the dependences was obtained.

When the radiation length of an electron in tungsten is 3.5 mm, the maximum thickness of the converter used does not
exceed two radiation lengths. From here, it follows that the average energy of electrons in front of the target is about 2 MeV or
more, which exceeds the average value of the electron energy loss in the solution equal to 1.65 MeV. In this case, the
influence of the thickness of the converter on the loss of color of the solution when exposed to electrons can be reduced only
to a change in the number of electrons. The dependence of the spectrum of gamma rays on the thickness of tungsten is more
pronounced in the energy range up to 0.5 MeV (see Figure 2). In this range, the photoelectric effect, that is, ionization prevails
in the interaction cross section. On the other hand, the fraction of gamma quanta with an energy of more than 0.5 MeV does
not change significantly, but the Compton effect becomes the dominant interaction channel, and this ensures the destruction of
the dye when using converters with a thickness of 4 and 6 mm, when the number of electrons, compared with the initial flow,
decreases by 40 times or more, and the level of loss of color by the solution is only 6-8 times.

Normalized bleaching
(arb. units)
(sjun "gie)
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CONCLUSIONS

In this work, a research was carried out of the processes that occur when an aqueous solution of an organic dye
methyl orange (Ci4H14N303SNa) is exposed to flows gamma quanta and electron. The gamma-ray flux was generated by a
relativistic electron beam with an energy of 15 MeV, using a tungsten bremsstrahlung converter of various thicknesses.

In this work, we compared the results of computer simulation of the processes that occur during the passage of an
electron beam through a tungsten converter of different thicknesses (0, 2, 4, 6 mm) with the data on the degradation of
the dye solution, which were obtained during the experimental. This made it possible to separate the effects of the
interaction of electrons from the effects of the interaction of gamma quanta on the dye solution.

We also carried out an approximation of the experimental dependence of the efficiency of the loss of color of the
methyl orange solution on the thickness of the tungsten converter. As a result, it was found that the effect of relativistic
electrons on the dye leads to the destruction of its molecules 12 times more efficiently than the effect of bremsstrahlung
gamma-ray fluxes.

Since the difference in the effectiveness of the effect of these types of ionizing radiation on the methyl orange dye
solution is so significant(1/12), we can state the following: when determining the absorbed dose of electron irradiation
with an error of less than 10%, the accompanying gamma background can be neglected, provided that the quantitative
ratio of electrons and gamma quanta is one.

Based on the studies we have done in this work, it can be argued that an aqueous solution of the organic dye
methyl orange is the most optimal object for measuring the absorbed dose of a substance.
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JOCJIIKEHHSA MEXAHI3MIB B3A€EMO/IIi BACOKOEHEPTETUYHHMX EJEKTPOHIB I TAMMA-KBAHTIB 3
BOJHHUM PO3YNHOM BAPBHUKA METHJIOBOT'O OPAHKOBOI'O
B.B. llsupsko?, C.II. Tokos?, FO.T'. Kazapinos®P, T.B. Masuxina®P
“HayionaneHuti Haykosuti yenmp XapKigcoKuil Qizuxo-mexHiunuil incmumym
syn. Axademiuna, 1, 61108, Xapxis, Yrpaina
bXapxiscoruii nayionanvnuil ynisepcumem imeni B.H. Kapasina
matioan Ceoboou, 4, 61022, Xapxie, Yrpaina

PiBeHb PO3BUTKY Cy4acHUX SIAEPHUX TEXHOJIOTiH GopMye 3anHT y pO3BUTOK HOBHX rajiy3ei Hayku. HaToMicTh yIOCKOHANIOIOTHCS i
xiMmiuni metoau mo3umerpii [1,2]. CyTh Takux METOAIB MOJISATa€ y KUIbKICHOMY BH3HAYCHHI pajialifHO-XIMIUYHHMX YIIKOIKECHb
MOJIEKYJI PEYOBHHH IIPH BIUTMBI Ha HBOTO i0Hi3yroyoro BumpomiHioBauHs [3,4]. Piaki Ta TBepai po3uMHU OpraHiuHHX OapBHUKIB
MAaIOTh IHTCHCUBHI CMYTH MOTJIMHAHHS Ta (QIyOpecHeHLii y BUANMIN YacTUHI CIIEKTPY, BHACTIIOK YOTO MOXYTh BUKOPHUCTOBYBAaTHCH
y cucremax no3uMmerpii [5,6]. BuxopucTaHHS opraHiuHMX OapBHHKIB O3BOJISiE BH3HAYATH IOTJIMHEHY J03y B Jiala3oHi
Big 10 1o 10* Mpx [7, 8,]. Y wiil po6oTi mOCIiIKyBaaucs IIPOLECH B3a€MOJii HOTOKIB IaMMa-KBAHTIB Ta BHCOKOEHEPIeTHUHHX
CJICKTPOHIB 3 BOJHHM PO3YMHOM OpraHidHoro OapBHuKa MerwinoBui opamkeBuit (Ci4H1aN3O3SNa) [9, 10]. Pospaxynku Ta
SKCTICpIMEHT OyJIO NPOBEAEHO Ha Pe30HAHCHOMY IPHCKOPIOBadi eIeKTpoHiB 3 eHepricio 1o 30 MeB. Eneprist enekTpoHHOTO ITyuKa
craHoBwia 15 MeB. Jlins reHepanii raMma-KBaHTiB BUKOPUCTAIHN BOIb(paMOBHil KOHBepTep. TOBLIMHA KOHBEpTEpa 3MiHIOBAJIACh Bif
0 o 6 mm. [l MozeItOBaHHS MPOLIECy ONPOMiHEHHS Hamu Oyna po3poblieHa KoMIT'toTepHa mporpama Moo C++. Ilg nporpama
BUKOpHUCTOBYE Gibmioreku kiaciB Geant4, siki 6a3yroTscst Ha Metozi MonTe-Kapiio, i pyHKIIOHY€e B 6araTonoTokoBoMy pexxumi. s
po3paxyHkiB Oyna obpana mozens “emstandard opt3“ ckmamoBoro moayiro PhysicsList mporpamu, sik HaiGinbul npuitHATHA Y
niamaszoHi eHeprid go 15 MeB mns mpomecis, mo po3risgatoTees. Y poOoTi Oylio BH3HAYEHO BIJHOCHY KUIBKICTH padialliifHUX
TOIIKO/KEHB, 10 MPHIIAIA0Th HA OJUH IEPBHHHUN €EKTPOH, Ta CTBOPCHHI raMMa-KBaHT. IIpOBEICHO MOPIBHSAHHS PE3yJIbTATiB
MOJICTTIOBAHHSI 3 CKCIEPHMEHTAJIbHUMHU JaHMMH. Ha OCHOBI OTpHMaHUX pe3yNbTaTiB 3pOOJIECHO BHUCHOBKH IIOAO OCHOBHHX
MEXaHI3MIB, SIKi TPHU3BOIATH IO PO3BATy MOJEKYJI OpraHiyHOro OapBHMKA, a TaKOX 3alPONOHOBAHO CIIOCOOM ONTHMI3aril
SKCIIEPUMEHTY JUTSI TTOJATBIINX JOCTIPKCHB.

Korouosi ci1oBa: opraniunuii 6apBHUK, JIEKTPOH, FaMMa-KBaHT, JO3UMETPis
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POSITIVELY CHARGED MACROPARTICLES IN LOW-TEMPERATURE PLASMAT
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The evolution of a positively charged metallic macroparticle placed into the low-temperature plasma is considered. The influence of the
value of the initial macroparticle charge on the dynamics of the electrical potential and temperature of the macroparticle, as well as the
possibility of evaporation of a macroparticle due to its interaction with plasma particles are studied. The system of equations of the energy
balance and the current balance based on the OML theory, that takes into account the changing of macroparticle potential and its temperature
over the time is solved numerically. The solution of the system of equations shows the evolution of the macroparticle potential and
temperature within the time interval from the moment when the macroparticle is placed in the plasma until the moment the macroparticle has
charged to the floating potential. The positive charge of the macroparticle excludes the thermionic emission and secondary electron emission
from the macroparticle surface, as well as the mechanisms of cooling of the macroparticle associated with these emission processes.
Analytical expressions that determine the macroparticle potential, the electron current on the macroparticle, as well as the power transferred
by plasma electrons in the case when the energy of attraction of electrons to the macroparticle strongly exceeds the energy of thermionic
electrons, the energy of secondary electrons and the energy of plasma ions are obtained. A simplified system of equations of the energy
balance and the current balance for a positively charged macroparticle is solved; the solution of the simplified equations matches with the
solution of the general equations in the region of positive values of the macroparticle potential. Calculations show that during the charging of
the macroparticle, its temperature increases up to the boiling point of the macroparticle substance. An equation that determines the conditions
under which evaporation of macroparticles is possible has been obtained and solved numerically. The possibility of evaporation of
macroparticles of a given size (critical value of the radius) due to initial charging to high positive values of potential is shown. The
dependencies of the critical value of the radius on the initial value of the potential for tungsten and copper macroparticles that can be
evaporated in a low-temperature plasma are obtained. These solutions bound the region of the parameters where evaporation of a
macroparticle is possible and where it is not. The critical values of the potential for copper and tungsten particles with sizes of 0.1 and 1 pm
are calculated. The dependence of the radius of a macroparticle on time during the process of vaporization is obtained.

Keywords: macroparticles, dusty particles, dusty plasma, floating potential, vaporization

PACS: 52.40.Hf

The investigations of plasma with charged dust particles (dusty plasma) are aimed at various technological and
scientific applications [1-5]. Charging of the dust particles or macroparticles (MPs) negatively is performed by the electron
beam. It was experimentally and theoretically shown that the charge of micron-sized particles can reach 10° electrons [1].
In this case, the particle charge is limited by the effects of thermionic and field emission of electrons. The high negative
potential of the particle leads to intensive flow of plasma ions on it and, as a result, to the heating and vaporization of this
particle. In paper [3], the processes of charging and vaporization of macroparticles in a low-temperature plasma in the
steady state approximation have been studied; it was considered the effect of plasma-beam system parameters on the
floating potential and temperature. The transient processes were neglected; it has been shown that interaction of the MPs
with low-temperature plasma leads to partial or complete vaporization of MPs. This effect can be used to eliminate
microdroplets generated in a vacuum-arc discharge, which is used to thin film coatings. In paper [4] the interaction of MP
with a high energy electron beam has been studied. It was shown that intense charging by an electron beam may cause
develop of Rayleigh instability that lead to disruption of the MPs into smaller ones and their further decay is possible.

Thus, the behavior in plasma of MPs charged with a high negative potential for their heating and evaporation is
well studied. At the same time, the behavior of a positively charged particle in plasma is of interest, which is due to the
absence of thermionic emission, as well as the field emission of electrons from the particle.

To introduce a particle with a large positive charge into the plasma, one can use the method developed in the
works [6,7]. In those works, positively charged particles of micron and submicron sizes are used to reproduce the flow
of micrometeorites in laboratory conditions. These particles are accelerated by high voltages of up to 2 MV. The speed
and charge of such particles reach values of 80 km/s and values 107 of proton charges, respectively [6,7].

In this work, transient processes of charge and heating of positively charged particles in low-density plasma are
studied. The possibility of evaporation of such particles, caused by the flow of energetic electrons from the plasma, is
also discussed.

7 Cite as: A.A. Bizyukov, A.D. Chibisov, D.V. Chibisova, O.A. Zhernovnykova, T.I. Deynichenko, and N.N. Yunakov, East. Eur. J. Phys. 1, 110
(2022), https://doi.org/10.26565/2312-4334-2022-1-15
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MODEL DESCRIPTION
MP placed into the plasma interacts with the plasma in different ways. In such system the following charging
processes are take place: absorption of plasma ions and electrons, secondary electron emission, thermionic emission.
The process of MP charging by flows of electrons and ions is also accompanied by heating of the MP. The processes of
charging and heating of the MP act on each other through the process of thermionic emission from the MP surface.
In general, the floating potential and the temperature of the MP are described by the set of equations [4]:

Iip/ +I:/ _I‘; _IZ’h = dep /dt;
P"+P"-P—-P —P,—-P, =mcdT/dt.

r vap

(1)

The first equation of (1) describes the changing of the MP charge and includes the following charging processes: I/
and I” are the ion and electron currents from the plasma onto the MP surface, 7’ is the secondary electron emission
current from the MP surface, I” is the thermionic emission current from the MP surface.

e

Absorption of plasma particles is described by the OML theory and has the form
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where a =i,e denote the particle species.
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is the current of particles « in a case of attractive MP potential and

T, =~8za’nyv,, exp(—%j

kT,

in a case of repulsive MP potential, n, is the plasma number density, v,, is the thermal velocity of particles «, a is

the initial MP radius, ¢, is the MP potential. Secondary electron emission is described by the relation:
I} =961,

where

max
E

m

5=6 'Z”ﬂ |exp£2(1— lg.| ')J

m

is the secondary electron emission yield: E, is the electron energy which corresponds to the maximum of secondary

emission yield o, . Thermionic emission current is described by the Richardson's law

nax

D — A
I" =47a” AT} exp (ﬁ] ,
BT a
drmkye . . : . .
where, 4= h—;, h is the Planck constant, k, is the Stefan—Boltzmann constant, e® is the work function, 7, is

the temperature of the MP. AW =./e’p, /a is the decreasing of the electron work function (Schottky effect).

The second equation of (1) describes the changing of MP temperature caused by energy flows the following
processes: P! is the energy flow of plasma particles to the MP; P. is the energy radiated from the MP surface, P, is

i(e) vap

the cooling due to vaporization of MP substance, P,

is the energy flow from the MP surface is transferred by the
electrons of thermionic current, P is the energy flow due to the secondary electron emission. The values of the

s

respective  energy  flows are  determined by the following relations: P =T,-(2kT, +e®),
P" =T,-(2kT, +ep+1+e®), P. =oT*, P,=T"-(2k,T,), P’ =T,-(<¢&, >+e®), P, =T, -(2k,T, + p), where [ is

th vap

D , / kT, . . o .
the ionization energy, I'  =n 5 g exp(— ka j is the atom flow of vaporized MP substance, n is the concentration
m,

B a
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of atoms in metal, p is the energy of vaporization an atom, I = 1" /e, T =17°/e, <&, > is the averaged energy of
the secondary electrons.

SPECIFIC OF CHARGING AND VAPORIZATION OF POSITIVELY CHARGED MP
We consider the case of positively charged MP placed into the plasma. We suppose plasma number density n, is

10°cm™ electron T, and ion 7, temperatures are 10e)’ and 0.03eV respectively. Calculations was performed for the
residual gas pressure 10*torr, under this conditions the boiling point of the copper is close to the melting point and

approximately equal 1350K [8]. The processes of charging and heating of the positively charged MP occurs the
different way than the negatively charged MP. We suppose that the magnitude of MP charge is high enough such that

lep,|>> e®, |eg,|>>¢,, |ep,|>>T, >T,, that is thermionic electrons and secondary electrons are captured by the

electric field of the MP, the plasma ions are scattered on the positive potential of the MP. Therefore the ion current on
the MP surface and the processes of thermionic emission and the secondary emission from the MP surface can be
neglected as well as the energy flows related with these processes. Therefore charging of the MP is entirely as a result
of absorption of plasma electrons. Thus, the set of equation (1) in the case of positively charged MP can be simplified:

Iep[ = dep / dt’
P"—P —P_ =mc-dT/dt.

7 vap

2

Figure la represents the positive part of the MP potential which is solution of the first equation of the sets of
equations (1) and (2). From the Figure la it can be seen, that typical time of full (except the time interval where
@ <-T,/e) charging 7, of MP depending on its size is 10° +107"s.
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Figure 1. The dependence of the MP potential on the time (a) ¢ >>-T,/e, (b) ¢ <-T,/e and related temperature (c), the MP
substance is copper initial value of MP potential is ¢, = 50k, initial MP temperature is 7, =300K : 1 — a=0.1um ,2 - a=0.5um,
3—a=luym,4— a=5um.

Figure 1b shows the part of the solution where the MP potential is lower than 10V including negative values of
the MP potential as well as steady state values (floating potential), which is obtained by solving of the set of equation
(1). This result is consistent with previous work [4]. Further we will consider the case ¢ >>—T, /e that is described
well by the set of equation (2).
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The Figure lc shows the numerical solution of the second equation of the sets of equations (1) and (2) that
represents the changing of the MP temperature on the time. The MP temperature grows until reaches the boiling point

T, for the MPs sized 0.1+1um it takes 4-10”° +4-10"s, then temperature stays constant for some time interval

during which the vaporization of the MP occurs. During simulation the dependence the heat capacity on the temperature
as well as the process of melting was neglected.

In order to evaluate the parameters MP and plasma when the vaporization of the MP is possible we obtain
analytical relations for the basic parameters such as electric potential of the MP, electron and power flows on the MP
surface. From the first equation of (2) we obtain MP potential as a function of time:

CD(I) = woe_ﬁat > (3)

where S =4re’n,v, T, . Obtained function (3) described MP potential shown in Figure la. Electron flow and power
associated with this flow on the MP surface in approximation OML theory under condition ¢ >>—T, /e have the form

1(t)=pa’p=pa’p,e ™, 4
P (t) = pa’pie . Q)

The time interval 7, when vaporization of the MP is possible can be found from the condition of equality energy flows
on the MP surface P (7,)-P. (7,)=0:

2
T, ~ ! In ﬂ¢°4.
2Ba  4rncT,
The process of cooling related with vaporization of the MP substance excluded from the equality (6), since the energy
losses related with the vaporization lead to mass changing and it will be further taken into account.

The energy transferred to the MP in the time interval 7, cause the MP vaporization and can be evaluated as:

(6)

2

2 4 2
p,a 2noT, Lo
8:!(}1’”0)—1’,(7},))&:—02 - : a[1+1n—4M°Tb4]. M

The energy required to complete vaporization of the MP of radius a is ¢, =m H = %7[613 pH , where H is the heat of

vap

vaporization, p is the density of MP substance. Substituting this value into (7) gives the condition of vaporization of
MPs of radius a in the case of positively charged MP:

2 4 2
P 2707, [ ﬁ¢°4 _d aon (8)
2 B 4roT, 3

This equation gives the relation between specific parameters of MP substance such as density and heat of vaporization,
the critical initial value of the MP potential and the critical MP radius that can be vaporized. Critical means that the
obtained parameters separate two regions of the parameters where MPs can be vaporized and where is not. The
numerical solution of the equation (8) is shown in the Figure 2.

Figure 2 shows the critical curves for copper (1) and tungsten (2), the region of the parameters that lies under the
curve corresponds to conditions the vaporization of the MP is possible.

' ' ' '
------ Lt ettt il piieieieied shleiaieied Sadefaialials Sty el
'

0,0 2,5x10"  5,0x10"  7,5x10* 1,0x10°
0,V

Figure 2. The dependence of the critical MP radius on the critical initial value of the MP potential which can be vaporized: 1 -
copper, 2 — tungsten.
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The closer to the curve parameters are the longer the process vaporization is, and vise verse the far the parameters
from the curve the faster the process vaporization is. In the table 1 some critical values of initial MP potential and MP
radius is shown.

Table 1. Some critical values of initial MP potential and MP radius

0.1pm 0.5um Lum
Cu 6kV 28.5kV STkV
W 8.5kV 39.5kV 78.5kV

When the vaporization of the MP is possible the changing of the MP radius r is described by the equation:
2 2pnt 4 dr
Poye " —4rcT, =4rpH = Q)

Numerical solution of the equation (9) for the copper MP is shown in the Figure 3.

e e e
10"‘: )

; 2
107

10°] 9 8 7 6 5 4
107 107 107 s 107 107 107
Figure 3. The dependence of the radius on the time at different initial radii @ and initial potential ¢, of the copper MP, initial MP

temperature is 7, =300K : 1. a =0.1um,p, =10kV ,2. a =0.5um,p, =40kV 3. a=1um,p, =70kV .

To simulation of vaporization process the initial parameters of the MP was taken close to the curve 1. From the
Figure 3 it can be seen that at given parameters the time of vaporization of the MP with the radius 0.1+1um is

0.7 s — 2 us . This result correlate with the simulation MP potential and MP temperature (see Figure 1a and Figure 1c)
in this time interval the MP temperature is at boil point and MP potential still high enough (¢, ~5-10° +4-10*kV ).

Thus we can conclude that the placing preliminarily positively charged MP to high enough potential can lead to it
partially or complete MP vaporization.

CONCLUSIONS

For the preliminarily positively charged metallic macroparticle placed into the low-temperature plasma the set of
equations energy and current balance has been solved numerically. The transient values of the MP potential as well as
relative temperature have been obtained.

The particle is charged by the flow of electrons from the plasma. It is shown that the time of full (up to values of
@ =-T,/e) charging 7, of MP depending on its size is 6-107 +3-107s .

The electron current from the plasma heats up the particle. In the case of ¢ <<—T, /e analytical relations for the
MP potential, electron flow and power associated with this flow have been obtained. It was found that the MP heating
time up to the boiling point for the MPs sized 0.1+ 1um is 4-10° +4-107s .

The equation for the initial value of the MP potential and its critical radius at which the particle can be vaporized
has been derived and solved numerically. The critical values of radius and potential for copper and tungsten particles,
which determine the region of the parameters where MPs can be vaporized, have been obtained. It is found that the
initial potentials of the particles of radius a =1um for the copper and tungsten MP that evaporated are equal
57kV and 78.5kV respectively.

The equation describing the change in the MP radius during evaporation is derived and solved numerically. It is
shown that for given initial potential of MP the time of vaporization of MP with the radius 0.1+1um is 0.7us—2us .
Thus the possibility of partially or complete vaporization in plasma of the preliminarily positively charged metallic MP
has been shown.
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MO3UTHUBHO 3APSI)KEHI MAKPOUYACTKHA B HU3bKOTEMIIEPATYPHIM ILJIA3MI
Ounexcanap A. Bisioxos?, Onexcanap Jl. Yidicos®, Imutpo B. Yibicos?,
Oxkcana A. XKepnouuxosa®, Tamapa 1. Jleiinnvenxo®, Mukoaa M. IOnakos?
“Xapriscokutl HayionanbHull yHieepcumem imeni B.H. Kapa3zina
61022, Vkpaina, m. Xapkis, ni. Ceo6oou, 4
b Xapriecoxuii nayionarvnuii nedazoziunuii ynisepcumem imeni I. C. Ckosopodu,
61002, Yxpaina, m. Xapxis, eyn. Anuescokux, 29

Po3riisiHyTO €BOMIONi0 MO3UTHUBHO 3apsKEHOI METaJIeBOi MAaKpOYaCTHHKH, SIKa MOMIIIEHa B HU3BKOTEMIIEPATypHY IIIa3My.
JlocnipkeHO BIUTMB 3HAYEHHS MOYATKOBOTO 3apsiy MAaKpOYaCTHHOK Ha AWHAMIKY ENEeKTPHYHOrO IIOTEHIlially Ta TeMIeparypy
MaKpOYaCTHHKH, a TaKOXX MOXJIMBICTH BHIIAPOBYBAaHHS MAaKpPOYAaCTHHKM BHACIINOK ii B3aeMofii 3 yacTHHKaMH IUIa3MH. YucensHO
po3B’si3aHa CcHCTeMa pIBHSAHB OaylaHCy eHepril Ta GayaHCy CTpyMiB, sika 3acHoBaHa Ha OML Teopii Ta BpaxoBye 3MiHy MOTEHIiaTy
MaKpOYaCTHHOK Ta i TeMIlepaTypH 3 IUTMHOM 4acy. PO3B’S30K cuCTeMH piBHSHB ITOKa3ye €BOJIOLIIO IOTEHIAy Ta TeMIIepaTypH
MAaKpOYaCTUHOK MPOTATOM iHTEpBally Yacy 3 MOMEHTY PO3MIILEHHS MaKpOYacTHHKU Y IUIa3Mi 0 MOMEHTY, KOJIH MaKpOYacTHHKA
3apsAauIacst 10 IUIaBAalOYoro mHoTeHuiamy. ITO3MTHMBHHMN 3apsi MaKpOYaCTMHKM BUKIIIOYAE IOSABY TEPMOCNEKTPOHHOI eMicii Ta
BTOPHHHOI €IEKTPOHHOI eMiCii 3 MOBEPXHi MaKPOYACTHHOK, & TAKOXK MEXaHI3MU OXOJIOKEHHSI MaKPOYAaCTHHOK SIKi MMOB'sI3aH1 3 MU
nponecamu. OTpIMaHO aHATITHYHI BUPAa3H, IO OMHCYIOTh MOTEHIIAl MAKPOYACTHHKH, EIEKTPOHHUH CTPyM Ha MaKpOYacCTHHKY, a
TaKOXX MOTYXKHICTb, 1[0 HMEPEIAETHCS EIEKTPOHAMH IUIa3MH Y BHUIAJIKY, KOJIH CHEPTis IPHUTATaHHS eIeKTPOHIB 0 MAKPOYaCTHHKU
3HAYHO TIEPEBHIIY€E CHEPTil0 TEPMOECIEKTPOHIB, CHEPril0 BTOPHHHHUX €JIEKTPOHIB Ta €HEpriio i0HIB IUIa3Mu. Po3B’s3aHO crpoeHa
cucTeMa PiBHSIHB OaJlaHCy eHeprii Ta OaJlaHCy CTPYMIB Ul TIO3UTHUBHO 3apsPKEHOI MIKPOYaCTHHKH, PO3B’SI3KU CIIPOLICHUX PiBHSIHB
30iraroTbCst 3 pPO3B’S3KaMU 3aralbHUX PIBHSAHb B 00NAcTi MO3UTHBHHUX 3HA4YEHb IIOTEHILIAy MaKpOYAaCTHHOK. Po3paxyHKH
MOKa3yloTh, IO MiJ Yac 3apsJUKaHHS MAaKpOYaCTHHKU ii TeMmmeparypa 3poCTae aX [0 TeMIIepaTypd KHIIHHSA pPEYOBHHM
MaKpoyacTUHOK. OTpUMaHO Ta YHCENbHO DO3B’A3aHE PIBHAHHS, SKE BH3HAYa€ YMOBH, 32 SIKMX MOJIIMBE BHIIADPOBYBAaHHS
Makpo4acTHHOK. [loka3aHO MOJKIMBICTh BHIIAPOBYBAaHHS MAaKpOYaCTHHOK 3aJaHOTO pO3Mipy (KpUTHYHE 3HAYEHHS paiiyca)
BHACHIJJOK ITOYAaTKOBOI 3apsiIKM [0 BHCOKUX IO3UTHBHHMX 3HA4YeHb MOTeHIiamy. OTpHMaHO 3aJeXHOCTI KPUTHYHOTO 3HAUCHHS
pamiyca BiX IOYAaTKOBOTO 3HAUCHHS NOTEHMIATy JUIS MAaKpOYacTHHOK BOJIb(paMy Ta Mifi, SKi MOXKHAa BHIApyBaTH B
HU3BKOTEMITepaTypHili 1masmi. OTpuMaHi pO3B'S3KM OOMEXYIOTh O0JacTh IapaMeTpiB, A€ BUIIAPOBYBAHHS MaKpPOYaCTHHKU
MOXJIMBE, a Jie Hi. Po3paxoBaHO KpHUTHYHI 3HAUEHHS MOTEHI[ANTy Ul YaCTMHOK Mimi Ta Bonbgpamy 3 po3mipamu 0,1 i 1 MKM.
OTpHMaHO 3aJISKHICTh Pajiiycy MaKpOYaCTHHKH BiJl 4acy B MPOLECI BUIAPOBYBAHHSL.

Ku1ro4oBi c/10Ba: MakpOYaCTUHKY, MUJIOBI YaCTHHKH, IIMJIOBA IUIa3Ma, IUIaBAIOYMil MOTEHLia), BUIAPOBYBAHHS.



116

EasT EUROPEAN JOURNAL OF PHYSICS. 1. 116-122 (2022)
DOI:10.26565/2312-4334-2022-1-16 ISSN 2312-4334

RESOLUTION OF THE ULTRASOUND DOPPLER SYSTEM
USING COHERENT PLANE-WAVE COMPOUNDING TECHNIQUE'

Iryna V. Sheina*, ““Eugen A. Barannik
Department of Medical Physics and Biomedical Nanotechnologies, V.N. Karazin Kharkiv National University
4, Svobody Sq., 61022, Kharkiv, Ukraine
*Corresponding Author: i.sheina@karazin.ua
Received June 10, 2021; revised February 10, 2022; accepted March 14, 2022

In this work, in the process of plane-wave ultrasound probing from different angles the attainable spatial resolution was estimated on
the basis of the previously developed theory of the Doppler response formation. In the theoretical calculations coherent compounding
of the Doppler response signals was conducted over the period of changing the steering angles of probing. For this case an analytical
expression for the ultrasound system sensitivity function over the field, which corresponds to the point spread function, is obtained.
In the case of a rectangular weighting window for the response signals, the resolution is determined by the well-known sinc-function.
The magnitude of the lateral resolution is inversely proportional to the range of the steering angles. It is shown that the theoretically
estimated magnitude of the Doppler system lateral resolution, when using the technique of coherent plane-wave compounding, is in
good agreement with the experimental data presented in literature.

Keywords: ultrasound imaging, Doppler spectra, synthetic aperture technique, coherent plane-wave compounding, continuum model
of scattering, sensitivity function, point spread function, response formation.
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At present, along with the conventional techniques of ultrasound probing, some techniques, which use plane waves
with different propagation directions [1-3] or wave fronts with a different spatial configuration, are rapidly developing
[4, 5]. The essence of the technique is in the coherent compounding of the set of recorded ultrasound response signals
for each point in space. The described principle of ultrasound probing is implemented, in particular, with the methods of
synthetic aperture [4], coherent plane-wave compounding (CPWC) [3], as well as with their varieties and specific
techniques [6-13].

The synthetic aperture data acquisition technologies allow achieving the best focusing at any point in the region of
interest and obtain a sufficient amount of data for accurate resolution of flows velocity. The described advantages of the
technique, in comparison with the conventional ultrasound one, are significant and make it possible to build full field-
of-view tissue displacement and Doppler images at high frame rates and high resolution for various medical
applications, including Dopplerography [8-11, 14-16], elastography [2, 3, 12, 13], and so on. However, application of
these techniques requires massive computational demands, what entails an increase in the cost of medical equipment
[17, 18]. Therefore, the task to develop new technique modifications, which can be easily integrated into the existing
ultrasound systems and utilize the delay-and-sum hardware to reduce the computational costs and improve the image
quality, remains highly relevant [6, 7]. It is also necessary to optimize the parameters that affect (characterize) the
quality of images, obtained using the synthetic aperture technology [3, 11, 13, 15, 19-24].

The development of ultrasound Doppler techniques, with using the technology of coherent compounding of
ultrasound response signals, made it possible to improve spectral estimations in comparison with those obtained, when
using the conventional Doppler techniques [8]. A number of experimental works are devoted to the estimation of the
velocity vector [9, 14, 22, 25], visualization of low-velocity blood flows [8, 10] and of small vessels [26], simultaneous
visualization of blood flow and the vessel wall motion in the arteries [27], as well as the implementation of three-
dimensional imaging for all the Doppler techniques (3-D ultrafast power Doppler, pulsed Doppler, color Doppler
imaging) [11]. The effect of the influence of the ultrasound scatterers motion on the Doppler signal correlation function
was theoretically investigated in [28], and in [23, 29] a motion correction scheme, which allowed to improve the
accuracy of the velocity estimation, as well as to improve the signal-to-noise ratio, was developed. A number of
experimental works are devoted to the development of new techniques within the frame of the plane-wave
compounding technique, which allow improving the image quality in terms of lateral resolution, contrast ratio, and
contrast-to-noise ratio both for two-dimensional B-mode (brightness mode) images [30-34] and for Doppler techniques
[35-37].

Despite the existence of numerous theoretical and experimental works, devoted to the coherent compounding for
Doppler applications, the studies of the best achievable spatial resolution of an ultrasound system are ongoing up to
now, with using the Doppler method for determining the rate of motion. A general theory of the Doppler response
formation was developed in [38, 39], which in [40] was generalized for the case of application of the technology of the
emitted ultrasound beam dynamic focusing by the synthesized aperture method. In the present work, the spatial
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resolution for the plane-wave coherent compounding was estimated on the basis of the previously developed theory of
the Doppler response formation.

THEORETICAL MODEL
The present theoretical model of ultrasound scattering by biological tissues and fluids is based on the fact that
these objects interact with the ultrasound field like an isotropic continuous medium [41, 42]. Within the framework of

the continuum model, the ultrasound is scattered by the density inhomogeneities p(?,t) and by the medium bulk

compressibility S (;7 ,t) , and the power spectrum of the Doppler response signal can be represented as in [39, 40, 43]

S(@)=k*[dze” ([T G) (7.4,) G, (7o, ) (R~ Ty, 7 )Ry d )

C(7=77) = ((B(Fota) =5 (701,)) (Bt~ A (1))

wherek and k =27/A are the wave vector and wave number of the ultrasound transducer field in the plane-wave
approximation, A is the wavelength, <> is the mean value over the statistical ensemble, 7=¢ —¢,,
p(r.t)=p" (f,t)[p(?,t)—p()] and B(7.t)=p," [ﬁ(?,t)—ﬂoJ are the dimensionless fluctuations of the medium
density and its volume compressibility relative to their space-time mean values p, and f,, and the space-time
characteristics of the density and compressibility fluctuations are described by the correlation function C (171 7, r) . The

complex function of the distribution of the ultrasound system sensitivity G[', (7 ,t) over the field depends on the shape

of the probing pulses, as well as on the amplitude and phase characteristics of the incident and reflected wave beams.
When considering a synthesized aperture regardless of the method applied for determining the Doppler shift frequency
and the spectra, described in [40, 43], in the known sensitivity function [41] its time dependence must be taken into
account:

G (7.1) = G/ (7.1) ! (F,t)b(Tl _2:(_51)’)] @)

where b(t) is the envelope of the probing pulse, 7; is the sampling time that determines the probing depth, G/(7,¢)
and G/ (F,t) are the amplitude of incident waves and the function of the transducer sensitivity to the scattered waves,
respectively, x'(?) is the distance along the axis of transducer from its emitting surface to the origin of the coordinate
system x,),z in the region of interest, c(t) is the propagation velocity of wave front along the axis x'(?). The time

dependence of the magnitude c(t) arises due to the change in the direction of propagation of the emitted plane waves at

different probings, as well as to different directions of the wave reception. As a result, in addition to averaging over the
statistical ensemble, an averaging over the initial instant of time ¢,is necessary, which is indicated in expression (1) by

the top line.

Two different feasible strategies for collection of information in the process of an ultrasound Doppler signal
formation are described in [40], which utilize the dynamic change in the angles of radiation and the wave beam
reception. For each case, general expressions were obtained for the Doppler signal power spectrum, whose width,
according to the well-known Nyquist limit and the Rao-Cramer relation [41, 44], allows assessing the measurement
accuracy of the Doppler spectrum average frequency. It was noted in [43], that the formation of the Doppler response
directly from a sequence of response signals for the sequence of different directions could lead to broadening of the
Doppler signal spectrum. In the physical sense, such a broadening has the same nature as that in the case of uniformly
accelerated motion of ultrasound scatterers [45].

To the coherent compounding of discrete complex Doppler response signals at different directions of probing,
their summation corresponds, in which the Doppler response is formed from such total values. In the first
approximation, the summation can be replaced by integration over the period 7 of changing the directions of probing.
In the case of coherent compounding, the Doppler spectrum width does not depend on the frequency-response
characteristics of the sensitivity function [40]:

4 2
B

S(w,)= (2];)3 7 [ dgC (3,0,)[G (3 +2K,0)

3
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where G(q+2l€,a)i) is the Fourier-transform of the sensitivity function G, (F,t),C (q,a)k) are the spectral

components of the correlation function, @, are the Doppler shift frequencies of the scattered wave, and ¢ is the

scattering wave vector. This circumstance indicates the principal feasibility to combine the optimal parameters of the
Doppler estimation of the blood flow velocity with a high spatial resolution.

RESULTS
Expression (3) establishes only a general relationship between the power spectrum of the ultrasound Doppler
response signal with the scatterers’ motion spectral characteristics and the sensitivity function of the system. In general
case, the resolution of the ultrasound diagnostic system is determined by its point spread function (PSF). To
demonstrate the advantages of the synthetic aperture technology over conventional methods in terms of improving the

spatial resolution, let us analyze the function of sensitivity |G; (F,a)l. = 0)| . In the case, when the plane-wave coherent

compounding is considereed, it is just this quantity that represents the PSF of the ultrasound diagnostic system.
Therefore, the resolution at the given level can be estimated from the corresponding width of the sensitivity function

|G (7.0, =0)|.

In the case of probing a biological medium by plane waves at different angles, the quantities G/ (F , t) and G/ (7 , t)
are time dependent due to the wave vector k (t) , which changes with the change in the direction of probing in time (see
Fig. 1, left). The propagation velocity of the plane-wave inclined front with the wave vector k (t) along the direction
x' is equal to ¢(t)=c,/cos®(r), where ¢, is the equilibrium rate of ultrasound waves in the medium, ®(¢) is the
angle between the direction of the wave vector k (t) and the axis x'. In accordance with this fact, the probing depth for
the given sampling time is equal to /, = ¢,7, /2cos D .

s, / , N=5
transducer

e, 7

¥ -
E wavefront D

max

Figure 1. Relative position of the coordinate systems linked to the transducer and the region of interest, when probing with plane-
wave fronts at different angles (left). Example of CPWC: five plane waves are transmitted and compounded. The least transparent
region is the region with the highest resolution (right).

In the case of plane-wave fronts, the sensitivity function has the form:
AR (0-EV7 2x"cos D (¢
G;(F,t)=Goez{km g b[T1 ——( )], 4)
CO
where G, is a constant dimensional coefficient, k (t) is the direction wave vector, corresponding to time ¢, and its

Fourier component can be described by the expression

G T/2 AR -iVr 2! @t it
G; (F,wj)=—° j ez {k(r)-F) b(Tl _%Uje rdt (5)
-T/2 0
As a rule, in CPWC the angle (I)(t) at all steering angles can be considered small, then from Fig. 1 (left) it is

obvious that the first term in the exponent of the integrand can be represented as

Z{E(t)—E}F = 20ke, ¥ = 2Ake, (F’_Z) ) =2Aky" = 4ksin cpét) Y.
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Then, substituting the last expression in (5), we obtain

T2 i sinq)(’) it !
G;(f,a)j)—GO J~ s ,b[Tl_2x cc;sd)(t)jdt
0

(6)

-T/2

Generally, in CPWC all the transmit angles are distributed symmetrically about 0° and equally spaces, as Fig. 1
(right) shows. As a result, the expression for the frequency component of the sensitivity function is reduced to the
integral, which can be easily taken analytically. Then, when integrating (6), one can introduce the angular velocity of

rotation of the wave vector k (l) in accordance with the law <D(t) = Q¢ . In addition, with the smallness of the angle ®

taken into account, one can use the expansion of the sine and cosine in the linear approximation in @ .

T

TR / sin(2ka’+w.)— ,

G, ()= [ &3 12 =, 22452, o
T % (2k'+0,) %

In the general case of a dynamically changing radiation field, the Doppler signal is a sequence of discrete values of
the response signals for the sequence of different angles, and the dependence on frequency_; of the sensitivity

function is described by expressions (5)-(7). This value has its maximum at the frequency component, which depends

on the value of the transverse coordinate )': @, =-2kQy’. In the considered case of coherent plane-wave

compounding, the sensitivity function takes the form:

G (7.0, :0);G0Mb -2 (8)
yz J kQTyr CO

We note right away, that in accordance with these expressions, the resolution in the transverse direction does not
depend on the probing depth and is determined by the so-called sinc-function sinc(x)=sinx/x. Such a form is
associated with the choice of the rectangular weighting function for the response signals at different steering angles.
The use of other known weighting windows, when integrating in (6), allows suppressing the side lobes of the sensitivity
function with some broadening of the main lobe.

Nevertheless, when using expression (8), it is easy to estimate the attainable resolution. In particular, the first zero
of the sensitivity function appears at such a value of the transverse coordinate, which satisfies the equality kQTy, =7 .

Here we obtain the width of the sensitivity function

A A
d=2y;=2——= , 9
0T ar "o ®
where 2@ is the entire range of the steering angles, i.e. the angle between the extreme directions of the wave
vector.

In a number of experimental works [30, 35], the full width at half maximum (FWHM, -6 dB beam width), which
characterizes the main lobe of the directivity diagram, is used to estimate the resolution for the point targets both in the
longitudinal and transverse directions. The numerical estimate for the sensitivity function width at the level of 6 dB
gives the value

, 0.34
doap =2Vsap = o (10)

max

Where y;,, is the root of the equation sin y;, = % y;,, along the interval 0< y; , <7 .

DISSCUSSION
Generally, the CPWC uses a sequence of N of several consecutive emissions of broad wave beams at different
angles @ (see Fig. 1 (right)). As it follows from expressions (9)-(10), the Doppler system lateral resolution depends
only on the maximum angle ©® but not on the number N of the probing angles. For this reason, an increase in the

frame rate at the same resolution can be obtained by decreasing the number of probing angles (without changing the
value of the maximum probing angle).
However, the number of insonifications of the medium significantly affect the image contrast and the signal-to-

noise ratio [3, 35]. It is the expression (3) that shows the response signal power to be proportional to the value 77,
which actually represents the square of the value N of the number of probing wavefronts over time 7 . Therefore, a
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decrease in the value N, while maintaining the value of the maximum angle leads to a decrease in the contrast [35],
and the signal-to-noise ratio increases with an increase of N, as long as, when summing the random noise, its power
increases by N times, what results in the signal-to-noise ratio to be proportional to N , which corresponds to [3].

If assuming Aa =x/12, then from (9) and (10) we obtain d =24 and d,, =124, respectively, which

correspond to the values, which are usual for the lateral resolution in the focal region of the standard system. Thus, in
[35] the central frequency was equal to 8MHz, which corresponded to the wavelength A =0.1925mm,

Aa =12° = /15, and the resolution was in the range from 0.33mm (at the probing depth of 1¢m ) to 0.50mm (at the
probing depth of2.8 ¢m ). The resolution values, calculated according to expressions (9) and (10), are equal to
d =0.46mm and d,, =~ 0.28mm , respectively.

Strictly speaking, when using the synthetic aperture technique, the width of the measuring volume is determined
not only by the functions G/ (7,¢)and G’ (7,t), but also, to a small extent, by the probing pulse duration. This effect

can be taken into account, if in the expression for the Fourier component of the sensitivity function (6), the expansion is
carried out up to the quadratic ones by ® terms in the argument of the pulse envelop, what will result in additional
weak time dependence.

The estimates of the Doppler system lateral resolution show that, in contrast to the traditional Doppler methods,
the attainable lateral resolution, when the technique of the coherent plane-wave compounding in the entire range of the
probing depth is applied, is not worse than that in the focal region at the traditional ultasonic focusing. Such methods as
ultrafast power Doppler imaging (Coherent Flow Power Doppler — CFPD) [10] make it possible to evaluate low-
velocity blood flows in small vessels (<Imm). Color Doppler mapping in small vessels is extremely important, for
example, in clinical cases of the development of abnormal growth of vessels structures, such as angiogenesis in cancer
[46], or those caused by inflammation processes [47]. The varieties of Doppler techniques allow suppressing incoherent
noises and artifacts, associated with the biological structures motion, thereby significantly improving the quality of the
resulting image, what is confirmed by clinical investigations [48, 49].

From the point of view of spectral estimates, when using the technology of coherent plane-wave compounding, it
is necessary to determine properly the total Doppler power spectrum. To obtain the corresponding analytical expression,
the integral in expression (3) should be calculated using the expression for the sensitivity function (8), which was
obtained in the present work. The solution to this problem is beyond the scope of this work and is of interest for further
studies of the CPWC method.

CONCLUSIONS

Improving the quality of biological object images, obtained by ultrasound Doppler studies, is an urgent task. The
problem of low- flow imaging in small vessels is especially acute, when using traditional imaging techniques, where the
feasibility of clutter filtering is a major challenge, since only a small number of temporary samples are available for
processing.

The appearance of the new technique for the coherent plane-wave compounding has provided a better quality of B-
images and the possibility of continuous collection of information for the Doppler modes, as compared to the traditional
techniques. The technique allows to build the full field-of-view tissue displacement and Doppler images at high frame
rates and high resolution, while continuous data collection provides new opportunities for clutter filtering and imaging
the low-velocity flows. In accordance with the CPWC technology, a high-resolution image is formed by coherent
compounding of ultrasound response signals, obtained from a set of probing pulses from different steering angles.

In this work, an estimation of the achievable spatial resolution was carried out with using the CPWC technology
based on the previously developed theory of the Doppler response formation with a dynamic change in the direction of
ultrasound waves. An analytical expression has been obtained for the ultrasound system field sensitivity, which in the
case of a rectangular weighting window for the response signals is determined by the sinc-function, well known from
the theory of focusing. The magnitude of the lateral resolution, which is inversely proportional to the range of the
steering angles, does not depend on the total number of the steering angles and the probing depth. It is shown that the
theoretically estimated magnitude of the Doppler system lateral resolution, when using the coherent plane-wave
compounding, is no worse than that in the focal region with the traditional focusing of ultrasound, and is in good
agreement with the experimental data presented in literature.
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PO3JLJIBHA 3JATHICTH YJIbTPA3BYKOBOI JIOMIJIEPIBCbKOI CHCTEMHU ITPU BUKOPUCTAHHI
TEXHOJIOI'Ti KOTEPEHTHOT'O KOMITAYHJITHTY IIJIOCKNUX XBUJIb
L.B. llleina, €.0. bapannuk
Kageopa meouunoi gizuxu ma biomeduunux nanomexuonozii, Xapxigcokui nayionanvhuil ynieepcumem imeni B.H. Kapasina
M. Ceo600u 4, Xapxie, 61022, Vkpaina

B po6orti Ha mijcraBi po3BUHEHOI paHinie Teopii (opMyBaHHS AOMIUICPIBCHKOTO BiTYKY IPOBEJCHI OLIHKH JOCSHKHOI IIPOCTOPOBOT
PO3UIBHOI 3/aTHOCTI HPH YJILTPa3BYKOBOMY 30HIYBaHHI IUIOCKMMH XBWJIAMH 3 Pi3HHX pakypciB. B TeopeTHdyHHX po3paxyHKax
KOTePeHTHUI KOMITayH/IIHI CHTHANIB JOMIUIEPIBCHKOTO BiATYKY MPOBOAMBCS 32 IMEPiOfOM 3MiHHM pakypciB 30HIyBaHHS. Y LBOMY
BHMAJKY 3100yTO aHANITHYHHUN BUpa3 Ui GYHKIIT yTIAMBOCTI yIBTPa3BYKOBOI CUCTEMH 3a MOJIEM, SKa BiAmoBinae QyHKIii BIATyKy
TOYKOBOTO JDKepena. Y BUMAIKy NMPSAMOKYTHOTO 3BaXKYBaJIbHOTO BiKHA U CHTHANIB BIATYKY PO3ALIbHA 3IaTHICTh BU3HAYAETHCA
no6pe BimoMoro sinc-¢yHKniero. Bennannaa nonepedHoi po3AiIbHOT 31aTHOCTI 00€pHEHO MponopLiiiHa Aiana3oHy paKypCHUX KyTiB.
IToka3zaHo, IO TEOPETHYHO OL[iHCHA BEJIWYKMHA IOIEPEYHOI PO3IIIBHOI 3JATHOCTI JONIUIEPIBCBKOI CHCTEMH IPH BHKOPUCTAaHHI
TEXHOJIOT] KOTepPEHTHOr0 KOMIAYHAIHIY IUIOCKHX XBHJIb H00pE BiAIOBiNae NPEACTABICHHM B JITEPaTypi CKCICPUMEHTAIbHUM
JaHHM.

KoarouoBi ciioBa: ynbpTpa3ByKkoBa Bi3yaii3allis, MOMIUICPIBCHKUI CHEKTP, TEXHOJOTIS CHHTE30BAHOI amepTypu, KOTepeHTHHI
KOMIIAYHJIHT IUIOCKMX XBHWJIb, KOHTHHYyaJbHA MOJENb PO3CiSHHS, (QYHKIiS YyTIMBOCTI, (QyHKIIs BIATYKY TOYKOBOIO JKepena,

(hopMyBaHHS BiATYKY
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