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With the massive breakthrough recorded in the power conversion efficiency (PCE) of perovskite solar cells (PSCs) from 3.8 %
to > 25 %, PSCs have attracted considerable attention in both the academia and industries. However, some challenges remain as barrier
in realizing its deployment. To develop a highly efficient PSCs as well as environmentally benign device, simulation and optimization
of such devices is desirable. Its impractical as well as wastage of time and money to design a solar cell without simulation works. It
minimizes not only the risk, time and money rather analyzes layers’ properties and role to optimize the solar cell to best performance.
Numerical modeling to describe PV thin layer devices is a convenient tool to better understand the basic factors limiting the electrical
parameters of the solar cells and to increase their performance. In this review article, we focused on the recent advances in modelling
and optimization of PSCs using SCAPS-1D with emphasis on absorber and electron transport medium (ETM) thickness.

Keywords: perovskite solar cells, absorber, electron transport medium, SCAPS

PACS: 41.20.Cv; 61.43.Bn; 68.55.ag; 89.30.Cc; 68.55.jd; 73.25.+i; 72.80.Tm; 74.62.Dh; 78.20.Bh;

INTRODUCTION

Perovskite solar cells, as a promising class of device belonging to the third-generation solar cell, have gained global
interest due to their simple processing procedure and low cost [1]. Hybrid perovskite are defined on the basis of AMX;
crystal structure, where A is an organic cation, for example, methylammonium or formamidinium, M is a metal and X is
a halogen atom. The combination of amazing advantages, such as excellent tolerance for perovskite crystal defects,
availability for superior light absorption efficiency, efficient carrier mobility and enough carrier diffusion lifetimes
promote this as a candidate for outstanding solar cell photovoltaic performance [1-7]. In general, the competitiveness of
solar cells is evaluated by efficiency, cost and lifetime, where scalability is closely related to cost and lifetime has much
to do with stability [8]. Achieving a balance of efficiency, cost and lifetime is the key to promote the commercialization
of PSCs to grab a share of the energy market. Therefore, several research efforts are addressing these issues that are
important for commercialization. A few unprecedented achievements have been made that are highly beneficial for the
large-scale commercial application of PSCs in the future [9-11].

In PSCs, the absorber layer, which is used for harvesting photon energy is crucial. It is the central part of PSCs
mostly determines the overall device performance. Many studies have demonstrated that the PCE of PSCs is generally
dependent on thickness of the perovskite absorber [12-15]. Thickness of electron transport layers are also crucial for better
efficiencies [13-17].

In this article, the progress of PSC development is reviewed, concentrating on the perovskite and electron transport
functional layer, and valuable insights are provided. Other sections discussed the effect of thickness of absorber and ETM
on the photovoltaic properties of perovskite solar devices.

OPERATION PRINCIPLE OF A PEROVSKITE SOLAR CELL

The working principle of the PSC is described in Figure 1. Photons from the light source reach the perovskite layer
via glass (TCO) and transparent electrodes. In the active perovskite layer, photons are absorbed and excitons are excited
when the incident energy of the photon is greater than that of the perovskite material. The exiton is split into electrons
and holes by an internal potential created by the difference in the work function between the transparent electrode and
metallic electrode. Electrons are transferred to Electron Transporting Layer (ETL) and holes are transferred to Hole
Transporting Layer (HTL). From there, the electrons move to the transparent electrode and the holes move to the metal
electrode. Next, the electrons travel through a network that connects the two electrodes, and the traveling electrons
produce an electric current. For the PSC to function properly, the energy levels in each layer must be carefully configured
to prevent the recombination of excited charge carriers. However, since they are also energy conservers, they always
follow the path of least resistance [18]. The correct structure of the layers prevents recombination within the cell as the
charge carriers pass through different paths. This is achieved by creating an ETL Lowest Unoccupied Molecular Orbital

T Cite as: E. Danladi, D.S. Dogo, S.U. Machael, F.O. Uloko, and A.O. Salawu, East. Eur. J. Phys. 4, 5 (2021), https:/doi.org/10.26565/2312-4334-2021-4-01
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(LUMO) lower than the perovskite LUMO layer. This creates a more attractive way for electrons to move. The same
applies to HTL Highest Occupied Molecular Orbital (HOMO). HTL HOMO must be higher than the perovskite HOMO
layer. This creates a more attractive path for holes to go. This is the same for each layer in the cell. Each layer has a higher
HOMO or lower LUMO for the normal operation of the charge carrier transport chain, as shown in Figure 1.

Figure 1. Schematic of the operational principle of perovskite solar cell [18]

Device Structure

The architecture of the device is a fundamental tool in evaluating the PCE of PSCs. Perovskite solar cells are
generally classified into regular (n-i-p) and inverted (p-i-n) structures depending on which transport (electron/hole)
material is present on the exterior portion of the cell/encountered by incident light first [19]. These two design are sub-
divided into two classes: mesoscopic and planar structures. The mesoscopic structure is made of a mesoporous layer
whereas the planar structure consists of all planar layers. Some design does not involve electron and hole-transporting
layers. Summarily, about six types of perovskite solar cell architectures have been designed and tested by several
researchers thus far: the mesoscopic n-i-p configuration, the planar n-i-p configuration, the planar p-i-n configuration, the
mesoscopic p-i-n configuration, the ETL-free configuration, and the HTL-free configuration [19].

Regular n-i-p structure

The conventional n-i-p mesoscopic structure was the first structure developed and tested, it involves the replacement
light-harvesting dye with lead halide perovskite absorber in a traditional dye sensitized solar cell (DSSC)-type
architecture [20]. The interest was sold to many researchers when the initial structure (Fig. 2a) were built by replacing
the liquid electrolyte with a solid-state hole-conductor [21]. This breakthrough in the architecture has created a pathway
for photovoltaic scholars and consequently led to the development of other PSC device structures (Fig. 2b—d). The planar
architecture is an evolution of the mesoscopic structure, where the perovskite light-harvesting layer is sandwiched
between the ETM and HTM. The absence of a mesoporous metal oxide layer leads to an overall simpler structure.

Figure 2. Schematic showing the layered structure four typical of perovskite solar cells (a) n-i-p mesoscopic, (b) n-i-p planar,
(c) p-i-n planar, and (d) p-i-n mesoscopic [19,22]

Inverted p-i-n structure
The p-i-n perovskite solar cells design was first derived from the organic solar cell reported [23]. In the case of the p-i-n
planar perovskite structure, the hole transport layer (HTL) is first deposited followed by the electron transport layer (ETL).
It was discovered that perovskites absorbers can simultaneously absorbs photon energy and transport the holes
themselves [19,24], and this led to the development of planar hetero-junction PSC with an inverted structural design [25].
With this record breakthrough, the inverted p-i-n structure has expanded the horizon of photovoltaics and permits mesoscopic
p-i-n device architecture [19]. The device structure of the inverted p-i-n planar and mesoscopic PSC is shown in Fig. 2c, d.
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Effect of thickness of absorber
The absorber layer of the perovskite solar cell plays an essential role in device performance and outcome. Therefore,
the proper choice of thickness of the absorber can considerably affect the performance and results of a solar cells. Thickness
of absorber is an essential factor to be considered in a solar cell device as such a comprehensive understanding of its role in
solar cell is necessary. Eli et al. [26] investigated the effect of thickness of absorber with TiO, and inorganic cuprous oxide
(Cu20) as ETM and HTM ranging from 0.2 t0 0.9 zm. The influence of thickness of absorber on the solar cell parameters

(Voc, Jsc, FF and PCE) were evaluated. PCE is lower when thickness of the absorber is 0.2 #m which can be attributed

to the poor light absorption by the layer. However an increased in PCE was observed as a result of increase of the absorber
layer thickness from 0.20 to 0.40 zm, thereafter, it starts decreasing. For thickness beyond 0.4 zm, the collection of photo

generated carriers decreased because of charge recombination [26]. The best performing device was observed with
thickness of 0.40 ¢m which gave optimized parameters (PCE of 12.83%. Jsc of 21.43 mA/cm?, Voc of 0.86V, and FF

of 69.51%). The JV curve and variation of the thickness with parameters is as shown in Fig. 3 [26]. Their studies
demonstrate that careful selection of absorber thickness results to good performing PSCs. Similar studies with variation
in absorber thickness from 0.1 to 1.0 um was carried out [27]. Short circuit current (Jsc) increases from 12.33 to

22.36 mAcm 2 with thickness increase from 0.1 to 0.6 #m which is attributed to the increase in carrier generation and
dissociation, then starts decreasing from 0.7 to 1.0 xm. It was also observed that the Fill Factor (FF) decreases with
thickness increase in the perovskite layer. The PCE increase with increase in layer thickness from 0.1 to 0.4 gm was due
to the production of new charge carriers. However, PCE decreases from thickness of 0.5 gm to 1.0 gm (Table 1) due
to lesser electron and hole pairs extraction rate that leads to recombination process [28].

Table 1. J-V characteristic parameters with the variation of thickness of absorber

Parameters T ( 4/ m) Je(mAcem™®) Vo (V) FF  PCE (%)

0.1 12.34 0.77 79.12 7.48

0.2 17.85 0.82 77.16 11.30
0.3 20.42 0.84 74.32 12.78
0.4 21.63 0.86 71.39 13.21
0.5 22.17 0.86 68.54 13.13
0.6 22.36 0.87 65.36 12.85
0.7 22.36 0.88 63.59 12.46
0.8 22.24 0.88 61.35 12.02
0.8 22.06 0.88 59.50 11.60
1.0 21.85 0.89 57.73 11.18

Figure 3. (a) Variation in performance parameters of PSC with thickness of Absorber, (b) J-V curves of PSC
with different values of Absorber thickness [26].

Another study that show the beneficial role of absorber thickness on solar cell performance (Voc, Jsc, FF and PCE)
is described in Figure 4 (a). The J-V and QE of the varied absorber thickness is shown in Figure 4 (b) and (c).
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Figure 4 (c) exhibits the spectral response of the PSCs as a function of wavelength with varied CH3NH3Pbl; layer
thickness within range of 300 nm to 900 nm. The QE first increases rapidly with the CH3NH3Pbls thickness increasing
from 0.1 xm to 0.4 um, and the QE increase slightly after the thickness is greater than 0.4 zm, which shows that 0.4 zm

thickness of CH3NHa3PDbls layer can absorb most of the incident photons and the part beyond 0.4 zm can only contribute
little to the PSC performance. Therefore, the optimized perovskite absorber layer thickness is around 0.4 zmwhich gives
Voc 0of 0.86 V, Jsc of 21.63 mAcm?, FF of 71.31 % and PCE of 13.21 %.

25 100
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Figure 4 (a) J-V curves of PSC with different values of thickness of absorber layer, (b) QE with different values of thickness of
absorber layer, (c) Variation in performance parameters of PSC with thickness of absorber layer [27].

The effect of thickness on PV and Quantum efficiencies of PSCs with ZnSe as ETL and Cu,O as ETL was also
studied [29]. The simulation was carried out in the range of 0.03 to 1.5 um while other parameters are kept constant.
Table 2 [29] shows the effect with respect to varied absorber thickness.

Similarly, Muhammad et al. [30] systematically investigated the effect of absorber thickness in lead free PSC with
copper iodide as HTM and found out that the thickness of absorber affects the performance of perovskite solar cells as
shown in Fig. 5 [30].

Hussain and co researchers [31] also studied the effect of absorber layer thickness on PCE of lead free hybrid double
PSCs with spiro-meOtad as HTM. In their study, absorber layer thickness was varied from 100 nm to 1000 nm, and the
effect was observed on the output parameters while all other parameters are set constant. The deviation in device outcomes
with the thickness of the active layer is depicted in Fig 6 and Table 3 [31]. The simulation results show that with the
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increase in thickness of the active layer, short-circuit current Jsc increases and approaches to the optimum value
of ~39 mAcm2.

The influence of thickness of absorber on the performance parameters was also studied by Haider et al. [32]. They
made used of lead based perovskite absorber with inorganic HTM and ETM as transport medium for holes and electrons.
The variation of the absorber thickness was from 100 to 1000 nm. PCE is lower when thickness of the layer is too small
due to the poor light absorption, which means that small thicknesses are not favorable for good light harvesting in PSC.
PCE of PSCs increases with the increase of the thickness of the absorber before reaching a constant value at 600 nm. For
absorber thicker than 600 nm, the collection of photo generated carriers decreased because of charge recombination,
which also shows that thicker absorber layer act as center for recombination of charge carriers. Fig. 7(b) indicates that
QE increases with the increase of absorber thickness up to 300 nm thickness. After 300 nm thickness, no significant
increase in QE is observed. Carrier diffusion length is the crucial factor in designing perovskite solar cell structure [32-34]
which depends on the absorber thickness (Fig. 7c).

Figure 5. Variation of Absorber thickness with photovoltaic performance [30]

Table 2. Dependence of solar cell performance on absorber layer [29].
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Figure 6. (a) Short-circuit current density as a function of absorber thickness. (b) Fill factor as a function of absorber thickness.
(c) Open circuit voltage as a function of absorber thickness. (d) PCE as a function of absorber thickness [31].

Table 3. Device Performance at a different absorber layer thickness [31]

Figure 7. Variation in (a) performance parameters and (b) quantum efficiency of PSC with different thickness of absorber layer (c)
variation in PCE with various diffusion lengths and thickness of absorber layer [32].
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Also, a simulation was done by changing the absorber thickness from 0.1 um to 2 um and maintaining all the other
device parameters constant [35]. As shown, Jsc increases with the increasing thickness (Fig. 8a), which is attributed to
the generation of more electron-hole pairs in the perovskite leading to an efficiency enhancement. The highest efficiency
of 21.42% is obtained at an optimum thickness of 0.5 um. However, a decrease in efficiency in the thicker absorber layer
is due to a reduced electric field, which affects the charge carriers' recombination behaviour within the absorber [36]. This
statement has been confirmed in the recombination profile with an increasing recombination at the
perovskite/Spiro-meOtad junction with a thickness (Fig. 8c). FF is inversely proportional to the perovskite thickness due
to an increased series resistance and an internal power dissipation in a thicker absorber layer (Fig. 8b). The decrease in
Voc with the thickness (Fig. 8b) is attributed to the increment in the dark saturation current, which increases the
recombination of the charge carriers. That can be explained by the dependency of open-circuit voltage on the photo-
generated current and dark saturation current, which is written as [37]:

KT J
Vor =?In[%+l] 1)

0
where KT/q is the thermal voltage, J. is the photo-generated current density, and Jo is the saturation current density.

Figure 8. The variation of (a) Jsc, PCE, (b) FF, Voc as well as (c) total recombination profile versus the thickness of MAPbIs [35].

Soucase et al. [38], also studied the effect of thickness of absorber from 50 nm to 700 nm under 1 Sun (AM1.5G)
illumination without considering interface trap density of states but consideration of inputs value of band tail density of
states, and Gaussian acceptor/donor states of MAPDI; to be 10x10™ eV-lcm® and 10x10%* cm respectively. The short
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circuit current and PCE both are found to be increased sharply with increase in thickness up to 500 nm (Fig. 9a) [38].
After this, increment is very slow and reaches to almost optimal efficiency 25.22%, Voc 1.2 V, Jsc 25.49 mA/cm? and FF
82.56% at 700 nm [38]. The quantum efficiency curves as a function of wavelength of incident light for different thickness
of the absorber (Fig. 9b) also verifies the above mentioned upshot.

Several other authors have also studied the effect of perovskite thickness [39-47] using SCAPS and their studies show
that, poor film quality can affect the coverage of perovskite on ETL. If the quality of film is poor, then defect density increases
and recombination rate of carriers becomes dominant in absorber layer which determine the Voc of the solar cell [32].
Therefore, substantive studies should be carried out to determine the best thickness for optimum PSC performance.

Figure 9. (a) Jsc and PCE vs Thickness, (b) Variation of quantum efficiency with thickness of absorber [38].

Effect of ETL thickness

The thickness properties of the ETM affect the conduction of charge carrier between the front and back contacts [48].
Efficient collection of the charge carriers depends on work function of the front contact material and rear
metallization [60]. And most importantly, the selection of the appropriate ETM plays a significant role on the design and
implementation of high efficiency perovskite solar cell as the energy band alignment between absorber and ETM layer is
a crucial factor for the efficiency improvement of PSCs [48,49].

Soucase et al. [38] studied the effect of thickness of two ETMs (TiO2 and ZnO) with spiro-meOtad as HTM. In both
cases Voc, Jsc and PCE gradually decreases due to fractional absorption of incident light by the ETMs layer, the bulk
recombination and surface recombination at the interface and change in series resistance [38, 49]. The thickness of ETMs
was varied from 50 nm to 450 nm to make the practical devices. Results from the studies showed that TiO; is more
sensitive than that of ZnO due to its high absorption coefficient and reflectance and less transmittance than ZnO [38].
This shows that, increase in thickness of ETM lessen the performance of solar cells due to increase in partial absorption
of photons and resistance of the device. Also, study was carried out by simulation by the same group of researchers with
practically viable thickness of TiO, — ETM (Fig. 10).

Figure 10. Variation of PV cells parameters with thickness of ETMs [38].
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In a HTM free PSCs, where the absorber is simultaneously absorbing light and transporting holes, the thickness
of ETM was varied from 0.02 to 0.10 u m. The results show that both the PCE, Jsc, Voc and FF decrease with the
thickness of ETM (Fig 11, Table 4) [27]. Fig. 11b, shows the QE of the PSCs as a function of wavelength in the range
of 300-900 nm with varied ETM layer thickness. The studies show that QE maximum value was obtained in the
wavelength range of 380-570 nm and gradually decreases at longer wavelengths until 800 nm, which corresponds to
its absorption spectrum.

Figure 11. (a) -V curves of PSC with different values of thickness of ETM, (b) QE with different values of thickness of ETM [27].

Table 4. J-V characteristic parameters with the variation of thickness of ETM [27]

Effect of ETL layer thickness in PSC with ZnSe and Cu,0 as ETM and HTM was explored in the range of 0.005 to
0.080 um. The results after the simulation show that when there is an increase in the thickness of electron transporting
material it results in decrease in Jsc, FF and PCE of the device while Voc decreases but remain invariable from 0.89 V at
the thickness of 0.010um (Table 3).

Table 2. Dependence of solar cell performance of the thickness of ZnSe (ETL) [29].

Their study signifies that when the material is thicker, it provides a longer diffusion path for the electron to reach
the electrode which limit (solar cell parameters) the charge collection efficiency and transmitting of incident photon



14
EEJP. 4 (2021)

Eli Danladi, Douglas Saviour Dogo, et al

decreases with increasing thickness. The optimized device performance was obtained, when the thickness of ETL was
0.005um with Jsc of 33.13mA/cm? Voc of 0.90 V, FF of 68.16% and high PCE of 20.44% [29]. Also, different ETMs
(TiO2, ZnO and SnO,) were simulated in PSCs with thickness variation from 90 nm to 200 nm. It was observed that with
the increase of thickness >90 nm, a decrease in Voc, Jsc and thus PCE in case of TiO, and ZnO, was observed
(Fig. 12) [50], while in the case of SnO,, there was no noticeable change in its value. It was found that TiO, was more
affected than ZnO and SnO- due to its lower transmittance in 300-400 nm range and possesses low electron mobility, thus
reduction in Jsc value occurs as a function of increased ETM thickness, which can be ascribed to the partial absorption of

incident light by thicker TiO, and ZnO layer.

Figure 12. Effect of different ETM thickness on photovoltaic parameters of MAPbIz based planar perovskite solar cells
using Spiro-OMeTAD as HTM [50].

Figure 13. Variation of efficiency, fillfactor, Jsc, and VVoc with respect to
thickness of ETM layer [58].

Hence it decreases the rate of charge
generation and collection and consequently
short circuit current (Jsc) decreases [50-53].
However, in case of SnO,, due to its high
transparency, active layer absorption is less
affected and Jsc did not decrease significantly
up to a certain thickness of 150 nm thus rate of
charge generation rate increases as compared to
the recombination. Moreover, due to high
carrier mobility and high carrier concentration
of SnO,, the series resistance decreases with the
thickness due to increase in conductivity and
thus fill factor also increases up to certain
thickness of 150 nm and beyond this
insignificant changes occurs. Some notable
achievements in PSCs using SCAPS has been
reported too [30,54-57]. Also, a studies with
variation of thickness of ZnO as ETM was
conducted by Aseena et al. [58]. The study
explains the effect of ETM layer thickness on
the PSC parameters. The results showed that the
efficiency decreases slightly from 15.84% to
15.24% as thickness is increased from 20 nm to
90 nm (Fig. 13). This confirms that the electron
transport layer does not have much effect on the
electrical parameters of the perovskite solar
cell [58]. An ETM free perovskite planar
structure solar cells was designed and
implemented [59]. This is explained on the basis
of the fact that perovskite material itself could
help the generation of charge carriers by photon
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excitation and ETM layer is just a charge transport layer. Even in the absence of the ETM, the transparent conducting oxide
(Fluorine doped tin oxide) layer will act as charge transport layer without affecting the efficiency [58,59]. But however, fill
factor could be improved by the application of an optimal layer of ETM [60]. But the gradual increase in ETM layer thickness
can also reduce the performance of PSC by increasing photon absorption and resistance of the cell [38].

Sultana et al. [49] also shows how the thickness of ETM affects photovoltaic parameters (Fig. 14). It was shown
that, the variation of thickness towards getting optimum performance influence the performance of PSCs. From the three
different ETMs (TiO,, ZnO and SnO;) used, 400 nm thicknesses are taken for both MAPbIs(absorber) and
spiro-OMeTAD (HTM) layer.

Figure 14. Photovoltaic performances of three models by varying thickness of ETM (a) Open circuit voltage;
(b) Short circuit current density; (c) Photovoltaic conversion efficiency [49].

Their ETM layer thickness was varied from 10 nm to 450 nm and a gradual decrease of Voc, Jsc and PCE was
observed. The overall performance of solar cell with SnO; as ETM is higher than other two models for the entire thickness
range. At lower thickness (10 nm to 180 nm), TiO2-based model gives better performance than ZnO based cell, but for
thickness higher than 250 nm ZnO-base model shows better efficiency than TiO; [49]. The observation showed that TiO,
is more responsive to sunlight than that of the other two electron collecting materials as it has higher absorption coefficient
and reflectance and less transmittance [48, 49]. It was shown from their work that the increase in thickness of ETM result
to poor performance of the solar cells. This can be ascribed to fractional absorption of incident light by ETMs and variation
in series resistance of the device with increasing thickness of ETM layer [26,49]. Efficiencies of 27.6 %, 27.5% and
28.02% are found for TiO2, ZnO and SnO,-base cell respectively at 90 nm thickness of electron collecting material [48].

CONCLUSION
We have summarized and discussed recent developments in simulation of perovskite solar cells using solar
capacitance simulator software with emphasis on thickness of absorber and ETM and its influence with variation on the
photovoltaic performance of perovskite solar cells. The review shows that the proper choice of thickness of the absorber
can considerably affect the performance and results of solar cells. Also, selection of the appropriate ETM and its
thicknesses plays a significant role on the design and implementation of high efficiency perovskite solar cells as the
energy band alignment between absorber and ETM layer is a crucial factor for the efficiency improvement of PSCs.
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OCHOBHI YCIIIXH B MOJAEJIOBAHHI IIEPOBCKITHUX COHSIYHUX EJIEMEHTIB
3 BUKOPUCTAHHSIM SCAPS-1D: BIIVIUB IIOTJIMHAYA TA TOBIIMHU ETM
Eai Jaunnani®, {yraac CeiiBiop Joro°, Cemioen Yae Mixaeun®,
®enike Omayoxo Yaoxo?, A6aya Asiz Omeiiza Canapy®
aKagheopa @izuru, Dedepanvruii ynisepcumem meouxo-canimapnux Hayk, Omykno, wmam benye, Hizepis
bKagpeopa pizuxu, Dedepanvnuii oceimuiii (mexnivnuii) xonedsc Omoxy, wmam Pigepc, Hizepis
‘Kageopa ghizuxu, Hizepiticoka akademiss o6oponu, Kaoyna, Hicepis
4Kagpeopa izuxu, Dedepanvuuii ynisepcumem, Jloxodxca, wmam Kozi, Hizepis

€Kagheopa komn'tomepuux nayx Hieepiiicoxoeo ynisepcumemy Hiny
3 BeJIMKUM MPOPHBOM, 3adikcoBauM y epexruBrocTi mepersopents eHeprii (PCE) nepoBckitaux constunnx enementis (PSC) 3 3,8 %
1o > 25 %, PSC npuBepHyIM 3Ha4HY yBary sIK y HayKOBHX KOJIaX, TaK 1 B IPOMHUCIOBOCTI. OfHAK JesKi MpoOiIeMH 3aHIIaloThCs
0a)kaHO MOJICITIOBATH Ta ONTHUMI3yBaTH Taki puUcTpoi. [IpoekTyBaTn coHsiuHy OGartapero 6e3 iMiTauifHUX poOiT HENPAKTHYHO, @ TAKOXK
€ BUTpavyaHHAM yac Ta KowTiB. [IpoekTyBaHHs MiHIMI3y€e He TUIBKM PU3MK, Yac 1 IO, a aHaJIi3y€e BIACTUBOCTI Ta POJIb LIAPIB IS
ONTUMi3alii COHAYHOIO €JNEeMEHTa Ul JOCATHEHHS HAMKpamol NpOXyKTUBHOCTI. UYMcenbHE MOJEIIOBAHHA [ OIHCY
(OTOEIEMEHTHUX TOHKOIIAPOBUX NPUCTPOIB € 3pYYHUM IHCTPYMEHTOM IS KPAIIOTro PO3yMiHHS OCHOBHUX (haKTOPIB, 1110 0OMEXKYIOTh
CJIEKTPUYHI MapaMeTPH COHSAYHHUX €JIEMEHTIB, 1 AJ MiABUIMICHHS iX MPOAYKTUBHOCTI. Y Wil OTJISIOBIN CTATTI MU 30CEPEAMINCS Ha
OCTaHHIX JOCSATHEHHSAX y MozemoBaHHI Ta ontuMizanii PSC 3a gomomororo SCAPS-1D 3 akneHTOM Ha TOBIIMHY MOTJIMHAYA Ta
€JIEKTPOHHO-TPAHCIIOPTHOTO cepenosuiia (ETM).
Koro4oBi ci10Ba: epoBckiTOBI coHsUHI OaTapei, MOrauHaY, eNeKTpOHHE TpaHCIopTHE cepenosuie, SCAPS
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The dioxide titanium (TiO2) is attracting a great attention as semiconductor photocatalyst because of its high photoreactivity,
non-toxicity, corrosion resistance, photostability, cheapness. It can be used in wide range of applications: air and water purification,
hydrogen (Hz) generation, CO2 reduction, in photovoltaic application and others. The efforts of scientists were applied to use solar
light for dioxide titanium photocatalysis and to enhance the photocatalytic efficiency. In this article we review the properties
difference of anatase and rutile modifications of TiO2. The anatase has a higher photoefficiency. The higher photoefficiency of
anatase is due to longer lifetime of charge carriers (lifetime of e /h™ in anatase on 3 order higher than in rutile). But anatase has
higher band gap energy (3.2 €V or 388 nm) in comparison with rutile (3.0 €V or 414 nm). Thus, anatase becomes photosensitive in
ultraviolet (UV) diapason of light, meanwhile rutile - in violet spectrum of visible light. It is desirable to obtain TiO2 semiconductor
with properties combining best ones from anatase and rutile: higher photoreactivity and smaller band gap. It can be made by
using external factors such as electric or magnetic fields, doping and etc.

Keywords: photocatalysis, dioxide titanium, anatase, rutile, band gap, photoefficiency, electron-hole generation.
PACS: 31.10.+z; 71.20.Nr ; 73.20.-r

INTRODUCTION
The photocatalytic properties of TiOy was firstly reported in 1972 [1]. After that an interest of researchers
from whole the world to photocatalysis was attracted. On the fig. 1 it can be seen that the number of the
publications from the 70s until 2020 has significantly increased. This can be explained by the following reasons:

e a wide range of TiO, photocatalyst applications:

— environmental: purification of water and air, COq reduction [2-7];
— antibacterial and antimicrobial properties [8-11]

— energy: electricity and hydrogen production [12-16];

self-cleaning material and antifogging [17-20];
e high photoreactivity (usually up to ¢ (photonic efficiency) = 10 %)
e chemically and biologically inert and non-toxic;
e inexpensive;
e corrosion resistant and photostable [21, 22].
On the other hand, the disadvantages are the following [3, 15]:
e low photon utilization efficiency and slow removal rate;
e rapid recombination of photo-generated electron/hole pairs;

e the poor activation of TiO9 by visible light.

TCite as: V. Morgunov, S. Lytovchenko, V. Chyshkala, D. Riabchykov, and D. Matviienko, East. Eur. J. Phys. 4, 18 (2021),
https://doi.org/10.26565,/2312-4334-2021-4-02.

© V. Morgunov, S. Lytovchenko, V. Chyshkala, D. Riabchykov, D. Matviienko, 2021


https://doi.org/10.26565/2312-4334-2021-4-02
https://portal.issn.org/resource/issn/2312-4334
https://periodicals.karazin.ua/eejp/article/view/17742
https://orcid.org/0000-0002-8681-1941
https://orcid.org/0000-0002-3292-5468
https://orcid.org/0000-0002-8634-4212
https://orcid.org/0000-0002-9529-0412
https://orcid.org/0000-0001-9862-5815

19
Comparison of Anatase and Rutile for Photocatalytic Application... EEJP. 4 (2021)

00 records with "TiOg photocatlytic" key search

ith " et o
15000 |- DD Records with "photocatlytic" key search

10000 |~ 5

5000 m
Nanafanafnflnfp)
O T T T T T T T
\/‘b

Figure 1: Number of publications of photocatalysis-related and TiOs photocatalysis-related papers for the period 1976 - 2020 years.
(Source: Web of Science; date: June 9, 2021; keywords: "photocatalytic" and "TiO2 photocatalytic".)

Number of publications

To solve first issue the nanosized particles of photocatalyst are used.

To reduce recombination electron/hole pairs (second items) some investigators added sacrificial reagents
and carbonate salts [15, 23], doped with metals/non-metals [23, 24|, loaded noble metal nanoparticles [25, 26]
or applied external electrical field [27, 28].

To use visible light for the enhancement photocatalysis (third issue) some investigations focused on mod-
ification of TiO3 by means of metal loading, metal ion doping, dye sensitization, anion doping and metal
ion-implantation [29-36].

The aim of this short review is to summarize what was made in this field and elaborate an direction for
further investigations.

THEORETICAL ASPECTS OF TIO, PHOTOCATALYSIS

We briefly consider the TiOs lattice structure and the theory of the photocatalysis. Photocatalysis is
complicated phenomena and even definition this phenomena has several version [37]. TUPAC Commissions
defined photocatalysis as “a catalytic reaction involving light absorption by a catalyst or a substrate” [38]. In
a later revised glossary a complementary definition of a photo-assisted catalysis was also proposed: “catalytic
reaction involving production of a catalyst by absorption of light” [39]. And in version of 2011 definition of
photocatalysis sounds as following "Change in the rate of a chemical reaction or its initiation under the action
of ultraviolet, visible, or infrared radiation in the presence of a substance—the photocatalyst—that absorbs light
and is involved in the chemical transformation of the reaction partner" [40]. But more practical definition is
"Photocatalysis is phenomena that accelerated chemical reaction in the presence of catalyst which absorbed
photons".

A detailed knowledge of the surface structure is the crucial first step in obtaining a detailed knowledge of
reaction mechanisms on the molecular scale.

The crystal structure of pure titanium lattice is hexagonal close-packed. The lattice constants of Ti have
been determined as [41]

ap = 2.95111 4 0.000 06 A

co = 4.68433 +0.00010 A
c/a =1.5873

for a temperature of 25 °C.
Ti hexagonal alpha form changes into a body-centered cubic (lattice) beta form at 882 °C [42].
Titanium dioxide crystallizes in three major different structures:

e rutile (tetragonal, Dy, '4-P4, /mnm, a=b—4.584 A, ¢=2.953 A [43]);
e anatase (tetragonal, Dy, '°-14; /amd, a=b=3.782 A, ¢=9.502 A [44]);
e brookite (rhombohedrical, Doy, '5-Pbca, a=5.436 A, b=9.166 A, c=5.135 A [44])
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Other structures exist as well, for example, cotunnite TiO5 has been synthesized at high pressures and is
one of the hardest polycrystalline materials known [45].

However, only rutile and anatase play any role in the applications of TiOs and are of any interest here as
they have been studied with surface science techniques. Their unit cells are shown in Fig. 2. In both structures,
the basic building block consists of a titanium atom surrounded by six oxygen atoms in a more or less distorted
octahedral configuration. In each structure, the two bonds between the titanium and the oxygen atoms at the
aspices of the octahedron are slightly longer. A sizable deviation from a 90° bond angle is observed in anatase.
In rutile, neighboring octahedra share one corner along (110) — type directions, and are stacked with their long
axis alternating by 90°. In anatase the corner-sharing octahedra form (0 0 1) planes. They are connected with
their edges with the plane of octahedra below. In all three TiO structures, the stacking of the octahedra results
in threefold coordinated oxygen atoms [46].

Figure 2: Unit cells of rutile and anatase [46]

TiOs is a n-type semiconductor [47]. The parameters of TiO lattice at different temperatures are given in
Table 1 [48]. Comparison of properties of anatase and rutile is given in Table 2 [49].

TiOg itself is not a magnetic material, but when it doped by a few percent of Co dioxide titanium becomes
a ferromagnetic [60, 61].

Dark Processes in TiO,

For semiconductor surface in contact with vacuum surface states are formed. These surfaces alter the
electronic structure drastically [47]. As dioxide titanium is covalently bound semiconductor so it has covalent
surface states (Shotkey states). Surface states on clean surfaces originate from dangling bonds [62]. These
surface states introduce additional energy levels in the middle of the bandgap. To achieve electronic equilibrium
between the surface and bulk, a positively charged space charged layer is formed just beneath the surface of
an n-type semiconductor [21]. Also, usually, the defects on the TiOs surfaces exist in the form of Oys (s —
means surface) by removing surface lattice oxygen atoms in the preparation procedure, leaving behind unpaired
electrons (in the Ti 3d orbitals) on the surfaces [63]. These two effects gives the band binding as illustrated on
Fig. 3 [46].

Point defects, including O,s, interstitial titanium ions (Ti*") and substituted ions, exist in all the crystalline
materials of TiOy. Vacancies and interstitial ions are intrinsic defects of crystalline materials, which may
significantly affect the catalytic property, mass transport, and electrical conduction of the materials. The point
defects introduce new electronic states in the bandgap of TiOs, which are called as defect states. The positions
of defect states in the bandgap are affected by the phases and surface structures of TiOs. For example, the
defect states of R-TiO3(110) are located at = 0.8 — 1.0 eV below the CB edge [64]. However, the defect states
of A-TiO2(101) are located at ~ 0.4 — 1.1 eV below the CB edge [65-69]. Different types of deffects in TiOq
are shown on Fig. 4 [70].

For realistic cases, when electron-rich TiOy surfaces adsorb different types of adsorbates, charge transfer
between surfaces and adsorbates will occur, which may even revert the direction of band bending [69].
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Table 1: The parameters of TiOs lattice at different temperatures

Lattice parameters

o Temperature, °C
Dimensions Lattice constant, A p ’

a 3.7845

c 9.5143 28
‘ 05185 %
: 05218 161
‘ 05264 210
‘ 05512 268
: 05574 300
‘ 0543 354
‘ 05548 449
‘ 05507 497
‘ 5665 s
: 05754 s71
‘ 05764 608
‘ 0587 645
‘ 05955 679
: 05073 n2

Table 2: Properties of anatase and rutile

Property Anatase Rutile Reference
Crystal structure Tetragonal Tetragonal [50]
Atoms per unit cell (Z) 4 2 [51]
Space group Iémd P4—2nm [52]
Type of band gap in%irect dir’rgct [53]

Lattice parameters (nm) a = 0.3785 a = 0.4594
c = 0.9514 c = 0.29589 [51]

Unit cell volume (nm?) 0.1363 0.0624 [51]
Density (kg/m?) 3894 4250 [51]
Calculated band gap

(eV) 3.23-3.59 3.02-3.24 [54-57]

(nm) 345.4-383.9 382.7-410.1
Experimental band gap

(eV) ~ 3.2 ~ 3.0 56, 58]

(nm) ~ 387 ~ 413

Refractive index 2.54, 2.49 2.79, 2.903 [50]

Solubility in HF Soluble Insoluble [59]

Solubility in H2O Insoluble Insoluble [50]

Hardness (Mohs) 5.5-6 6-6.5 [49]

Bulk modulus (GPa) 183 206 [57]

The accumulation of electrons at the surface determines the surface chemistry of TiOs. All processes
occurring at the surface of semiconductors are driven to achieve an equilibrium between the Fermi level potential
and the chemical potential of the adsorbates, with the position of the Fermi level being equal to the work function
of the semiconductor [21].

Deskins et al. [70] suggested that the relative electronegativity of TiO5 surfaces and adsorbates may perhaps
be the key parameter to understand the charge transfer between TiO- surfaces and adsorbates. Based on their
theoretical works, electron transfer from the TiO5 surface to adsorbates only occurs when the electronegativity
of adsorbates (Xadsorbate) is larger than that of TiO2 (x71i0,) (Figure 5a). Otherwise, no charge transfer occurs
(Figure 5b).
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Figure 3: Schematic diagram of the band-bending effect due to donor-like surface defect states. Surface oxygen vacancies create a defect
state and electrons are donated to the system. A charge accumulation layer is created in the near-surface region and the bands in the
n-type semiconducting TiO3 sample bend downwards.

Figure 4: Structure of the rutile (110) surface. Red spheres represent O atoms, gray spheres represent Ti atoms, and white spheres
represent H atoms. The notable surface sites are the bridging row O atoms (Op) and the five-coordinated Ti sites (Tisc). Also shown are
defects that lead to surface reduction: O vacancies (Oy), surface hydroxyls (HOy), and interstitial Ti atoms (Tijnt).

INlumination of TiO,

When exposed to light (sun- or ultraviolet- light), the semiconductor absorbs photons with sufficient energy
(more or equal to band gap energy) to inject electrons from the valence band to its conduction band, creating
electron/hole pairs [47] as shown on Fig. 6. As magnitude of the band gap for TiO5 semiconductor is ~ 3.2 eV
for anatase modification and ~ 3.0 eV for rutile modification, so there is wavelength threshold of A < 388 nm
for anatase and A < 414 nm for rutile to become electronically conductive. It should be noted that in sunlight
the percentage of ultraviolet is about 3 % [71].

Photocatalytic reactions can only occur at the TiOy surface. After migration to surface of TiO4 electrons
e~ and holes hT can oxidize and reduce absorbed molecules, respectively. Some of electrons and holes are
recombined. In fact, time-resolved spectroscopy studies reveal that the most of photogenerated e~ /h™* pairs
(~ 90 %) recombine rapidly after excitation. This is assumed to be one reason for the relatively low values of
photonic efficiency ¢ (the rate of the formation of the reaction products divided by the incident flow) [21].

Schematically these steps are shown on Fig 7 [72] and in the following table [73]:

Table 3: Schematic model illustrating the main steps associated with TiOg photocatalysis

No of step Reaction Time
1 Charge carrier generation:
TiOs 2% TiOs(egp + hib p) <100 fs

and thermalization:
e™" — e~ + heat(phonons)

ht* — bt + heat(phonons) 10 fs
2 Trapping CB electrons (e_,) at defect Ti’T sites:
Tift + e, — Ti5T [74] 200 fs
3 Trapping valence band holes (h:}rb) at terminal Ti—-OH or surface Ti—-O—T1i sites:
Ti— O,H or Ti— Os —Ti+hl, - Ti— O,H7T or Ti — O —Ti[74] 200 fs
4 Reduction of adsorbed electron acceptor (A.q) with e_, at reduction sites:
e+ Aad = Ay >10 ns
5 Reduction of A,4 with electrons trapped at defect sites (Ti;;r :

Tiij + Agqg — Tii:' + AL slow process
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6 Oxidation of adsorbed electron donor (Dg,q) by trapped holes at oxidation sites:
Ti— OsH "' or Ti — Of = Ti+ Daa > Ti— OsH or Ti — Os — Ti+ D7, 100 ps-10 ns
7 Recombination of e_, with trapped holes [75]:
- . . . + . . i i rutile 24 ns
e, +Ti—OH " orTi— O —Ti—Ti—OsH or Ti — Os —Ti
anatase ~ few ms
8 Recombination of T4} with trapped holes [75]:
rutile [48 ns]

T +Ti—OH' " or Ti— O, —Ti — TijT +Ti—OsH or Ti— 05 —Ti
: : anatase [~ few ns]

Charge carrier generation and thermalization
Charge carrier generation in anatase and rutile is running in different ways because anatase belongs to
indirect band gap semiconductor, rutile - to direct one [76]. The schemes of direct and indirect band gaps are
shown on Fig. 8a. Indirect transitions involve either the absorption of both a photon and a phonon or the
absorption of a photon and the emission of a phonon. The conditions for indirect transitions, as shown in Fig.
8a, can be summarized in the following way [76]. For the conservation of momentum,

kph = ki — ks

where kp, is the wave vector for the phonon, and k¢ and k; are the wave vectors for the final and initial
states of the transition, respectively.

For direct transitions k,, = 0 and for indirect transitions kpj, # 0.

After illumination of TiOs by UV photons with energy more or equal to band gap width free electrons and
holes are generated (fig. 6). It should be noted that the penetration depth d, of ultraviolet light in TiOq is
approximately equal to 160 nm [77]. Therefore electron-hole pairs are generated in the outer surface region of
the TiO2. Due to the near surface electric field the recombination of e /h™" is retarded [21].

Continuous illumination will result in the annihilation of this electric field, that is, a band flattening [78].
Yates et al. [21, 79] explained the appearance of this band flattening by a band shifting at the surface, because
the free electrons move to the bulk, while free holes accumulate at the surface where the negative charge is
neutralized. However, band flattening can also be explained by a band shifting in the bulk region, as the
number of electrons increases in the bulk upon illumination.

According to electron paramagnetic resonance (EPR) spectroscopy process of pair generation occurs in
femtoseconds [80] (1 fs = 1071%s) up to 100 fs. But it is obviously that e~ /A pair generation time for indirect
and direct TiO2 modifications(anatase and rutile, respectively) is differ. There is no data in literature concerning
this difference in time of the charge carrier generation.

In an ideal photocatalyst, all photon energy invested in charge carrier generation would be available for redox
reactions, namely, hot electrons (or deep holes) produced by shorter wavelength light have more reductive (or
oxidative) capacity than those at the band edges of a photocatalyst [69]. However, charge carrier thermalization
occurs rapidly.

After e~ /h™ generation the energetic electrons continue to travel in the solid, losing its energy and producing
shallower core holes. This cascade process, often called “thermalization”, is repeated until the hole is created at
the top of valence band and fully thermalized electrons settling in the bottom of the conduction band [81].

In [82] authors found that time of thermalization in TiO2 (110) is equal to 10 fs.

These studies clearly demonstrate that charge carrier thermalization occurs prior to recombination or
transfer.

Electron and hole trapping

Once produced, the charge carriers become trapped, either in shallow traps (ST) or in deep traps (DT)
[80]. The photogenerated charge carriers can be trapped in either in bulk or on the surface. In generally, surface
trapping at either the subsurface or the surface region is preferred in semiconductor nanoparticles [83, 84].

Because of the upward band bending in n-type TiO,, the photogenerated electrons are forced to move
from its surface into the bulk, where they can be delocalized over different Ti sites. Both theoretical and
experimental studies are predicting bulk (subsurface) trapping rather than surface trapping of these electrons
[85-87]. However, alternative studies also exist demonstrating that Ti** OH groups located at the TiOy surface
can act as trapping centers for the electrons, resulting in the formation of Ti** OH species. Such species can
attract holes, thus behaving as recombination centers [88-90].
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Figure 5: The effect of electronegativity on the adsorption energy of adsorbates on TiO.
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Figure 6: Scheme of electron/hole formation in the semiconductors. CB - conduction band, V B — valence band, Egg — energy band gap,
o - holes, e - electrons, hv - photon.

Upon 355 nm excitation, photogenerated electrons and holes are trapped very rapidly within 100 fs. How-
ever, the excess energy of free electrons in the TiO; CB slows the trapping time to ~200 fs upon 266 nm
irradiation [91].

Reduction of electron acceptors A,; with electrons and oxidation of adsorbed electron donor
D,q by holes

Following their formation by light excitation, electrons and holes can easily be transferred to electron and
hole acceptors, respectively. The quantum efficiency of these reactions depends on the charge-transfer rate at
the interface, on the recombination rate within the particle, and on the transit time of the photogenerated
charge carriers to the surface [21].

Photocatalytic reactions occur on the surface of semiconductor. Photocatalytic reactions can be reduction
and oxidation ones. These reactions are form reactive oxygen species (ROS), such as superoxide anion radicals
(O3 ), hydroperoxy radicals (-OOH ), hydrogen peroxide (H20z ), and hydroxyl radicals ( -OH), under both
aqueous and aerated conditions [21, 92]. These ROS play a crucial role in the photocatalysis on TiOy for water
purification, air cleaning, self-cleaning, self-sterilization, etc. The reduction reactions on photo-irradiated TiO5
under acidic conditions can be depicted as follows [21, 73, 92, 93]:
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Figure 7: Schematic model illustrating the main steps associated with TiO2 photocatalysis

Photoreduction: Oz + (Ti3F and e) — Oy
Protonation: O, +Ht - -O0OH
Disproportionation: 2-OOH — H303 + O4

Photoreduction: H>05 + (Ti3F and e) — -OH + OH~

In oxidation reactions hydroxyl radicals OH are formed via direct hole oxidation of adsorbed HyO [94]:

ht + HyO — -OH

There are two types of -OH radicals: free mobile (OHy) and surface bound (OH,) hydroxyl radicals, which
exhibit different reactivities depending on the properties of target pollutants. The OH; generation and the
subsequent diffusion from the surface are critical in achieving the mineralization of non-adsorbing substrates by
extending the reaction zone from the surface to the solution bulk [95].

For environmental application main role plays free hydroxyl radical OH;. As mentioned in [95] these
radicals are producing mainly by anatase modification of titanium dioxide.

The electron-hole recombination

The electron-hole recombination process is undesirable one because it reduce efliciency of photochemical
reactions occurring on the surface of TiO2. As it was above mentioned about 90 % of charge carriers recombine
decreasing efficiency of the photocatalytic reactions.

The electron-hole recombination is found to be quite rapid cases, with a majority of recombination complete
within 50 ps[96]. In [97] revealed significantly higher yields and longer lifetimes of charge carriers in the anatase
powder. Yamada et al [75] stated that electrons lifetime in rutile is equal to 24 ns, in anatase - microseconds;
lifetime of holes in rutile is equal to 48 ns, in anatase - nanoseconds. The longer charge carriers lifetime in
anatase is one of the main reason why anatase has more photoactivity property.

There are three basic recombination mechanisms that are responsible for carrier annihilation in a semicon-
ductor [98]:

1. band-to-band recombination, which occurs when an electron moves from the conduction band (CB) to
the empty valence band (VB) containing a hole (the rate of band-to-band recombination depends on
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(a) Direct and indirect transitions between valence and (b) Indirect transitions between conduction and valence bands
conduction bands with extrema at different values of k. with extrema at different values of k. Two processes are possible,

one involving the absorption of a photon and a phonon, and the
other involving the absorption of a photon and the emission of a
phonon.

Figure 8: Direct and indirect transitions between valence and conduction bands [76].

the product of the concentrations of available electrons and holes and is second order in charge carrier
concentration];

2. trap-assisted recombination (Shockley-Read-Hall Model, SRH model),which occurs when an electron in
the CB recombines indirectly with a hole in the VB at a “trap” state;

3. Auger recombination, which occurs when an electron-hole pair recombine in a band-to-band transition
giving off the generated energy to another electron or hole.

The electron-hole recombination process reaction successfully compete with the hole-transfer [99].

As it was mentioned earlier time of electron-pair recombination in rutile shorter than in anatase. This is
one of the main reason why anatase is more photoactive. Thi is because of that anatase has indirect band gap
and to recombine the

OH generation

CONCLUSION
In the article the difference between anatase and rutile was considered as from photocatalytic point of view
as well as from structure point of view. The main differences are

e Cell volume of rutile smaller then anatase one by factor =~ 2.
e Rutile is more stable modification of dioxide titanium in comparison with anatase.

e Width of band gap in anatase is equal to 3.2 €V (388 nm - ultraviolet light), meanwhile, rutile has width
of band gap equal to 3.0 eV that corresponds to 414 nm that is in visible diapason of light.

e Anatase has indirect transitions between conduction and valence bands, rutile - direct.

e Recombination of electron/hole pairs is quicker in rutile then in anatase because recombination in anatase
slower because it has indirect transition in band gap.

e Free radical OH can be generated by anatase only.

Thus, anatase has more photocatalytic activity in comparison with rutile because of more longer lifetime
of charge carriers. But the width of rutile band gap is narrower so rutile has photocatalytic properties in visible
diapason of light - the aim of last decade of investigations. It is desire to increase time life of electrons and holes
in rutile. It can be done by external forces, for example electric or magnetic fields.
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IIOPIBHSIHHSI BITACTUBOCTEN AHATA3A I PYTIUJIA OJId ®OTOKATAJIITUYHOI'O
BUKOPUCTAHHST: KOPOTKUNM OIJISI,

B. B. Moprysos®’, C. B. Jlitopuenko®, B. O. Uimkana®, . JI. Pa6unkos®, 1. C. Marsienko®
¢ Xapriecvkutll nayionasvhul yrwisepcumem imeni B. H. Kapasina, IIa. Ceobodu, 4, Xapxie, 61022, Ypaina;
b Vpaincora inorcenepro-nedazozivna axademin, sya. Ywisepcumemcvra, 16, Xapwis, 61003, Yrpaina

Hiokcun Turany (TiO2) npuBeprae BeMKy yBary sik HAIBIPOBITHUKOBHU POTOKATATIIZATOD Y€pe3 CBOIO BUCOKY (oTope-
AKTUBHICTH, HETOKCUIHICTD, KOPO3iiiHy CTi#iKicTh, (POTOCTIHMKICTD, JleneBu3ny. Bin Moxke 6y T BUKOPUCTAHUN Y IITHPOKOMY
CIIEKTPI 3aCTOCYBaHb: OYUINEHHsI LOBITPs Ta Bojw, reHepysanHs BogHio (Hz), smenmenns smicty COq, y doroenekrpu-
YHUX TPUCTPOSX TOIIO. 3YCHIUIA BUCHUX OYJIM HAIIPABJIEH]I HA MOIIYK CIOCO0IB, IO BUKOPUCTOBYIOTH COHSTIHE CBITJIO TSt
dorokaTa i3y 3a JOIMOMOrOI0 JIIOKCHY TUTAHY Ta HiIBUIIEHHS (POTOKATATITUIHOI e(DEKTUBHOCTI. Y IIiif CTATTi MU PO3-
IVISTAEMO PISHUIIO BiIacTUBOCTEN Moudikaniit anaraly Ta pytuiay TiOg. Anara3 mae 611bI BUCOKY HOTOEDEKTUBHICTD.
Binbm Bucoka doroedexTuBHicTh anaTazy 06yMOBJIeHA GLIBIN TPUBAJUM TEPMIHOM KUTTS HOCIB 3apsafy (9ac KUTTA
e~ /h™ B amarasi ma 3 mOpsAKHN BUINE, HiXK ¥ pyruiay). Ase anara3 mae Ginbury mupuny 3aboporeHol 3ouu (3,2 eB abo
388 uM) y nopisusiagi 3 pyTriioM (3,0 eB a6o 414 aM). Takum unHOM, aHATA3 CTA€ CBITJIOUYTIIMBUM B yiIbTpadioneToBoMy
(V@) niamazoni csiTia, TuM 9acoMm pyTui - y (hiogeToBoMy CHEKTpi BUAMMOro cBiTia. Baskano orpuMaTy HAIIBIIPOBi-
uuk TiO2 3 BiacTMBOCTSMU, L0 MOEAHYIOTH HAMKpAII K JJIs aHATa3y Tak 1 i PyTHILy: Oiiabina (poTOpeakKTUBHICTD Ta
MeHIa 3a60poHenol 30HU. [le MOXKHA 3pOOUTH 3a JOTOMOIOI0 30BHIIIHIX (DAKTOPIB, TAKUX sIK €JIeKTpUIHe abo MarHiTHe
ToJte, JIeryBaHHS TOIIO.

Kurouosi cioBa: dorokarasis, JioKcua TUTaHY, aHATA3, PYTUJI, IMUpUHA 3a00POHEHOI 30HU, (HoTOeEKTUBHICTD, TeHe-
paIlisi eJIeKTPOHHUX [JIIPOK.
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The parameters of the spin-polarized electronic energy spectrum of ZnSe:T crystals (T = Ti, V, Cr, Mn, Fe, Co, Ni) are studied on the
basis of a 2 x 2 x 2 supercell built on the basis of a ZnSe unit cell with a sphalerite structure. The supercell contains 64 atoms, with
one Zn atom replaced by one transition 3d element T. The first stage of this study is to calculate in the ideal material ZnTSe
parameters of electronic energy bands, dependent on the external hydrostatic pressure. At the second stage, the effect of pressure on
the parameters of the electronic energy spectrum in the ZnTSe materials is investigated, taking into account the Zn vacancy. The
calculations were performed using the Abinit program. For a better description of strongly correlated 3d electrons of the element T, a
hybrid exchange-correlation functional PBEO with an admixture of the Hartree-Fock exchange potential was used, in which the self-
interaction error of these electrons is removed. Based on the obtained spin-polarized electron densities of states, the magnetic
moments of the supercells were also determined. A significant effect of pressure on the parameters of electronic energy zones was
revealed. So, the ideal ZnTiSe material at zero pressure is a metal for both spin values, but under pressure it becomes a
semiconductor. The same material with a point defect, i.e. a vacancy at the site of the Zn atom, exhibits semiconductor properties for
both spin orientations at zero pressure. It was found that vacancies radically change the parameters of electronic energy bands. The
magnetic moments of the supercell, as integral values of the spin-polarized densities of electronic states, also reflect these changes.
Thus, in ZnTiSe material without defects, the magnetic moments of the supercell are 1.92, 2.0 and 2.0 u5, at pressures 0, 21 and
50 GPa, respectively, while in the same material with a vacancy, the corresponding values are 0.39, 0.02 and 0.36 x5 . The ideal
ZnVSe material at zero pressure is also a metal for both values of the spin moment, but in the presence of a cationic vacancy it is
characterized by a pseudogap because the Fermi level is localized in the upper part of the valence band. Ideal ZnFeSe and ZnNiSe
crystals are characterized by similar dependences of the electronic energy parameters on the pressure, for both spins. However, the
same materials with a cationic vacancy are characterized by the Fermi level immersed in the valence band for a spin up.

Keywords: ZnSe, 3d impurity, cationic vacancy, electronic properties, spin, magnetic moment, strong correlations, hybrid
functional.

PACS: 68.35.Dv, 71.15.Mb, 71.20.Nr, 71.27.+a, 81.05.Bx

The ultrashort pulse lasers of infrared (IR) light have gained great attentions for ophthalmic, surgical, dental,
therapeutic, and aesthetic medical applications. The pulses from the picosecond (ps) to femtosecond (fs) require less
energy to ablate biological tissues and the accuracy is in the micrometer range. The passively mode-locked femtosecond
ZnSe:Cr laser was first reported in 2006, generating ~100 fs pulses at up to 75 mW power around 2.5 pum wavelength [1].

ZnSe is a wide band gap semiconductor, widely used in light-emitting devices, solar cells, and photodetectors
because of its high excitation energy and excellent photoelectric performance [2]. The optical and electrical properties
of semiconductor materials are the main factors that determine the performance of devices. At present, it is the most
widely used way to regulate the photoelectric characteristics of semiconductors through morphology regulation or
doping treatment. The doping technique by introducing donor impurities or acceptor impurities into the host lattice is
one of the most effective ways to achieve regulatory effects, and it can accurately control the transport properties of the
semiconductor by adjusting the type of doping element and the doping concentration. In addition, the mechanism of the
change of optical and conductive properties of ZnSe caused by doping has not been studied deeply in theory.

The ZnS:Cr lasers have been extensively studied both experimentally and theoretically. The zinc-blende ZnS has
the larger band gap of 3.8 eV, higher thermal conductivity of 27 W/mK, higher thermal shock parameter of 7.1 W/m'?,
and lower dn/dT of 46-10° K-!, compared respectively to 2.8 eV, 18 W/mK, 5.3 W/m'2, and 70-10° K- in ZnSe [3].

The physical, spectroscopic, and laser characteristics of the single crystal and polycrystalline 1I-VI chalcogenides
are practically identical [4]. This is important since II-VI single-crystals of high optical quality are difficult to grow
while chemically vapor grown II-VI polycrystals benefited from low-cost mass production technology of fabrication
and were widely used as passive materials for middle-infrared technology [5]. The combination of low-cost and readily
available polycrystalline II-VI materials with a quantitative and affordable post-growth TM doping procedure,
preserving high optical quality of the starting materials, enabled an effective technology for fabrication of gain
elements, which is quite rare for solid-state laser materials.

Since ZnS, ZnSe, ZnTe crystals with impurities of transition 3d elements are used in devices, particular in lasers, it
is important to study their electronic structure from the unified theoretical methodology under the action of hydrostatic

7 Cite as: S.V. Syrotyuk, East. Eur. J. Phys. 4, 31 (2021), https://doi.org/10.26565/2312-4334-2021-4-03
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pressure and vacancies at the site of the zinc atom. The aim of this study is also to take into account the strong
correlations of 3d electrons using a hybrid exchange-correlation functional. Let us go to performing these tasks.

CALCULATION
We solve the Schrodinger equation in the basis of projectior augmented waves (PAW) [6], which combines the
features of the pseudopotential approaches [7] and the all-electronic method of augmented plane waves (APW) [8]. In
the PAW and APW methods, the crystal is divided into two regions. The first region is inside the atomic spheres, and
the second one is interspherical. In the APW approach, the wave functions of both regions are joining at the surface of
the sphere to ensure continuity throughout space. In the PAW method, an augmentation is performed using a projection
procedure.

The all-electronic wave |y, > and pseudo-wave| 7, > functions are connected as follows [6]:

[Wa (D> =7, (1) > +2 (2 (N>—12 (N>)<Pfhn> » ()

where | ¢ia(r) > is atomic wave, | (,Zia(r) > pseudo-wave, and < r)ia | projector function, respectively. The summation in (1)

is performed by the augmentation spheres, which are numbered by the index a, and the index i = {n,l,m} incorporates

the principal, orbital and magnetic quantum numbers, respectively.
From equation (1) we see that

o (N> =1]y,(r)>, 2
where the 7 operator converts a pseudo-wave| 7 () > into an all-electron wave function| v, (r)>.

The explicit form of the operator 7 follows from equation (1):
7 =1+ T (P52 >)<pf - 3)
ai

Stationary Schrodinger equation
Hly, >=&, vy, > “4)
taking into account (2) takes the following form [4]:
+ ~ + ~
T Hr|y, >=7 1|y, >¢,, 5)
in which the required electron spectrum &, is the same as in equation (4).
The idea of the PAW method is to convert the Schrodinger equation to an equation in which the unknown state
function is| 7, > . If it is found, then with the help of (1) the all-electronic wave function is obtained. Through the latter

we find the electron density and the corresponding Hartree potential.
The exchange-correlation potential was chosen in the form of PBEO [9-12], according to which the exchange-

correlation energy

PBEO PBE

PBE
Ex [p1=Ey

[P+ a(E [y 1-EL oy D) s (6)

where PBE corresponds to the generalized gradient approximation (GGA-PBE) of exchange-correlation functional [12],

and E? F [54 11s the exchange energy in the Hartree-Fock theory. The recommended value of a mixing factor « is equal

to 1/4. In formula (6), the exchange energy E:’ BE [2541, in which the self-interaction error (SIE) of 3d electrons is the
largest, is partially subtracted. In fact, these electrons move in narrow energy bands with a high density of states. In the
included exact term of exchange energy E;' F [ws4] the SIE is absent in general. Neglecting the second term in

formula (6) leads to a conventional GGA-PBE exchange-correlation functional suitable for describing materials with s
(p) electrons.

The functional E;:BEO[ p]is important for describing materials containing d (f) electrons. In particular, it has been

successfully used to study nanostructures containing transition 3d elements [13, 14]. Energy band structure peculiarities
and luminescent parameters of CeX; (X = Cl, Br, 1) crystals were revealed and shown good comparison with
experiment [15]. Electronic properties of orthorhombic Inl and TII crystals taking into account the quasiparticle
corrections and spin-orbit interaction, have been evaluated based on the results, defined at the level of the hybrid
functional as the starting point [16]. The combined approach of the hybrid functional and quasiparticle GW was
successfully used in the calculations of the electronic structure in chalcogenides ZnX (X=0, S, Se, Te) [17]. The results
obtained in works [16, 17] are in good agreement with experimental data. The electronic structure of the CdMnTe solid
solution [18] is satisfactory agreed with the experimental results [19]. Electronic structure, magnetic and mechanical
properties of MnCoSi half-Heusler alloy also have been found with the hybrid PBEO exchange-correlation
functional [20], where the different values of the mixing coefficient « were used.



33
The Effect of Hydrostatic Pressure and Cationic Vacancy on the Electronic... EEJP. 4 (2021)

All calculations were performed using the ABINIT program [21], in 2 x 2 x 2 supercells containing 64 atoms. At

the first stage, the defect of substitution in the supercell Zn,,Se,, of one Zn atom by transition element T, i.e.

Zn, T Se,, is considered. At the second stage the supercell with a vacancy, Zn, v T Se,,, is treated. The electronic

31 30V111°%32
structure of these materials was calculated under the action of hydrostatic pressure.

The calculations are performed on the basis of PAW. The following valence configurations of atoms were
selected: Zn: 3d!%4s?, Se: 4s?4p*, Ti: 3s?3p°3d?4s?, V: 3s23p®3d34s?, Cr: 3s?3p®3d°4s!, Mn: 3s?3p®3d°4s?, Fe:
3s?3p®3d%4s?, Co: 3s?3p®3d74s?, and Ni: 3s?3p®3d®4s?. Basic functions and pseudopotentials (PAW) were generated
using AtomPAW code [22, 23]. The calculation of the wave function was performed on the basis of plane waves

determined by the maximum kinetic energy € . = 40 Ry, on a spatial grid of 90x90x90. Electron density and potentials

cut

were calculated on a denser grid of 125 x 125 x 125, determined by an energy ¢, = 80 Ry.

RESULTS AND DISCUSSION
The spin-polarized electron energies in the ZnTiSe material are shown in Fig. 1. The parameters of the electronic

energy band spectrum are denoted as follows: E, - the energy of the top of the valence band, E; - the Fermi energy,

E, - the lowest electron energy in the conduction band. Figures 1a and 1b show the electron energies in an ideal ZnSe

crystal in which one Zn atom is replaced by a Ti atom. The parameters of supercell 2x2x2, which contains 64 atoms,
correspond to the applied external pressures from 0 to 50 GPa. In other words, the value of the constant lattice for the
supercell a =19.14 A corresponds to the pressure P = 50 GPa, and the value of a = 21.64 A corresponds to the
pressure 0 GPa, i.e. to ambient conditions.

Note that under normal conditions (P = 0) the ZnTiSe material exhibits metallic properties for both spin

orientations, i.e. & 0= 0. The magnetic moment of the supercell M = 1.92 x, . However, under the action of hydrostatic

pressure, this material reveals the properties of a semiconductor for both spins. Increasing the hydrostatic pressure leads

to an increase in the width of the band gap &g, as it is shown in Figures l1a and 1b. At a pressure value of P =21 GPa
for spin up, the direct optical gap at the pointI" & gd = =0.72 eV, and the fundamental indirect one £4i = =0.61 eV.

For the spin down, the optical direct gap is identical with the fundamental one, and the numerical value is
gy = 2.19 eV. Magnetic moment of the supercell M =2.0 s . At a pressure P =50 GPa, for spin up, the direct optical
gap at the I" point Eqq = = 0.69 eV, and the fundamental indirect one £qi = =0.54 eV. For the spin down, the optical and

fundamental band gaps are equal, and the numerical value of gg = 2.03 eV. Magnetic moment of the supercell

M =2.0 s . As can be seen from Figs. la, 1b, and the Fermi level is located inside the forbidden gap.

However, the presence of a point defect, i.e. a vacancy at the Zn atom site, leads to a significant change in the
dependence of the electronic energy spectrum in the ZnTiSe material on the external hydrostatic pressure. From Figures 1c
and 1d, we see that for both spin orientations, the ZnTiSe material with a point defect exhibits semiconductor properties for

all hydrostatic pressure values. At a pressure value P =0, for the spin up, the optical gap at the point I £qq = 0.20 eV,
and the fundamental indirect one £q; = =0.18 eV. For spin down, the optical gap & gd = = 0.71 eV, and the fundamental
indirect one £qi = 0.70 eV. The magnetic moment of the supercell M = 0.39 1, . At a pressure value of P = 20 GPa, for
the spin up, the optical gap at the point " Eqq = =0.38 eV, and the fundamental indirect one g = = 0.35 eV. For spin down,
the optical pap €44 =0.40 eV, and the fundamental indirect one £q4i = 0.37 eV. The magnetic moment of the supercell
M =0.02 g . At a pressure value of 48 GPa, for the spin up, the optical gap at a point I’ €44 =0.43 eV, and the
fundamental indirect one &qi = =0.38 eV. For the spin down, the optical gap & gd = =0.43 eV, and the fundamental indirect
onesg; = =0.38 eV. The magnetic moment of the supercell M =0.36 z . The largest band gape, is expected under

normal conditions for electrons with spins down. For this state, the band gap &g decreases with increasing pressure

(decrease in the constant lattice of the crystal) from 0 to about 20 GPa, after which its values remain almost constant for
both spin orientations, including the pressure value of 48 GPa.
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Figure 1. The spin-polarized electronic energy band parameters in the ZnTiSe material versus the 2x2x2 supercell lattice constant:
top of valence band Ev, Fermi energy Er and bottom of conduction band Ec.

The calculation results for the ZnVSe material are shown in Fig. 2. First, consider the parameters of an ideal

crystal shown in Figures 2a and 2b. For a pressure P =0, the material reveals a metallic state with a band gap £q = 0

for both spin values. The magnetic moment of the supercell M =2.7u,. However, at higher pressures,
0 <P <21GPa, and for states with spin up E =E_, ie. we again have a metallic state. For pressures

21 < P <50 GPa, in states with spin upE, <E  <E_, i.e. the Fermi level is localized in the valence band. On the

contrary, for spin-down electronic states, the ZnVSe crystal is a semiconductor whose fundamental interband gap

£4= 0 at a pressure P =0, and for higher pressures 0 < P < 21 GPa it increases. At a pressure P =21 GPa, the optical
and fundamental gaps are the same, i.e. & 0= 2.20 eV for both spin orientations. The value of the magnetic moment of

the supercell M =3 u . At higher pressures, i.e. in the interval 21 < P < 50 GPa, the interband gap is almost constant,
and the Fermi level is shifted toward the conduction band. At a pressure of 50 GPa, the optical and fundamental slits are

the same, i.e. £g = 1.99 eV for both spin orientations. The magnetic moment of a supercell M =3 .

If there is a vacancy, we have another picture, shown in Figures 2c and 2d. In fig. 2c we see that for states with
spin up, at pressure P =0, the Fermi level is localized inside the band gap, and in the upper part of the valence band at
higher pressures. At a pressure of P =0 we have a direct band gap &;=1.10 eV at a pointI". At pressures of 20 and

48 GPa, the values of the pseudogaps are 1.25 and 1.14 eV, respectively. At pressures of 0, 20 and 48 GPa, the

magnetic moments of the supercell are 2.7, 3.0 and 3.0 4 , respectively.
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Figure 2. The spin-polarized electronic energy band parameters in the ZnVSe material versus the 2x2x2 supercell lattice constant:
top of valence band Ey, Fermi energy Er and bottom of conduction band E..

If there is a vacancy, we have another picture, shown in Figures 2c¢ and 2d. In Fig. 2c we see that for states with
spin up at pressure P =0 the Fermi level is localized inside the band gap, and in the upper part of the valence band at
higher pressures. At a pressure of P =0 we have a direct band gap £ =1.10 eV at a pointI" . At pressures of 20 and
48 GPa, the values of the pseudogaps are 1.25 and 1.14 eV, respectively. At pressures 0, 21 and 50 GPa, the magnetic

moments of the supercell are 2.7, 3.0 and 3.0 g , respectively.

For electrons with spin down (Fig. 2 d), under pressure P =0, we have a direct band gap &g =1.12 eV ata pointI".

At 0 < P <20 GPa pressures, the Fermi level is localized at the top of the valence band, and the pseudogap value is
1.50 eV if P =20 GPa. At 20 < P < 48 GPa pressures, the ZnVSe material with the vacancy is a semiconductor with a

band gap of £q = 1.33 eV (P =48 GPa). At pressures 0, 20 and 48 GPa, the magnetic moments of the supercell are

2.00, 2.05 and 2.05 g , respectively.

The parameters of the ZnCrSe material E ,E and E_, depending on the pressure, differ from those shown in

Figures 1 and 2 above. Let us first consider the results obtained for an ideal ZnCrSe crystal. They are shown in Figures
3a and 3b. For the spin up (Fig. 3a) we notice the immersion of the Fermi level in the valence band. The interband
pseudogap increases with increasing pressure. For the spin down we have a semiconductor, the width of the band gap of
which increases with increasing pressure. At pressure values of 0, 22 and 51 GPa, the magnetic moment of the supercell

is the same and equal to 4z, and the values of the optical and fundamental gaps coincide and are 1.20, 2.22 and

1.99 eV, respectively.
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Figure 3. The spin-polarized electronic energy band parameters in the ZnCrSe material versus the 2x2x2 supercell lattice constant:
top of valence band Ey, Fermi energy Er and bottom of conduction band E..

Now consider the results obtained for a ZnCrSe crystal with a vacancy at the Zn atom site. At0 < P <22 GPa
pressures, the Fermi level of electrons with spin up (Fig. 3c) is localized in the valence band, and the width of the
pseudogap increases. A further increase in pressure leads the material to a metallic state. For electrons with spin down
(Fig. 3d), the Fermi level is in the upper part of the valence band, and the pseudogap shows a slow change as a function
of pressure. The values of pseudogaps at pressures 0, 20 and 49 GPa are 1.06 eV (optical and fundamental), 1.50 eV
(optical) and 1.46 eV (indirect fundamental), and 0 eV, respectively. The magnetic moments of the supercell

corresponding to these pressures are equal to 2.75, 2.57 and 2.37 y , respectively.

The pressure-dependent parameters of the electronic energy spectrum of an ideal ZnMnSe material are shown in
Figures 4a and 4b. Their change, if there is a vacancy, is shown in Figures 4c and 4d. In an ideal material at pressures of
0,22 and 51 GPa, the optical band gaps coincide with the fundamental ones, and their values are 1.04, 1.96 and 1.85 eV
for spin up, and 1.20, 2.21 and 1.95 eV for spin down, respectively. The magnetic moments of the supercell are the

same for these pressure values and are equal to 5 . Figures 4a and 4b indicate that for both spin up and down, the

material is a semiconductor whose band gap slowly increases with increasing in pressure to 22 GPa, and a further
increase in pressure causes a slow decrease in bandwidth.

In the presence of a vacancy at the Zn atom site, the picture changes radically. The Fermi level for both spin
orientations is at the top of the valence band. At pressures of 0, 20 and 49 GPa, the values of pseudogaps 1.03, 1.96 and
1.85 eV for spin up, and 1.20, 2.07 and 1.55 eV for spin down, respectively. The values of the magnetic moments of the

supercell at these values of pressure are equal to 4.16, 4.2 and 4 y , respectively.

The parameters of the electronic energy bands in the ZnFeSe material, depending on the pressure, found without
taking into account the vacancy, are shown in Figures 5a, 5b. For spin-up states, we have a direct-band material with
interband gaps of 1.14, 1.83, and 1.94 eV, at corresponding pressure values of P =0, 15, and 49 GPa. The increase in
pressure leads to a gradual lowering of the Fermi level in the band gap, i.e. it shifts towards the top of the valence band
(Fig. 5a).
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Figure 4. The spin-polarized electronic energy band parameters in the ZnMnSe material versus the 2x2x2 supercell lattice constant:
top of valence band Ev, Fermi energy Erand bottom of conduction band E.

Figure 5. The spin-polarized electronic energy band parameters in the ZnFeSe material versus the 2x2x2 supercell lattice constant:
top of valence band Ey, Fermi energy Erand bottom of conduction band E.
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A completely different picture is observed for the states of the electron with the spin down. At a pressure value
of 0, the Fermi level is in the conduction band, and the pseudogap equals to 1.13 eV. An increase in pressure leads to a
decrease in the Fermi level and its immersion in the valence band. The latter occurs at a pressure of P =15 GPa, at
which the pseudogap is 0.96 eV. A further increase in pressure leads to a slow increase in the pseudogap to 1.17 eV.

The magnetic moment of the supercell at all pressure values P =0, 14 Ta 47 GPa equals toM =4 1, .

The presence of a vacancy radically changes the parameters of electronic energy zones. For the spin up, the Fermi
level is in the valence band, and at pressure values of P =0, 14, and 47 GPa, the values of the pseudogaps are 1.01,
1.71, and 1.82 eV, respectively.

For spin down at 0 < P <14 GPa pressures, the material is a semiconductor with an optical gap of 0.59 eV and a
fundamental indirect one of 0.53 eV. The increase in pressure leads to a slow growth of these gaps, i.e. if P =14 GPa,
the values of these gaps are 0.63 and 0.60 eV. At 14 < P < 47 GPa pressures, the Fermi level is immersed in the
valence band. The corresponding value of the pseudogap at a pressure of P =47 GPa is 1.80 eV. The magnetic

moments of the supercell at pressures 0, 14 and 47 GPa are 4.56, 4.49 and 1.48 4 , respectively.

The results of calculations for an ideal ZnCoSe crystal are shown in Figures 6a, 6b. The ZnCoSe material exhibits
semiconductor properties at all investigated pressure values for both spin orientations. For the spin up at pressures of 0,
20 and 49 GPa, the predicted optical gaps coincide with the fundamental ones and are equal to 1.15, 2.04 and 1.96 eV,
respectively.

For spin down, at these pressure values, the optical gaps are 1.24, 2.11 and 1.71 eV, and the fundamental gaps
equal 1.24 (direct at the I" point), and two indirect gaps of 2.04 and 1.63 eV, respectively. The magnetic moments of the

supercell are the same for all investigated pressure values and equal to 3 s .

For a point-defect crystal, the data obtained are shown in Figures 6¢, 6d. In the material with the vacancy for both
values of the spin moment, the Fermi level is in the valence band. So, we can only talk about pseudo-gap. For spin up at
pressures 0, 19 and 47 GPa, the values of pseudogaps equal to 1.12, 2.01 and 1.90 eV, and for spin down they are equal
to 1.22, 1.74 and 1.31 eV, respectively. The magnetic moments of the supercell corresponding to pressures 0, 20 and

49 GPa are 2.26, 2.44 and 2.25 y, , respectively.

Figure 6. The spin-polarized electronic energy band parameters in the ZnCoSe material versus the 2x2x2 supercell lattice constant:
top of valence band Ev, Fermi energy Er and bottom of conduction band Ec.
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The parameters of the electronic energy bands in an ideal ZnNiSe crystal are shown in Figures 7a and 7b. For the
spin up, the Fermi level is inside the band gap, i.e. the material is a semiconductor. At pressure values of 0, 20 and
49 GPa, the optical and fundamental gaps are identical and equal to 1.19, 2.05 and 1.97 eV, respectively.

For spin down at 0 < P < 20 GPa pressure values, the Fermi level is inside the band gap, i.e. the crystal is a
semiconductor. At a pressure of P =0, the band gap is 0.99 eV, at its valueP =20 GPa equals 1.24 eV. At
higher 20 < P < 49 GPa pressures, the Fermi level is in the valence band, and the pseudo gap corresponding to its
largest value equals to 1.43 eV. The magnetic moments of the supercell are the same for the investigated pressure

values and equal to 2 .

The introduction of the vacancy causes a radical change in the parameters of the electronic energy zones shown in
Figures 7c, 7d. the magnetic moments of the supercell are 2.21, 2.15 and 1.94, respectively. For spin down at these
pressures, the optical slits are 0.25, 0.29 and 0.21 eV, and the indirect fundamental slits are 0.19, 0.21 and 0.18 eV,
respectively. The corresponding dependences of the parameters of the electronic energy zones are shown in Fig. 7d,
allow to characterize the material as a narrow-band semiconductor.

Figure 7. The spin-polarized electronic energy band parameters in the ZnNiSe material versus the 2x2x2 supercell lattice constant:
top of valence band Ev, Fermi energy Er and bottom of conduction band Ec.

In Figures 1-7, we observe a change in the dependence of the parameters of the electronic energy bands as a
function of pressure (lattice parameter), which occurs at20 < P < 21 GPa pressure values. To reveal the nature of this
behavior, let us consider the partial 3d DOS of transition elements. In Figures 8 a, b we notice a significant
redistribution of the 3d DOS of the Ti atom caused by the increase in pressure. At pressure P =0 we see the presence of
3d electrons of the Ti atom at the Fermi level for both values of the spin moment. This corresponds to the metallic state,
as mentioned above. However, at a pressure of 21 GPa 3d states are absent at the Fermi level, and as noted above, the
ideal ZnTiSe material exhibits semiconductor properties for both spin moments.

The magnetic moments on the Ti atom in an ideal ZnTiSe material at pressures of 0, 20, and 50 GPa are equal to

1.06, 1.00, and 0.92 u, , respectively. In the presence of a vacancy, their values vary greatly and at pressures of 0, 20

and 48 GPa are equal to 0.26, 0.01 and 0.00  , respectively.
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Figure 8. The spin-polarized DOS of the Ti 3d electrons in the ideal ZnTiSe material.

In Fig. 9 we also observe a significant redistribution of 3d electrons of the V atom caused by the increase in
pressure. At a pressure P =0 (Fig. 9 a) we see the presence of the V 3d electrons at the Fermi level for both spin
orientations. However, at a pressure of 20 GPa (Fig. 9 b) we observe the presence of the V 3d electrons at the Fermi
level only for the spin up.

Figure 9. The spin-polarized DOS of the V 3d electrons in the ideal ZnVSe material.

The magnetic moments on the V atom in an ideal ZnVSe material at pressures of 0, 21, and 50 GPa are 1.72, 1.67,

and 1.54 u , respectively. If there is a vacancy, their values are much lower and at pressures 0, 20 and 48 GPa are

equal to 1.44, 1.34 and 1.26 4 , respectively.

All the results of the electronic energy structure calculation were obtained here with the hybrid exchange-
correlation functional PBEQ. In this approach, it is possible to achieve a better positioning of 3d energy levels compared
to that obtained using the usual GGA-PBE approximation [24].

We compare our results found in the PBEO formalism for ZnCrSe and ZnFeSe materials with those obtained in
the GGA-PBE approach [24]. From Figures 10 a, b we note that the Cr 3d states with higher energies and the spin up
are located at the Fermi level, and those with lower energies are immersed in the valence band. This contradicts the
results of [19], according to which the Fermi level and energy of 3d electrons are very close to the conduction band.
For spin down approaches PBEO and GGA-PBE [24] qualitatively give similar results, according to which 3d
electrons form a conduction band. However, in the PBEO approximation, the Fermi level is approximately 1.6 eV
away from the lowest level of 3d electrons, whereas in the GGA-PBE formalism [24] this distance is approximately
equal to 0.2 eV.

The results obtained for the ZnFeSe material are shown in Figures 10 c, d. In the PBEO approach, we obtained the
following results. For spin up, the smallest distance between the Fe 3d levels equals to 1.2 eV, whereas the GGA-PBE
approximation [24] leads to its value of 0.6 eV. For spin down, part of the 3d states with lower energies is localized at
the Fermi level, and the distance to the high-energy peak density of the 3d states is 1.6 eV. The same distance obtained
in the GGA-PBE approach [24], approximately equal to 0.7 eV.
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Figure 10. The spin-polarized partial DOS of the Cr (a) and Fe (c) atoms, and total DOS in the ideal materials ZnCrSe (c) and
ZnFeSe (d).

Such differences between the parameters of the electronic energy bands obtained here in the PBEO approach and
in the GGA-PBE approximation [24], are explained by the fact that in the GGA-PBE formalism the electron density of
s, p and d electrons is described by the same terms of the exchange-correlation functional. In the hybrid functional
PBEDO s and p, electrons moving in wide energy zones are described in the GGA-PBE approximation. At the same time,
the motion of 3d electrons in narrow energy zones with a high density of states is taken into account. The self-
interaction error of 3d electrons is eliminated by adding the Hartree-Fock exchange potential, i.e. the PBEO approach,
which we apply here to all studied materials, has a significant advantage over the GGA-PBE approximation in
describing the properties of materials containing d (f) electrons.

CONCLUSIONS
The electronic and magnetic properties in the ZnSe:T crystals have been evaluated for supercells

Zn31TlSe32 and Zn3OV1T1

substitutes the Zn one. The second supercells contain additionally a vacancy at Zn atom site. The strongly correlated 3d
electrons are treated by means of the hybrid exchange-correlation functional PBEO, in which their self-interaction error

Se32 under hydrostatic pressure. Here 3d transition atom T={Ti, V, Cr, Mn, Fe, Co, and Ni}

is partly removed. It was found that under ambient conditions the materials Zn, Ti Se,, and Zn,,V,Se,, reveal metallic

properties for both spin values. However, under the action of pressure, they become semiconductors. The introduction
of a vacancy leads to a semiconductor state for all considered values of pressures and both spins in

the Zn3OV1TiISe32 material. But in the Zn30V1VlSe32 material the Fermi level is located in a valence band under low

pressure, and it is a semiconductor under pressures P >21 GPa. We have found that the combination of factors such as
hydrostatic pressure and vacancy at the Zn atom site leads to a number of unexpected variety of the electronic and
magnetic properties for the materials studied here. The results obtained in this work will be the basis for experiments to
find effective materials for electronics application.
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BILJIMB T'TIPOCTATHYHOI'O TUCKY I KATIOHHOI BAKAHCII HA EJJEKTPOHHI TA MATHITHI
BJIACTHUBOCTI KPUCTAJIIB ZnSe:T (T =Ti, V, Cr, Mn, Fe, Co, Ni)
Crenan B. Cupotiox
Hayionanenuii ynisepcumem *Jlvsiecvra nonimexnixa”, 19013 Jlvsie YVrpaina
[MapameTpu monIpH30BaHOTO 32 CIIHOM €JIEKTPOHHOTO eHepreTnyHoro crekrpy kpucranis ZnSe: T (T = Ti, V, Cr, Mn, Fe, Co, Ni)
BUBYAIOTHCS HA OCHOBI HAAKOMIpKH 2x2x2, moOynoBaHoi Ha 6a3i kpucrana ZnSe 31 CTpyKkTypoto chanepury. Hagkomipka MicTHT
64 aromu, 3 SKHX OJMH aToM Zn 3amimryeTbes mnepexiguuMm 3d emementom T. [leprumii etam HaHOTO JOCHI/PKEHHS IMOJSTaeE B
pO3paxyHKy B imeampHOMy Matepiami ZnTSe 3aneXHUX BiJi 30BHIIIHBOIO TiIPOCTATHYHOTO THUCKY MapaMeTpiB CICKTPOHHUX
SHepreTHYHNUX 30H. Ha npyromy erami 1OCIiKyeThCs BIUIMB THCKY Ha 3HAYEHHS NapaMeTPiB €IeKTPOHHOTO EHEPreTUYHOTO CIEKTPY
MmarepianiB ZnTSe 3 ypaxyBaHHsAM BakaHcil Ha By3ii aromMa Zn. Po3paXyHKM BHKOHaHi 3a jgomomMororo mporpamu Abinit. Jlms
KpaImoro OmHCy CWIBHO CKOpelaboBaHHMX 3d enekTpoHiB enemeHTa T OyB 3acTocoBaHWi TiOpumHuil 0OMIHHO-KOpEIALiHHUN
¢ynkuionan PBEO 3 gomimkoro oOMmiHHOTO moteHmiana Xaptpi-Doka, y sKoMy BiACYTHS caMOZis HUX enekTpoHiB. Ha ocHOBi
OTPUMaHHX €JICKTPOHHHX T'YCTHH, IOJIPH30BAHHUX 32 CIIHOM, OyJIM BU3HAYEHI TaKOXK 1 MAarHITHI MOMEHTH HaJKOMipok. BussieHo
3HAYHMH BIUIMB THCKY Ha IapaMeTpH €NEeKTPOHHUX €HepreTHYHHX 30H. Tak, imeampHUi MaTepian ZnTiSe 3a HyJIBOBOTO THCKY €
MeTaJIoM JUIsl OOMIOX 3HAYeHb CIIiHa, ajie MiJ Ai€0 THCKYy BiH CcTae HamiBIIpoBigHUKOM. Llel sxe Marepias 3 TOUKOBUM Ae(EKTOM,
TOOTO BaKaHCIEH HA BY3Ji aToMa Zn, BUSBIISLE BIACTHBOCTI HAMIBIPOBIIHUKA Ui OOUABOX OPIi€HTAIlIl CIiHA 32 HYJIBOBOTO THCKY.
BusiBneHo, 110 BakaHCii TOKOPIHHO 3MIHIOIOTh MapaMeTpH CNIEKTPOHHUX SHEePreTMYHUX 30H. MarHiTHIi MOMEHTH HAJKOMIPKH, SIK
iHTerpajbHi BEJIMYNHU TOJISIPHU30BAHUX 32 CHIHOM TyCTHH €JEKTPOHHHX CTaHiB, TAKOXK BiJOOpaxaroTh Iii 3MiHM. Tak, y marepiaii

ZnTiSe 6e3 pehexTiB MAarHiTHi MOMEHTH HAJKOMIPKM CTaHOBILITE 1.92, 2.0 Ta 2.0 4 , 32 Tuckis 0, 21 ta 50 GPa, Toxi sx Tomy x

marepiaii 3 BaKaHCI€I0 BiAnOBiAHi 3uauenus craHoBiATH 0.39, 0.02 ta 0.36 4 . Ineanbuuii Marepian ZnVSe 3a HyJILOBOIO THCKY

TaKOXK € METajoM JUIsi OOMJBOX 3HAUCHH CIIIHOBOTO MOMEHTY, ajle 3a HasBHOCTI KAaTIOHHOi BakaHCii BiH € XapaKTepHU3yeThCs
TICEBIOIIUIMHOIO, OCKIIBKY piBeHs DepMi JToKaTi30BaHUN y BEpXHiil YacTHHI BaleHTHOI 30HH. [neansHi kpucramu ZnFeSe ta ZnNiSe
XapaKTepH3yIOThCS MOAIOHUMHU 3aJIEKHOCTSIMH BiJl THCKY IapaMeTpiB eIEKTPOHHUX SHEPreTHYHUX 30H Ui 00MABOX cmiHiB. OqHaK
1l K MaTepiayii 3 KaTiIOHHOIO BaKaHCI€I0 XapaKTepH3YIOTHCS IS CIiHIB Bropy piBHeM depMi, 3aHypeHNM y BaJICHTHY 30HY.
Kuarouosi ciioBa: ZnSe, momimka 3d, kaTioHHA BakaHCisl, €IEKTPOHHI BIACTHBOCTI, CIiH, MarHiTHUH MOMEHT, CHJbHI KOpessuil,
ribpunHuii QyHKIIOHA.
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PEDOT: PSS thin films are widely used as transparent coatings in flexible semiconductor devices including solar cells. However, they
are not widely used as transparent coatings in combination with crystal substrates. This work shows the possibility of using PEDOT:PSS
thin films as a frontal transparent conducting layer in hybrid organic-inorganic Schottky type heterojunctions of the
PEDOT:PSS/n-CdTe, which were prepared by deposition of PEDOT:PSS thin films (using the spin-coating method) on crystalline
cadmium telluride substrates. The current-voltage (in a wide temperature range) and capacitance-voltage (at room temperature)
characteristics of heterojunctions were measurement and analyzed. It has been established that PEDOT:PSS/n-CdTe heterojunctions
have good diode properties with a high rectification ratio RR=10°, a potential barrier height go = 0.95 eV, and series Rs = 91 Ohm and
shunt Rsh = 5.7 x 107 Ohm resistances. Analysis of the forward branches of the 1-V characteristics of heterojunctions showed that the
dominant charge transfer mechanisms are determined by the processes of radiative recombination at low biases (3kT/e <V <0.3 V) and
tunneling through a thin depleted layer at high biases (0.3 V <V <0.6 V). Capacity-voltage characteristics are plotted in the Mott-
Schottky coordinate, taking into account the influence of series resistance, measured at a frequency of 1 MHz. Used the C-V
characteristic was determined the value of the built-in potential Vc = 1.32 V (it correlates well with the cutoff voltage determined from
the current-voltage characteristics) and the concentration of uncompensated donors in the n-CdTe substrate Np-Na = 8.79 x 104 cm,
Although the photoelectric parameters of unoptimized PEDOT:PSS/n-CdTe heterojunctions are low, their photodiode characteristics
(Detectivity D*> 10%2 Jones) are very promising for further detailed analysis and improvement. The proposed concept of a hybrid
organic-inorganic heterojunction also has potential for use in inexpensive y- and X-ray detectors.

Keywords: PEDOT:PSS, CdTe, heterojunction, photodetector, current transport.

PACS: 68.65.Pq, 68.55.Jk, 68.37.Hk, 68.37.—d, 71.20.—b, 71.20.Nr

For a long time, many scientific laboratories have been developing the technology to obtain high-quality crystals of
cadmium telluride CdTe and study their physical properties. This material attracts materials scientists and device
engineers involved in the development of new types of semiconductor devices for various applications.

Cadmium telluride (CdTe) is a direct-gap semiconductor of the A"BY' group with a wide bandgap of 1.49 eV at 300
K [1,2]. Currently, CdTe semiconductor crystals find their application in different optoelectronic devices: solar cells,
lasers, photoresistors, and ionizing radiation detectors [3-5].

Among the conductive polymers, PEDOT:PSS (polyenidoxythiophene) is widely used in organic and hybrid
perovskite optoelectronics [6,7]. It can also replace transparent conductors such as ITO or FTO and is widely used on
flexible substrates [8-10]. This degenerated p-type organic semiconductor is particularly interesting due to the synergy of
its optical and electrical properties with the advantages of simple, low-cost solution processing.

So far, PEDOT:PSS films were used to fabricate ohmic back contacts to CdTe thin-film solar cells [11]. This is
possible because of the large work function of PEDOT:PSS films close to that of p-type CdTe.

This contribution is the first to report on employing PEDOT:PSS thin films as the front transparent functional layer
in a Schottky-type hybrid organic-inorganic heterojunction PEDOT:PSS/n-CdTe.

EXPERIMENTAL DETAILS

The heterojunctions were fabricated by spin-coating PEDOT:PSS water suspension at room temperature on freshly
cleaved n-CdTe substrates (3.5x3.5x0.7 mm?®) at 2000 rpm. Afterward, the samples were annealed in air at the temperature
of 370 K.Properties of the CdTe crystals are described in our previous paper [12].

The front electric contact to the PEDOT:PSS thin films was formed by using a graphite conductive paste. During
the formation of the back electrical contact to the single-crystal n-CdTe substrate, a copper layer was deposited via the
reduction from an aqueous solution of copper sulfate, followed by the thermal evaporation of indium [13].

A schematic representation of the fabricated photosensitive hybrid organic-inorganic heterostructures
PEDOT:PSS/n-CdTe is shown in Figure 1la. The energy diagram of the PEDOT:PSS/n-CdTe heterojunction, built
according to the Anderson model [14] is shown in Figure 1b. The energy parameters of the semiconductor components
of the heterojunction were taken from the literature [5,14-17].
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The current-voltage characteristics of the heterojunctions were measured according to the standard method using a
Keysight B2985A precision Femto/pico-amperemeter in combination with a voltmeter Agilent 34410A. The measurements
of the capacitance-voltage (C-V) characteristics of the heterojunctions were completed by an LCR Meter BR2876.

Figure 1. a) a schematic representation of the PEDOT:PSS/n-CdTe heterojunction photodiode; b) energy diagram of the
PEDOT:PSS/n-CdTe heterojunction at zero bias: EqPEPOT-PSS= 1.6 eV, yrepot:pss = 3.6 eV, Apepor:pss = 5.1 eV, EgC9Te = 1.5 eV,

ycdte = 4.28 €V, Acate = 4.38 eV APPEPOTPSS = 0.1 eV, Apn®T®=0.1 eV, 4E:=0.68 eV, 4Ey=0.58 eV, po=0.72 eV.

RESULTS AND DISCUSSIONS
Electrical properties of the PEDOT:PSS/n-CdTe heterostructures
Figure 2a reveals dark current-voltage characteristics of the hybrid heterojunctions PEDOT:PSS/n-CdTe. The work
function difference between the PEDOT:PSS (5.1 eV) [17] and n-CdTe (4.38 eV) [5] resulted in a potential barrier for
charge transport at the heterojunction interface with a high rectification ratio RRy = 10°.

Figure 2. a) |-V characteristics of the PEDOT:PSS/n-CdTe heterojunctions (the inset: temperature dependence of the potential-
barrier height); b) Forward branch of the I-V characteristics in a semi-logarithmic scale, taking into account the effect of series and
shunt resistance; ¢) The tunneling current transport through the heterojunction under investigation at reverse bias.
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Extrapolating the linear parts of the I1-V characteristics towards their interception with the voltage axis allows to
determine the height of the potential barrier at the PEDTO:PSS/n-CdTe heterojunction interface at different temperatures
@o = eVhi, where Vy,; is the built-in voltage, (see the inset in Fig. 2a). We have found that the temperature dependence of
the potential-barrier height at the PEDOT:PSS/n-CdTe heterojunction is well described by the linear equation [12]:

$(T)=6,(0)-5,T, )

where 8, = -3.5 - 10 eV/K is the temperature coefficient of the potential-barrier height and ¢o(0) = 1.98 eV is the
potential-barrier height of the investigated heterojunction at the absolute zero temperature.

The series resistance Rs= 91 Ohm and shunt resistance Rs,=5.7-107 Ohm of the organic-inorganic heterojunction
photodiode PEDOT:PSS/n-CdTe were established from the voltage dependence of its differential resistance Rgir at room
temperature [18,19].

Charge transport mechanisms

Figure 2b shows the forward branches of the I1-V characteristics of the hybrid PEDOT:PSS/n-CdTe heterojunction
in the semi-logarithmic scale In[l-(V-IRs)/Rs] = f (V-IRs). The plot consists of two linear sections, that indicates an
exponential dependence of current on voltage and the presence of two dominant charge transport mechanisms within the
considered voltage range. The values of the ideality factor n (AIn[1-(V-IRs)/Rs]/A(V-IRs) = e/nkT) [20,21] for two voltage
regions are shown in Figure 2b.

First, consider the voltage range (3kT/e<V<0.3 V). In this range, the measured |-V characteristics can be governed
by the standard equation, which takes into account the effect of the series Rs and shunt R resistance [22]:

21 e SV IR ], VR @
’ nkT Ro(T)

where lg is the saturation current, n is the ideality factor, k is the Boltzmann constant and T is the absolute temperature.
The value of the nonideality factor changes from 1 to 2 with increasing temperature, which suggests that the current
in this voltage range is well described by the emission-recombination model of current transport [15,20].
Now let us consider linear sections in the voltage range V > 0.3 V. The large nonideality factor n> 2 provides
evidence on the tunneling model of charge transport. At large forward bais the space charge region becomes thin enough
for direct tunneling and the I-V characteristics are well described by the Newman formula [12,14]:

I =17exp(yT)exp[a(V — IR) ] =l exp[a(V - IR,)], ®3)

where 1°=2.3 - 102 A, a=11.8 eV, y = 3.7 -10"2 K''are constants.

In the case of an abrupt junction, the expression for the tunneling current at reverse bias has the form (4). Therefore,
according to equation (4), the appearance of the reverse branches of the |-V characteristics as straight lines in the
coordinates Inlrey = f((o - V)2 (Figure 2c) confirms the dominance of the tunneling mechanism of current transport at
reverse bias [23].

bO
Irev ~ &, exp[m] (4)

where ag and by are the voltage-independent parameters.

Figure 3. a) I-V characteristic of the PEDOT:PSS/n-CdTe heterojunction in the dark and under the white light illumination with the
intensity of 80 mW/cm?; b) voltage dependence of responsivity (R). The inset reveals the voltage dependence of detectivity (D*).
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Photoelectric properties
Figure 3a reveals the dark and light 1-V characteristics of the hybrid heterojunction PEDOT:PSS/n-CdTe. The
photovoltaic parameters of the heterojunction are the following: open-circuit voltage Vo = 0.47 V, short-circuit current
Isc = 1.3 mA/cm?, and fill factor FF = 0.31 under white light illumination with the intensity of 80 mW/cm?.
The photodiode characteristics of the heterojunction can be quantified via its responsivity (R) and detectivity (D)
in the shot noise-limited case [24,25]:

R:(l light — |dark)/Popt, (5)
D*:(RS/qudark)UZ, (6)

Where S is the photodetector area.

The responsivity R increases at larger reverse bias due to the widening of the depletion region, thus, improving the
efficiency of separating photoinduced charge carriers (see Fig. 3b). The specific detectivity D" describes the normalized
radiation power required to obtain a signal from the photodetector at the noise level, remains relatively constant within
the all tested range of reverse bias due to the counter compensating between the increasing lgark and increasing R.

C-V characteristics
Figure 4a shows the capacitance-voltage characteristics of the hybrid heterojunction PEDOT:PSS/n-CdTe, the
measurements were carried out at room temperature, in the frequency range 20 kHz - 1 MHz in the parallel RC circuit
mode, the alternating current amplitude was 20 mV. Since part of the applied DC bias is dropped across the series
resistance, so its effect was accounted for as follows: Veor=V-IR.

Figure 4. a) C-V characteristics of PEDOT:PSS/n-CdTe heterojunction at room temperature b) C-V characteristics in Mott-
Schottky coordinates; c) Mott-Schottky dependence, measured at the frequency of 1 MHz: measured capacitance Cm, corrected
capacitance by the effect of the series resistance C.

Let us consider the frequency dependence of the measured capacitance-voltage characteristics. It was shown in
[26,27] that surface and bulk traps affect the measured capacitance Cr, only at low frequencies while they can still follow
the AC test signal. Thus, measuring C-V characteristics at high frequencies can mitigate the excessive capacitance
originated from charging and discharging traps. At the same time, the series resistance parasitic contribution to the
measured capacitance becomes more apparent with the increase of frequency (Fig. 4a). Therefore, the increase of the
slope of the Mott-Schottky dependence in the frequency range 20 — 500 kHz dominantly results from the reduced
capacitance originated from the charging-discharging surface and bulk traps. However, in the high-frequency range 500
kHz — 1 MHz, the parallel shift of the Mott-Schottky dependence is caused almost purely by the parasitic effect of the
series resistance (Fig. 4b).
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Since the effect of traps is negligible at the high frequency of 1 MHz, it is possible to analyze the C-V characteristics
in this frequency range using a simplified equivalent circuit (the inset in Fig. 4c). The barrier capacitance of the
heterojunction is calculated using the following formula, which accounts for the parasitic effect of the series resistance
on measured high-frequency capacitance[27]:

%
C2- 2R w* — \/(c,;f ~2R20*) ~4R!0'

C= 2R’ 0" ' )

Plotting the high-frequency Mott-Schottky dependence, corrected by the effect of the series resistance (Fig. 4c),
allows proper analysis of the height of the potential barrier and the concentration of uncompensated donor centers in the
CdTe substrate. By extrapolating the linear part of the corrected Mott-Schottky dependence toward the intersection with
the voltage axis, we determine the value of the built-in potential V. = 1.32 V that is in good agreement with the value of
the built-in potential determined from the 1-V characteristic of the heterojunctions Vi = 1.32 V.

According to the Donelly-Milns model [28], this is clear evidence of a high-quality heterojunction interface between
the PEDOT:PSS layer and the n-CdTe substrate without charged interface defect states.

Having taken into account that the space charge region is almost entirely located in the CdTe substrate, the voltage
dependence of the barrier capacitance can be expressed by the following equation [13]:

e’e,e,N, —N
CZS\/ gngo D A (8)

2(¢y—e(V-1IR)) '

Where S is the area of the heterojunction.
The density of uncompensated donors can be determined from the slope of the Mott-Schottky dependence [13]:

Ny - N, =—

. 9)

S’ee, &,

The determined densities of uncompensated donors in the base material for linear regions at a reverse bias
(Figure 4c) are 8.79x10%cm3,

CONCLUSION

The possibilities of using solution-processed PEDOT:PSS thin films for the fabrication of photosensitive hybrid
organic-inorganic heterojunctions PEDOT:PSS/n-CdTe were experimentally revealed in this study.

It was established that PEDOT:PSS/n-CdTe heterojunctions possess quite decent diode properties with a high
rectification ratio RR =~ 10°, the height of the potential barrier go = eV = 0.95 eV and the values of the series Rs =91 Q
and shunt resistance Ry =5.7 - 107 Q.

The analysis of the forward branches of the 1-V characteristics of the heterojunctions has shown that the dominant
mechanisms of charge transport are defined by emission-recombination processes at a low bias (3kT /e <V < 0.3 V) and
tunneling through the thin depletion layer at large bias (0.3V <V < 0.6 V).

Mott-Schottky dependence, measured at the frequency of 1 MHz and corrected by the effect of the series resistance,
was used to determine the built-in potential V¢ = 1.32 V (in good correlation with the cut-off voltage of the measured I-V
characteristics) and the concentration of uncompensated donors in the n-CdTe substrate Np-Na = 8.79x10%cm 3,

Although the photovoltaic parameters of the unoptimized PEDOT:PSS/n-CdTe heterojunctions are low, their
photodiode performance is quite promising for further detail analysis and improvement. The proposed concept of a hybrid
wide-bandgap organic-inorganic solution-processed Schottky-type heterojunction also has potential for applications in
low-cost y- and x-ray detectors [29].
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EJEKTPUYHI TA ®OTOEJEKTPUYHI BJACTHBOCTI OPTAHIYHO-HEOPT AHIYHUX
TETEPOIIEPEXOJIB PEDOT:PSS/n-CdTe
I'.T1. Mapxomenko?, M.M. CoaoBan?, A.l. Mocrosuii?, |.T. Opaeuskuii?, B.B. Bpyc”
8Kagpedpa enexkmponixu i enepeemurxu, Yepniseyvkuii nayionanonuti ynisepcumem imeni FOpis @edvkosuua
58012, Yepnisyi, Yrpaina
bKagpedpa pisuxu, Yuisepcumem Haszapbaesa, 010000, Hyp-Cynman, Kazaxcman

Tonki sk PEDOT:PSS 3naiinmm mmpoke BUKOPUCTaHHS B IKOCTI IPO30PHX IOKPHUTIB B THYYKHX HAIIBIPOBIIHUKOBUX MpHIIafax
B TOMY YHCJI COHSYHHX eJleMeHTax. [IpoTe BOHM JOBOJII MaJ0 BUKOPHCTOBYIOCS B SIKOCTI MPOCBITIIOIOYNX OKPUTTIB B IIO€AHAHHI 3
KPHUCTAITIYHUMU IiAKIagKkaMu. B naniit po6oTi moka3aHo MOIIMBICTh BUKOpUCTaHHS TOHKHX m1iBok PEDOT: PSS sk ¢ponTansHoro
[PO30pOro MPOBiTHOTO APy B FiOPUIHKX OpraHiyHO-HeopraniuHux rereporepexonax tuiy lorrki PEDOT: PSS/n-CdTe, siki Gynu
BHTI'OTOBJICHI IIIAIXOM HaHeCeHHs TOHKUX I1iBok PEDOT: PSS (BUKOPHCTOBYHOYM METOJ CIIIHKOYTHHTY) HA KPUCTAIYHI i IKIaIKN
TeaypHuay Kajamio. BHMIpsiHO Ta mpoaHanmi3oBaHO BOJbT-aMIepHi (B IIMPOKOMY jiama3oHi TeMreparyp) Ta BonibT-(apagsi (mpu
KIMHATHIN TeMIepaTypi) XapaKTepHCTUKH reteporepexoais. BeranosneHo, mo rereporepexoan PEDOT: PSS/n-CdTe Bomoairots
XOPOIIMMH [iOJAHHMM BJIACTHBOCTAMH 3 BHMCOKMM Koedimieatom sumpsmiens RR=10°%, BucoTolo mnoreHuianbHOro 6ap'epy
@0 =0,95 eB Ta 3HagennsmMu nocmigoBHoro Rs=91 Owm i mryntyrodoro Rsh = 5,7 x 107 Om omnopis. Amamis npsmux riok BAX
reTepoIepexo/IiB MOKa3as, 110 JOMIHYI0Ui MEXaHi3MH IIepPEeHOCY 3apsay BU3HAYAIOTHCS MIPOLECaMH BHIIPOMIHIOBAILHOT pekoMOiHaIIil
npu Masinx 3mitensx (3kT/e <V <0,3 B) ta TyHenoBaHHS yepe3 TOHKHI 36i1HeHuit map npu Benukux 3mimensix (0,3 B <V<0,6 B).
BonbT-apaTHi XapakTepucTuky modynosaHi B kopauHatax Motra-11IoTTKi 3 BpaXyBaHHSAM BIUIMBY IIOCIIIIOBHOTO OIOPY, BUMIpSHI
npu dactoti 1 Ml 3 BOX Oyso BU3HAUCHO BeinuuHy BOyaoBaHoro morteHmiany Ve= 1,32 B (ska qo6pe KOpemoe 3 Halpyrorw
Bi/ICIYKM BH3HAYCHOIO 3 BOJBT-aMIIEPHUX XapPAKTEPUCTHK) Ta KOHIICHTPAIIF0 HE3KOMIICHCOBAaHUX MAOHOPIB y miakiaami n-CdTe Np-
Na =8,79 x 10% cm 3. Xoua (oTOeeKTpUUHi MapaMeTpu HEONTHMi30BaHuX reTeporepexonis PEDOT:PSS/N-CdTe mnusbki, ix
(oronionni xapakrepucTuku (aeTekTuBHicTs D> 10 JI3K0HC) € J0CHTD IIEPCIIEKTUBHAMM JUIs TIOAAJIBIION0 IETAILHOIO aHaNi3y Ta
BIOCKOHAJICHH. 3alpOIIOHOBAaHA KOHIIETIIiS TIOPHIHOTO OpraHiuHO-HEOPraHiqHOTO TeTeponepexony Tuiy aioaa IIoTTki, Takox Mae
TIOTEHI[IaJ AJIsI 3aCTOCYBAHHS B HEOPOTUX Y- Ta PEHTTEHIBCHKUX JETEKTOpax.

Kuarouosi ciioBa: PEDOT:PSS, CdTe, rerepomnepexii, GporoaeTekTop, MEXaHi3MU CTPYMOIIEPEHOCY .



49

EAsT EUROPEAN JOURNAL OF PHysiIcs. 4. 49-58 (2021)
DOI: 10.26565/2312-4334-2021-4-05 ISSN 2312-4334

FAMILY OF THE ATOMIC RADIAL BASIS FUNCTIONS OF THREE INDEPENDENT
VARIABLES GENERATED BY HELMHOLTZ-TYPE OPERATOR?

Denys O. Protektor
V.N. Karazin Kharkiv National University
4, Svoboda Sq., Kharkiv, 61022, Ukraine
Corresponding Author: d.protector@karazin.ua
Received September 24, 2021; accepted November 24, 2021

The paper presents an algorithm for constructing the family of the atomic radial basis functions of three independent variables
AHorp, (x,,X,,%;) generated by Helmholtz-type operator, which may be used as basis functions for the implementation of meshless
methods for solving boundary-value problems in anisotropic solids. Helmholtz-type equations play a significant role in mathematical
physics because of the applications in which they arise. In particular, the heat equation in anisotropic solids in the process of numerical
solution is reduced to the equation that contains the differential operator of the special form (Helmholtz-type operator), which includes
components of the tensor of the second rank, which determines the anisotropy of the material. The family of functions
AHorp, (X,,X,,%;) is infinitely differentiable and finite (compactly supported) solutions of the functional-differential equation of the
special form. The choice of compactly supported functions as basis functions makes it possible to consider boundary-value problems
on domains with complex geometric shapes. Functions AHorp, (X;, X,,%,;) include the shape parameter k , which allows varying the
size of the support and may be adjusted in the process of solving the boundary-value problem. Explicit formulas for calculating the
considered functions and their Fourier transform are obtained. Visualizations of the atomic functions AHorp, (x;,X,,X,) and their first
derivatives with respect to the variables x, and x, at the fixed value of the variable x, =0 for isotropic and anisotropic cases are
presented. The efficiency of using atomic functions AHorp, (x,,X,,X,) as basis functions is demonstrated by the solution of the non-
stationary heat conduction problem with the moving heat source. This work contains the results of the numerical solution of the
considered boundary-value problem, as well as average relative error, average absolute error and maximum error are calculated using
atomic radial basis functions AHorp, (x;,X,,X;) and multiquadric radial basis functions.

Keywords: atomic radial basis function, Helmholtz-type operator, meshless methods, boundary-value problems, anisotropic thermal

conductivity.
PACS: 02.60.-x, 44.10.+i

Currently, meshless methods for the numerical solution of boundary-value problems are being actively
developed [1-5]. In particular, methods that implement the approximation of a differential equation in the strong form
(collocation methods) using compactly supported radial functions as basis [6-10]. The use of compactly supported radial
basis functions leads to a sparse interpolation matrix and allows effectively avoiding ill-conditioning, and therefore,
reduces computational costs. However, the lower order of accuracy of compactly supported radial basis functions
compared to global supported functions is a serious obstacle to their practical use.

New opportunities for the practical implementation of meshless schemes appear with the use of atomic radial basis
functions. The discovery of classes of atomic functions is due to Rvachev V. L. and Rvachev V. A. [11], who constructed
the simplest one-dimensional atomic function up(x) in 1971. The special properties of the function up(x) (infinite

differentiability and compact support) made it possible to construct algorithmically simple computational schemes for
solving problems of interpolation and approximation of functions [12]. These functions were used to solve boundary-value
problems through the application of variational methods. The expansion of the concept of atomic function in case of many
independent variables was presented in the works of Kolodyazhny V. M., Rvachev V. A. and Lisina O. Yu. [13-17]. Atomic
functions generated by various differential operators such as the Laplace, Helmholtz, Klein-Gordon, biharmonic operator,
etc. have been constructed. The obtained atomic radial basis functions have demonstrated their efficiency in the numerical
solution of unsteady heat conduction problems in isotropic solids using meshless schemes [18,19].

Currently, there are many natural and synthetic materials, whose thermophysical properties depend on the direction;
they are called anisotropic materials. Common examples of anisotropic materials are crystals and single crystals, steel
and alloy billets (rolling, stamping), fibrous materials and thin films, fiber reinforced plastics, quartz, graphite, etc. In this
case the heat equation in anisotropic solids in the process of numerical solution is reduced to the equation that contains
the differential operator of the special form (Helmholtz-type operator), which includes components of the tensor of the
second rank, which determines the anisotropy of the material.

The study of heat conduction processes in anisotropic solids is a major focus of modern engineering research in the
energy, machine-building, nuclear and other industries.

T Cite as: D. Protector, East. Eur. J. Phys. 4, 49 (2021), https://doi.org/10.26565/2312-4334-2021-4-05
© D.O. Protektor, 2021
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Goals of article is constructing family of the atomic radial basis functions generated by Helmholtz-type operator,
which extends the subclass of functions used as basis functions in the implementation of meshless methods for solving
boundary-value problems in anisotropic solids.

THE CONSTRUCTION ALGORITHM
Consider algorithm for constructing family of the atomic radial basis functions of three independent variables, which
are the solution of the functional-differential equation of the following form:

LOKOU0G, X, %) = 5700, %, %) = A[Julk(x = &), k%, = &), k(% = &))d@+ (ke ke, k), (1)
o
where L(K)-o% = Z Ki= 5= a — Helmholtz-type operator; K =[K; ] _ ., — Symmetric positive definite tensor
i,j=1 ==

of the second rank, which determines the anisotropy of the material; 02 — boundary of the sphere of radius

3
r :Z;2 =12, r =r (k)= K lel k — shape parameter; A, u — parameters whose values are determined from the

condition guaranteeing the existence of the compactly supported solution of equation (1); 6> — parameter of the
Helmholtz-type operator.
Apply the three-dimensional Fourier transform to equation (1):

+00 +00 +00

J' I j[L(K)u(xi,xz,xs)—ézu(xl,xz,x3)]e"('lxl“zxﬁwd><1dx2dx3:

@
=2[[] { [Julkq - &)k = £,),k(x, —é»dmuu(kxl,kxz,kx3)}e'i<‘1*1+‘z*z+‘3*3’dxldxzdxa-

oQ

—00 —90 —0

Denote by U (t,,t,,t,) the result of applying the three-dimensional Fourier transform to the function u(x,, x,, x,) :

+00 +00 +00

U (ti,tz,tg) — J. J‘ J‘ u(xl’ X2, Xs)efi(tlxlﬁzXz+t3><3)dx1dx2dx3l

—00 —00 —00

Let k(x,—¢&)=n,, 1=12,3, inthis case x :%+§i . On the right-hand side of equation (2), we change the order

of applying the operation of integration over the surface of the sphere and the operation of the three-dimensional Fourier
transform. As a result, equation (2) can be rewritten as

—(Kutf + Kot + Kt + 2Kty + 2K atty + 2Kt U (1) = 5U (8, 1, 1,) =

+00 400 400 A \ \ +4 [+t %@Z +y ”?Hga T T ot 3)
AT e )

After applying the three-dimensional Fourier transform on the right-hand side of equation (3), we obtain

_( Kipt? + Kooty + Koty + 2K, b, + 2K gtt + 2K byt + 62 )U (t.t,t) =

4
k3 (E 'i( kj|:/1J‘J‘e|(tl§1+tzfz+t3§s da)+,u:| ( )

For further solution, it is necessary to consider the integral over the surface of the sphere 6Q: &2 + &2 +£2 =12 on
the right-hand side of equation (4). It should be noted that the exponent of the integrand represents the dot product of two
vectors T = (t,,t,,t,), 2=(&,5,.5,).
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We will assume that the vector T is directed along the z-axis of the Cartesian coordinate system in which the sphere

2Q is defined, and the vector = is directed along the radius vector that describes this sphere. To simplify the integration
procedure, we introduce spherical coordinates as x =rsinédcosg, y=rsindsing, z=rcose. This representation
allows the surface integral to be rewritten in the form

2z 7w

2r
s . 22 2 [p2. 2 2 B i 22 2 ;
J’J‘e I(tl§1+[z§z+'[3g3)da) _ rkz J‘ J‘e @+ +8 & 483+ coso sinod Qd(p _ rkz J' J'e i\t +15 +t3 cosg sinodad 0. (5)
oQ 00 00

The implementation of the integration procedure in (5) leads to the representation of the integral as the elementary
function

: fi2 2 2
J‘je-i(tlglnzgznsgs)da) _ 47”2 sinr tl +t2 +t3
= T ————.
e A2+t +

Based on the above, equation (4) can be rewritten as follows

Lt , sinn 8+t +t2
U Agr? TN 2 73
A Jt2+t2 +t2 (6)

k'k'k
u(,t,t,)=- .
4t 4) K (Kt + Kpt? + Kogt? + 2K bt + 2K bty + 2Kt t, +57)

In order for the expression in braces to be an entire function, we will use the possibility of choosing the parameter
4, considering that t7+t+t0 >0, K t2+ Kt + KtZ + 2K, tt, + 2Kt + 2K qt,t, > 0. In  this  case

A .
U= _EMK sin(r,io) .

The structure of equation (6) makes it possible to represent the ratio
f(x)=C(x)f (ﬁj
a

where f (gj , C(x) - functions which are analytic everywhere on the numerical axis, a >0, a=const, C(0) =1,

f (0) =1, in the form of the infinite product [16]: f(X) = Hc[ihj . Thus, equation (6) can be written in the following
h-o \a

form:

-
k 2 2 2
SIN At +15 + 1

u—A4rr’ i
k 2 2 2
» kT b+t +1 @)
Uit t)= K2+ Ko t2 + K2 + 2K tt, + 2K, Lt + 2K, bt '
h0k3( 1ll+ ZZZ+ 333+ th12+ 13t13+ 2323+52]
k2h

To ensure the convergence of the infinite product (7), we choose the parameter A from the conditions: h=0,
(ko)
A, (sin(ris)+ris)

2+t +12 >0, Kut? + Kth + Kgt? + 2Kt + 2K tt, + 2K, tt, — 0, inthis case 4 =—
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Based on the generalization of the Paley-Wiener theorem [20] for the multidimensional case and the Polya-
Plancherel theorem [21], we establish that the function u(x,, x,,X;) is an infinitely differentiable compactly supported

function, for which the Fourier transform U (t,,t,,t,) is represented by the rapidly decreasing entire function of
exponential type at t>+t2 +t7 > o0, K t7+K,t7 + K,t? + 2K tt, + 2K tt, + 2K, t,t, — o0 . Thus, as a result of

applying the inverse Fourier transform to expression (7), we obtain the required finite function (the support of this function
will be the sphere of unit radius). This function will be denoted by AHorp, (X, X,,%;), and will be called the atomic

function.
From the above it is clear that the Fourier transform of the function AHorp, (x,,X,,%;) is

o
sin— \Jt2 +t7 +t
w4tz k

, T % tf+t; +t] (8)
AHGp, (t,,t,,t,) = .
e n=0 3 ( K]_]_tlz + Kzztz2 + K33t32 + 2Kt + 2Kt +2K,tt + 52)

kZh

Function AHorp, (X, X,,X,) is even with respect to its variables and can be expanded in the triple Fourier series

AHorp, (X, X,, X;) = i i 2,4, COS(P7X;) COS(GTX,) COS(r TXy), ©)

o0
p=09=0 r=0

in which the Fourier coefficients are calculated by the following formulas:

—00 —00

B0 = %T AHorp, (0,£,,0)cos(q7¢, )d&,;
- (10)

+00 +00

By =%J. J' AHorp, (0,¢,,&;)cos(qzs, )cos(rzé, )d&,dé;;

—00 —0

+00 +00

A, :%J‘ .[ AHorp, (£,0,&;)cos( prg, )cos(rzg, ) d&ds;;

—00 —00

l +00
B =7 j AHorp, (0,0,&;)cos(rz&,)d&,;

+00 +00 +00

By = f I j AHorp, (&.&,.&;)cos( pré, )cos(grs, )cos(ras, ) d&d &, ds,,
where p,q,r=12,...
It is clear that, since the function AHorp, (x,,X,,%,) is finite, supp AHorp, e[-1,1]x[-11]x[-11] and even with

respect to variables x,,X,,X,, in the expressions for the Fourier coefficients (10), improper integrals can be replaced by

definite integrals, and integrands can be replaced by exponential functions. These transformations make it possible to
rewrite the Fourier coefficients (10) of series (9) in the following form:
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_1
8g00 = g’
1 1
g = 4J AHorp, (&,0,0)e™4d¢, =—AHorpk(p7r 0,0);
-1
11
1 —|p7f§1 —iq7g, 1
840 :EH AHorp, (£,,£,,0)e P e " d&d s, = AHorpk (p7z,q7,0);
-1-1
15 1
8y = ZI AHorp, (0,,,0)e **d¢, =ZAH6|’pk(0,qﬂ,O);
-1
1t o 1 (11)
Qoqr = EJ- _[ AHorp, (O'52’53)eflq;@e-|m§3d§2d§3 = EAHGFpk (0* az, r”);
“1-1

-

11
7I 7T —irm 1 ~
2y, = —I J' AHorp, (&,0,&)e ™™ e ™ dEd e, = 5 = AHofp, (pz,0,r7);

-1-1
1

I'\)

1 —|r7r

Qo = ZJ' AHorp, (0,0,&;)e "™ d¢, ——AHorpk (0,0,rx);
1 _1 1

8, = | [ [ AHorp, (&.5,&)e " e e ™ dEd g, dé, = AHOMp, (pr, 07, r7),
—1-1-1

where p,q,r=12,...
Functions AHorp, (x, X,,X%,) form the family of atomic functions that are generated by the differential operator

L(K)-5?%. Fig. 1 shows the visualization of the function AHorp, (x,,X,,X,) at the fixed value of the variable x, =0 for
isotropic (a) and anisotropic (K,, =0.5,K,, =1.5,K,, = 2.0,K,, =K ; = K,; =0) (b) cases.

lorpi(z1, 22,0)

14

15 = 12
g 10
10 & 8
S 6
= s
A ~ A
T9 B v To B v
0.5 -0.5 21 0.5 -0.5 7
1 1 1
(a) Isotropic case (b) Anisotropic case

Figure 1. Visualization of the function AHorp,(x,,X,,%,) at the fixed value of the variable x, =0 for isotropic (a) and anisotropic (b)

cases.

Theorem 1. The family of atomic functions AHorp, (X, X,, X;) , which are solutions of the functional-differential equation
(1) with the values of the parameters

(k)i
4zt (sin(rid)+is)

4 . .
u :—ﬁﬂrk sin(ris); A=-
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are finite, infinitely differentiable functions with support in the form of the sphere of unit radius, normalized by the

condition I jj AHorp, (,, X, X;)dx,dx,dx; =1, which are represented in the cube: [-11]x[-11]x[-11] by the

Fourier series (9) with the coefficients (11). The Fourier transform of functions AHorp, (X, X,,X;) (8) is rapidly
decreasing function of exponential type at t? +t7 +t> — o0, K, t7 + K, t2 + K ,tZ + 2K tt, + 2K tt, + 2K, t,t, — 0,

Fig. 2 shows the visualization of the first derivatives of the function AHorp, (X, X,,X;) with respect to the variables
X, and x, at the fixed value of the variable x,=0 for isotropic (&)-(b) and anisotropic
(K =05K,, =15K; =2.0,K, =K, = K,; =0) (c)-(d) cases.

60 > 60
—~ A —~
S| a0 //-ﬂ,;\ ST
D | D |
-60 -60
1 1
0.5 1 0.5 1
0 0.5 0 0.5
T9 i 0 Ty e 0
0.5 05 2 0.5 -0.5 )
1 -1 -1-1
(a) Isotropic case (b) Isotropic case
40 A
Y ; o
S ) i
S / i = an A
| D |
-40
1 1
0.5 1 0.5 1
0 0.5 0 0.5
T2 - 0 T2 - 0
0.5 05 . 0.5 05 2
1 -1 1 -1
(c) Anisotropic case (d) Anisotropic case

Figure 2. Visualization of the first derivatives of the function AHorp,(x,,X,,%;) with respect to the variables x, and x, at the fixed
value of the variable x, =0 for isotropic (a)-(b) and anisotropic (c)-(d) cases.

Fig. 3 shows the visualization of the function (L(K) —52)AHorpk(x1, X,,X%,) at the fixed value of the variable
x, =0 for isotropic (a) and anisotropic (K, =0.5,K,, =1.5,K,; =2.0,K, = K, =K,, =0) (b) cases.
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(a) Isotropic case (b) Anisotropic case
Figure 3. Visualization of the function (L(K) —52)AHorpk(x1,x2,x3) at the fixed value of the variable x, =0 for isotropic (a) and

anisotropic (b) cases.

NUMERICAL RESULTS
We will illustrate the use of atomic functions AHorp, (x,,X,,X;) as basis functions in the implementation of the
meshless method for solving three-dimensional non-stationary heat conduction problems in materials with anisotropy,
described in [1]. In this approach, the combination of the dual reciprocity method [22] using anisotropic radial basis
function and the method of fundamental solutions [23] is used for solving boundary-value problem. The method of
fundamental solutions is used for obtaining of homogenous part of the solution and the dual reciprocity method using
anisotropic radial basis functions is used for obtaining of particular solution.

Problem statement
Consider the three-dimensional non-stationary heat conduction problem in the closed parallelepipedic domain

Q= [0, 2]>< [0, 2] x [0,0.5] bounded by I' . The unsteady heat equation in homogeneous anisotropic solids has the form:

C,— = + —+Ky;—+2 K +K
Por e T N gy ooy Soxar P oyer

ou o%u 8%u U 82U 8%u 8%u
3 572 K + +9

where p =1 —density, ¢, =1 — specific heat at constant pressure, u=u(x,y,z,t) —temperature, g =g(x,y,z,t) —heat
source, te [0,2] , At=0.01 —time step, N = 2646 - the total number of interpolation nodes.

The initial condition is

u(x,y,z,00=0, (x,y¥,2)eQ

The Dirichlet boundary conditions are

u(x,y,z,t)=0, (x,y,2)el’

Moving heat source is given by the equation:

g(x, y,z,t)=exp[—BOKx—%(Zwin(nt))] +(y—%(2+cos(ﬂt))j D (x,y,2)eQ

50 0
The heat conduction tensor for this boundary-value problem has the form K={0 5 0 |.
0 0 10
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Fig. 4 shows the visualization of slices of the numerical solution by the plane z = 0.3 at different time moments.

\ B / \
x10t - x10t
10, 10—

u(z,y,0.3)
ot

u(z,y,0.3)
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10 10, \
go'\ N\ go.\ \\\\\
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)
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1.5

(c) t=15 d)t=2
Figure 4. Visualization of slices of the numerical solution by the plane z =0.3 at different time moments

The exact solution for this boundary-value problem is:

iium,n,k (t)sin (ﬁl—m X]si (T—n y}sin (”—k ZJ,

[Ms

u(x,y,z,t) =

3
I
iN
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I1|2|3pcp 000 3

where u, . (t) = !I:Ljﬁg (§,n,§,t)sin(?gjsin(%‘n]sin[T—kg“}dgdndg}exp(—%nyk (t—z‘))dz';

2 2 2

K K K L .

A =2y (ﬂj +a, (”_nj +a, (”_kj ;A =—=% 8, =—%, 8, =—=; [|,}" - geometric dimensions of the
’ I, I 1 oC, ocC, pC, B

parallelepipedic domain; g(&,7,4,t) — heat source.
To estimate the accuracy of the approximation of the numerical solution, the average relative error rerr(u), the
average absolute error aerr(u) and the maximum error merr(u) are used, which are calculated by the formulas:

rerr(u) =

aerr(u) = /%i(uj -a,)?

merr(u) = m?x|uj —uj|

where u; and d; are exact and numerical solutions, respectively.

Table 1 shows the errors of the numerical solution of the boundary-value problem regarding to the exact solution obtained
using the atomic radial basis function (ARBF) and multiquadric radial basis function (MQ) at different time moments.

Table 1. Errors of the numerical solution of the boundary-value problem.

Basis function t rerr(u) aerr(u) merr (u)

0.5 1.20529052 x 103 4.44930401 x 10 7.16979247 x 10

ARBE 1 1.16163349 x 10 4.28814625 x 10 6.90741195 x 10
15 1.12912489 x 1073 4,16814019 x 10 6.71658645 x 10°

2 1.16305499 x 10 4.29339239 x 10°° 6.93488164 x 10°

0.5 3.41366269 x 103 1.26014623 x 10 1.05639294 x 10

MQ 1 3.27575942 x 103 1.20923987 x 10° 1.10745011 x 10

15 2.98933244 x 1073 1.10350563 x 10 1.04590253 x 10

2 2.99707792 x 1073 1.10636484 x 10 1.07216618 x 10

CONCLUSIONS
This paper presents the algorithm for constructing family of the atomic radial basis functions of three independent
variables generated by Helmholtz-type operator. The functions AHorp, (x;, X,,X;) extend the subclass of functions used
as basis in the implementation of meshless methods for solving boundary-value problems in anisotropic solids. The
efficiency of using atomic functions as basis functions is demonstrated by the benchmark problem, for which the average
relative, average absolute and maximum errors were calculated. It should be noted that the shape parameter k of the
functions AHorp, (x,,x,,X,) allows varying the size of the support and may be adjusted in the process of solving the

boundary-value problem. Increase of the parameter k leads to decrease of the size of the support of the basis function
and increase of the sparsity of the interpolation matrix. The choice of the optimal shape parameter k remains the subject
for future research.
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CIMEHCTBO ATOMAPHHX PAJIIAJIBHUX BASUCHUX ®YHKIIA TPhOX HE3AJIEKHAX 3MIHHUX,
AKI HOPOIKYIOTBCSA OIIEPATOPOM THUITY I'EJIBMI'OJIBIIA
J.0. IIporexTop
Xapxiecvkuil nayionanvuuil ynieepcumem imeni B.H. Kapaszina
m. Ceoboou, 4, Xapxis, 61022, Vrpaina
VY crarTi NnpescTaBIeHO ANrOPUTM MOOYJ0BH CiIMEHCTBA aTOMapHUX pajiadbHMX OasMCHMX (YHKLIH TPhOX HE3ANEKHUX 3MIHHHUX
AHorp, (X, X,,X;) , 110 HOPOXKYIOTECS OMEPaTOpoM THILy [ elbMroNbIa, sSIKi BUKOPUCTOBYIOTECS B SIKOCTI Ga3HCHUX IIPH peaizarii
0€3CITKOBHX METO/IB PO3B’A3KYy KpallOBMX 3a/1a4 B aHI30TPOMHUX TBEPAMX TiNax. PiBHAHHA Tumy ['enpMrospua BiIirparoTh 3HAYHY
pOJb B MaTeMaTH4HIH (i3uii 3aBASIKH JOAATKAM, B IKHX BOHH BUHUKAIOTh. 30KpeMa, PiBHSAHHS TEIUIONMPOBITHOCTI IS aHI30TPOITHUX
TBEPAXX TiJ B IPOIIECi YUCEIBHOTO PO3B’SI3KY 3BOAUTHCS [0 PIBHSHHS, IKE MiCTHTh IU(EPEHIIaNbHUN OIepaTop CIeliaIbHOTO BUIY
(omeparop tumy I'esbpMronbla), sIKuil BKIHOYAE B cebe KOMIOHEHTH TEH30pa JAPYroro paHry, IO BU3HAYA€E aHI30TPOIIiI0 MaTtepialy.
CimeiictBo aroMapHHX pagianbHEX 6asucHux ¢yHkuiii AHorp, (X,X,,%;) € HeckiHueHHO udepeHuifioBanuMH (iHITHUIMH
po3B’si3kaMu (PyHKITIOHATEHO- U (EpeHIIaIbHOTO PIBHSHHS CIIEIiaTbHOTO Bay. Bubip ¢iniTHHX (yHKIIH B sIKOCTI 0a3UCHHUX Jae
MOJK/IMBICTD PO3MJISAATH KpaioBi 3aqadi Ha o0MacTsIX 31 CKIAMHOK reoMeTpHuHO KoHpirypamiero. @ynkuii AHOrp, (X, X,,%;)

MicTsTh apametp GpopMu K , sikuit 103BOIIsE BAPitOBATH PO3MIp HOCISI Ta MOKE YTOUHIOBATHCS B IIPOIIEC] PO3B’ 3Ky KPaioBoi 3a1a4i.
Orpumano siBHi Qopmymnu s obuucienus ¢yukuiii AHOrp, (X, X,,X;) Ta ix neperBopenns @yp’e. B pobori mpexncrasieni
Bisyauizauii aromapaux GyHkuin AHOrp, (X, X,,X;) Ta iX nepruux moxiJHux 3a 3MiHHUMH X, 1 X, Opu GiKCOBaHOMY 3HaYCHHI 3MiHHOT
X; =0 JuIst 130TpONHOrO Ta aHi30TpONHOro BunajaKis. EdexruBHicTs BukopucTaHHs aromapaux ¢yukuin AHOrp, (X, X,,X;) B sxocti

0a3MCHUX JEMOHCTPYEThCS Ha MPHKIAAI TPHBUMIPHOI HECTaliOHApHOI 3a/Jadi TEIUIOMPOBIOHOCTI 3 PYXOMHM JDKEPEIOM Teruia.
HaBezneHo pe3ynbTaTi 9HCEIBHOTO PO3B’SI3KY TECTOBOI KPaHoBOI 3ajadi, a TaK0XkK OOUYHCIIEH] cepeiHs BiTHOCHA, cepeHs a0COoM0THA
1 MakcUMalbHa MOXWOKM HAaONIDKEHHX pO3B’S3KIiB, AKI OTPHUMaHI 3a JONOMOIOI0 aTOMAapHHUX pajiadbHUX Oa3uCHUX (yHKIIH
AHorp, (X, X,, X;) Ta MyJbTHKBaIPATHYHHUX pafiadbHAX Ga3MCHUX (yHKIIMH.

KurwuoBi cioBa: atomapHa pajianbHa 0asucHa (yHKIis, omeparop Tuiy ['enbMroybiia, OC3CiTKOBI METOAM, KpaioBi 3aaadi,
aHI30TPOITHA TETUIONPOBIIHICTB.
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Particular solutions of the Burgers equations (BE) with zero boundary conditions are investigated in an analytical form. For values of
the shape parameter a greater than 1, but approximately equal to 1, the amplitude of the initial periodic perturbations depends
nonmonotonically on the spatial coordinate, i.e. the initial perturbation can be considered as a shock wave. Particular BE solutions with
zero boundary conditions describe a time decrease of the amplitude of initial nonmonotonic perturbations, which indicates the decay
of the initial shock wave. At large values of the shape parameter a>1, the amplitude of the initial periodic perturbations depends
harmoniously on the spatial coordinate. It is shown that over time, the amplitude and the spatial derivative of the profile of such a
perturbation decrease and tend to zero. Emphasis was put on the fact that particular BE solutions can be used to control numerical
calculations related to the BE-based description of shock waves in the region of large spatial gradients, that is, under conditions of a
manifold increase in spatial derivatives. These solutions are employed to describe the profile of a one-dimensional train of elementary
steps with an orientation near <100>, formed during the growth of a NaCl single crystal from the vapor phase at the base of a
macroscopic cleavage step. It is shown that the distribution of the step concentration with distance from the initial position of the
macrostep adequately reflects the shock wave profile at the decay stage. The dimensionless parameters of the wave are determined, on
the basis of which the estimates of the characteristic time of the shock wave decay are made.

Keywords: Burgers equation, analytical solutions, zero boundary conditions, shock wave, decay

PACS: PhySH: Surface & interfacial phenomena

It is known that vicinal surfaces during crystal growth from the vapor phase or solutions are subject to a certain type of
morphological instability — bunching of steps [1-4]. The formation of step bunching is a very serious problem when growing
perfect crystals and obtaining surfaces that are atomically smooth on a macroscale [5-7]. On the other hand, such instabilities
lead to the formation of large-scale nanostructured surfaces, which can be used to obtain low-dimensional structures actual
for various technological applications [8-13]. A theoretical description of the nonlinear processes that result in the
development of such kind of instabilities is very complicated due to a variety of causes leading to the step bunching in real
experimental conditions (stochasticity of growth processes in general, presence of impurities, surface electromigration effect,
Ehrlich-Schwdbel effect, elastic stress fields, variable macroscopic fields, non-quasi-static effects, etc.) [14-20]. The current
state of research of step bunching, in particular, induced by electric currents, is presented in the references given in [21],
where it is shown how the general picture of the process of bunching depends on the short-range repulsive force between the
steps. It is customary to distinguish between the steps bunching as a result of morphological instability and as a shock in a
kinematic wave, when the flux of steps is determined only by their local density [3].

The study of kinematic ("shock™) waves of steps on crystal surfaces was first carried out by Frank [22], and by
Cabrera and Vermilyea [23], who used the results of the general analysis of kinematic waves done by Lighthill and
Whitham [24]. Later, it was shown that the appearance of shock waves is accompanied by a characteristic curvature of
the vicinal surface profile, reflecting the space-time distribution of the step density[25]. At the level of optical microscopy,
kinematic waves are usually perceived as steps of macroscopic height. At that, they should be distinguished from another
type of macro-steps associated with the anisotropy of the surface energy ("true" macro-steps) [25]. Subsequently, based
on the experimental data, it was concluded that the characteristic macroscopic relief of shock waves can be formed under
certain conditions of crystal growth (evaporation) on vicinal thermodynamically stable surfaces [26, 27]. As follows
from [25], the appearance of shock waves with a curved profile of the vicinal surface under such conditions is the main
result of the diffusion interaction of moving elementary steps.
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The dynamics of the macroscopic curved vicinal surface profile of a crystal growing from the vapor phase was
studied in [28], in which the expressions for the average values of the ad atom concentration and the velocity of elementary
steps were obtained by averaging over large spatial intervals. The nonlinear Korteweg-de Vries-Burgers (KVB) equation
was obtained from the continuity equation for average values of the ad atom concentration and the velocity of elementary
steps, taking phenomenological account of surface curvature [3, 29]. This equation describes the nonlinear dynamics of
a train of parallel elementary steps on a macroscopically curved vicinal crystal surface. In a particular case, the KVB
equation can transform into the Burgers equation (BE), which describes the formation and dynamics of shock waves.

The BE is a partial differential equation and it can be derived from the Navier-Stokes equations in the special case
when the system under consideration has one spatial dimension [30].Following [30], the BE for the fluid flow velocity
u(x,t) is written in the next form:

ou  du o%u
o e ou 1
o ox Mk @)

wheret and X are the time and coordinate along the flow, respectively, x>0 is the kinematic viscosity of the fluid. We
consider the quantitiest, X, and 4 to be dimensionless.

Equation (1) is used in various fields of applied physics: to study the appearance of shock waves in hydrodynamic
mediums[31], to describe the steepening and overturning of waves on the water surface [32]. The BE is also used in
nonlinear acoustics to study cylindrical and spherical shock waves, as well as waves in relaxing mediums[33,34].

It is known that the BE can be reduced to the heat conduction equation using the Hopf-Cole transformation [35, 36].
The analytical solution obtained in this case describes the velocity of the medium for an arbitrary initial spatial
distribution [37]. However, the integrals included in the solution cannot be always represented in an analytical form.
Therefore, preference is given to such analytical solutions that are expressed in terms of elementary functions and can be
easily applied to the problem being solved.

The scientific literature provides analytical and numerical methods for solving the BE [31, 35-37]. The asymptotic
of solutions of the BE with initial or boundary conditions on a finite interval with periodic boundary conditions is analyzed
in [38]. It is shown that in a viscous medium, the profile initially at rest transforms into a traveling wave with decreasing
amplitude. At viscosity values approaching zero, the asymptotic profile takes on a saw tooth shape with periodic derivative
discontinuities, similar to Fay's solution on the half-line.

Numerical calculations of the BE on a finite interval allow us not only to find new solutions, but also to verify
experimentally their asymptotic using analytical estimates. It is noted that the numerical simulation of functions with a
discontinuous derivative complicates the calculations, because in the vicinity of the discontinuities, the standard methods
become unstable. The latter fact causes multiple oscillations, leading to a loss of accuracy and incorrect results. The only
way to avoid that is to use an adaptive step length on the spatial coordinate, which corresponds to a step reduction of 10-
20 times compared to the original step length. But the marked possibility is limited. Therefore, all calculations must be
checked using model analytical solutions.

Analytical solutions of the BE with periodic boundary conditions were obtained in [39]. These solutions are
proposed to be considered as a model for the development of stable and convergent grid methods for the numerical
analysis of viscous media motion. However, the analytical solutions obtained in this work, as reference ones, do not
describe the formation of a shock wave, but its decay.

The purpose of this work is to obtain analytical solutions of the BE that describe both the formation of a shock wave,
which is expressed in an increase in the steepness of the wave profile, and its decay, accompanied by a decrease in the
steepness of its profile in a sufficiently wide time interval. The obtained solutions are used to describe some experimental
results related to growth from the vapor phase (or evaporation) of alkali-haloid crystals.

ANALYTICAL SOLUTIONS OF THE BE FOR SPATIALLY PERIODIC PERTURBATIONS WITH ZERO
BOUNDARY CONDITIONS

Let us find the bounded solutions |u(x,t)| <o of the BE (1) on the interval x€ [0,L], for times te [0,cc]with the
boundary conditions:

u(0,t) =u(L,t)=0. 2
. 1 ov(xt) . .
The Hopf-Cole transformation (HC) u(x,t)=—2ﬂ(—t)a— [37] reduces the nonlinear equation (1) to the
v(X, X

linear heat equation for the function v(x,t):

av(x,t)_ lazv(x,t)
a e

@)
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The boundary condition (2) implies the property of the function v(x,t) in the range of its variation and its boundary
conditions are the following:

v(xt)#0, 4)

ov(0,t) _ ov(L,t) 0 ©)
X Ox ’

where 0<x<L,0<t<w.
Equation (3) has an infinite set of functions and conditions (4), (5) [39]:

v, (xt) = cos(4,x)exp(-uAlt), (6)

where 4, =nz/L, n=123,....
Particular solutions (3) is determined up to a constant. Therefore, they can be represented as:

w, (x,t)=v, (x,t)+a, ()

where a is a constant. It follows from (4) that a > 1.
As a result of the HC transformation, we obtain particular BE solutions:

sin(4,x)
cos(4,X)+aexp(uAlt)

u, (x,t)=2u4, (8)

Solution (8) describes an infinite number of BE particular solutions for different values of constants a, 4, n . Further,

we call a the shape parameter of BE particular solutions, since its value determines the shape of the initial perturbation.
Let us consider the dependence of solutions (8) on the value of the parametera .

DEPENDENCE OF THE BE SOLUTIONS ON TIME FOR DIFFERENT VALUES
OF THE SHAPE PARAMETER a
At the initial moment of time (t = 0), ordinary BE particular solutions are described by a periodic function in the
following form:

nz sin(nzx/L)

u (x,0)=2pu———-—">—. 9
 (.0)=24 L cos(nzx/L)+a ©)
For large positive values of the shape parameter a >> 1, the initial perturbation is close to a harmonic signal:
nr . 1
un(x,O)z2u15m(n7zx/L)(l—a cos(nzx/L)). (10)

For finite values of the shape parametera=1+¢ , where 0 < ¢ <<1, a particular solution of the BE at the initial
moment of time (9) is a periodic function which, at points x = (2k +1) L/n when £ —0 (a— 1), has a singularity
of the form:

n nzXx
un(x,0)=2y%tg[%J, (11)

where k = 0;£1;+2..., (2k+1)<n .

It follows from (11) that solutions (8) are inapplicable for the shape parameter a =1, since the boundedness
condition of solutions is violated already for the initial perturbations (t = 0 ). Therefore, the range of variation of the shape
parameter a, as noted above, is determined by the conditiona > 1 .

Let us determine the extreme values of the initial perturbation in the specified intervals of change in the shape

Ai

\1+2A2

. 2L o
parameter. For 0 < ¢ <1 at the initial moment of time (9) at points X, =n—arccos , the BE positive
T

particular solutions are bounded and have extreme values:
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Uy (X54,0) = s Hh (12)

ext ! \/Z\/ﬁ’

where A, = J_r\/% .

It follows from (12) that, for example, for n = 2, when ¢ increases from zero to infinity, the parameter A_
changes from zero to minus infinity, and the coordinate of the maximum shifts from L/2 to L/4. When ¢ increases
from zero to infinity, the parameter A, , on the contrary, changes from zero to plus infinity, and the coordinate of the
minimum shifts from L/2 to 3L/4. In all these cases, as ¢ increases, the initial wave profile spreads and its amplitude
decreases.

NUMERICAL ANALYSIS OF THE TEMPORAL DYNAMICS
OF THE BE PARTICULAR SOLUTIONS
As an example of how the profile of (8) changes over time, let us plot the dependence of the dimensionless velocity

Y, (X7, ) = U, (x,t)/(2nzu/L) on the dimensionless time 7, = z(n7z/L)" t and the dimensionless coordinate & = x/L for
a given mode n . At that, the areas of time and coordinate changes remain the same:0< 7, <o, 0<&<1.

The BE particular solution in new variables takes the form:

sin(nz¢)

cos(nzé)+aexp(z, )

Yo (&7,) = (13)

Figure 1(a) shows the time dynamics of the BE particular solution (13) for the mode n =1 and for the shape
parameter value a =1.001. Such particular solution describes the decrease in the nonmonotonical initial perturbation
amplitude (11) with time, which corresponds to shock waves. The figure shows an exponential decrease in y, (£,7,) over
time.

Figure 1(b) shows the time dynamics of the BE particular solution (13) for the mode n = 6 and for a large value of

the shape parameter a =15. The ordinary BE particular solution describes the decrease in the initial perturbation
amplitude (10) with time. The figure shows an exponential decrease in y, (£,z;) over time.

(a) (b)

Figure. 1.Time dynamics of the BE particular solution (13): (a) - for n =1 and the shape parametera =1.001;
(b) - for n = 6 and the shape parametera =15 .

Thus, the study of periodic particular BE solutions shows that the amplitude of the perturbation, as well as its spatial
derivative, decreases with time to zero. This behavior of the perturbation indicates its decay and does not describe the
formation of shock waves.

RESULTS AND DISCUSSION
Experimental results on the study of the growth of alkali halide crystals from the vapor phase
In [28], the density waves of monatomic steps with <10> orientation on thermodynamically stable vicinal surfaces of
NaCl(100) were investigated under conditions of very low super saturation (10-°-10#)and high temperatures (~ 10°K). The
wave structure is adequately described on the basis of the analytical solution of the KVB equation obtained by the
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averaging method for the one-dimensional (1D) model of the train of steps. This allows, on the one hand, to confirm the
conclusion that the observed step bunches have a kinematic origin, on the other hand, to show that they are monotonic
shock waves without oscillations. Dimensionless characteristics of shock waves, such as the average step density p, A,

amplitude A, , wave number ¢, and velocity u,were determined. Here / is the ad molecule mean free path, p, =1/1,,1,

is the average width of the vicinal surface terrace. Since the dimensionless coefficients of the obtained KVB equation are
determined by the crystal parameters at the growth (evaporation) stage, this allowed us to take a fresh look at the physics
of the process and take into account the effects of dispersion and dissipation in the experimental studies. The value of the
parameter v = p, A, /q, >1 obtained in [28] indicated that, during the formation of the investigated kinematic waves,

the contribution of the dispersion effect to the competition with nonlinear effects is quite significant. This value agrees
with the ratio of the coefficients at spatial derivatives of higher order in the KVVB equation obtained using the method of
many scales [29], and allows us to conclude that shock waves described by the BE should be expected on vicinal
NaCl (100) surfaces in the temperature range under study at higher values of super saturation, wheny « 1. Such shock
waves, characterized by the presence of a saw tooth profile and discontinuities in the density of elementary steps, were
found on the pore growth surfaces formed during the thermally induced motion of pores in NaCl single crystals [40].

The microcrystallization conditions that can be created in pores (high temperatures and low super saturations [28])
are difficult to implement in conventional growth experiments. This is mainly due to the technical difficulties in
maintaining and controlling both the required super saturation values and the temperatures themselves. The value of
(super-) under saturation on the (growing) evaporating surfaces of pores inside a crystal can be controlled either by the
value of the temperature gradient during their thermally induced motion, or by the difference in local surface curvatures
during relaxation of their shape under isothermal conditions (see, references in [28]).

A similar technique for studying the processes of dissolution and growth of crystals from solutions has been
developed for liquid inclusions (see references in [41, 42]). In the case of saturated solution inclusions in alkali-halide
crystals, the activation energies of dissolution (growth) processes are quite small. This makes it possible to study the
spontaneous displacement of inclusions as a whole by creating inhomogeneous distributions of structural defects in the
crystal (point defects of radiation origin, dislocations, etc.) [41], as well as the transition from the kinetic regime of motion
of inclusions, when the processes at the inclusion-matrix interface are determining, to the diffusion regime, when the
processes of substance transfer through the inclusion volume are decisive [42].

Meanwhile, the use of the moving pore (liquid inclusion) technique excludes the possibility of studying the dynamics
of elementary steps in-situ and allows one to study only stationary stages of the growth processes of alkali halide crystals.
And in order to obtain data on the characteristic times of formation (decay) of shock waves of the elementary steps density,
necessary for the interpretation of theoretical results, it is important to study exactly the non-stationary stages of the
growth (evaporation) on the vicinal surfaces of crystals.

2200 nm x 2200 nm
(@) (b)
Figure 2.(a) - AFM micrograph showing the macrostep formed on the KCI(100) surface during crystal cleavage in vacuum [44] and
(b) — the electron microscope image of the surface decorated with gold particles showing the “decay” of a similar macrostep into
elementary steps during growth of NaCI(100) from the vapor phase (T = 620 K, R/R, =5,Au=0,09eV, 4=10nm) [43].

Figure 2 shows the atomic force microscopy (AFM) image of the KCI(100) surface (a) and the electron microscope
image of the NaCl(100) surface decorated with gold particles (b). The image (b) of the “decay” process during the growth



64
EEJP. 4 (2021) Oksana L. Andrieieva, Victor I. Tkachenko, et al

from the vapor phase of a macroscopic step formed on NaCl(100) upon cleavage of the crystal in vacuum is taken
from [43]. The presence of such steps and their height can be reliably monitored by AFM, as it seen from Figure 2(a)
taken from [44]. By decay we mean the process of forming a train of elementary steps of variable density at macrostep’s
base. At a distant stage of this process, one should expect a complete “splitting” of the macrostep into elementary steps.
The reason is that vicinal NaCl surfaces near (100) are thermodynamically stable and the existence of such macrosteps is
thermodynamically disadvantageous [28]. In this case, the elementary steps have a height of 2a, which is obviously due
to a relatively high value of super saturation in the vapor phase at a given temperature (T = 620 K) [43]. However,
Figure 2(b) clearly shows the process of simultaneous decay of double-height steps into monoatomic ones. This process
is assisted by the deviation of the orientation of both the macrostep itself and the double steps attached to it from the dense
packing direction. The observed faceting of the double steps indicates that their disintegration into monoatomic steps
begins from the <11> directions, for which the speeds of the steps are greater than that in the <10> direction.

The area of the NaCl(100) growth surface decorated with gold particles, shown in Figure 2(b), allows us to
reconstruct its topography quite accurately and estimate the formation time of the studied train of elementary (2a) steps
of variable density. Therefore, the experimental data presented in Figure 2(b) were used to interpret the obtained
theoretical results describing the decay of shock waves, i.e. the space-time evolution of perturbations with the amplitudes
a>1 at the initial moment of time. Here 4 is the thickness of the evaporated layer, R is the evaporation rate, R/R; is

the super saturation coefficient calculated from 7 and R on the basis of the temperature dependence of the saturated
vapor pressure B [45], Au=KT In(R/R;). The train of elementary (2a) steps in Figure 2(b) was digitized and the

obtained values of the concentration ( pA4,) of steps, taking into account the width (I =1/p) of the terraces adjacent to
them, are presented as a function of the longitudinal coordinate X (in units A ) in Figure 3.
To make the values of the step density ( p ) and longitudinal coordinate dimensionless, we used the value /4, obtained

at T = 620 Kon the basis of the empirical temperature dependence presented in [29].This value agrees to within tenths
with the data presented in [43] for the conditions of the considered growth experiment.

Figure 3. The structure of the shock wave of the elementary step density, shown in Figure 2(b), at the decay stage: symbols "o" are the
experimental values of the step concentration in the wave; the solid line and symbols "c"are the result of calculations using formula (8).

Description of the experimental results of the NaCl crystal growth from the vapor phase
by the BE particular solutions

The structure of the kinematic wave, represented by the grouping of elementary (2a) steps shown in Figure (b), is
distinguished by the following characteristic features: the presence of a segment of the sharp change in the profile of the
initial perturbation and its subsequent smooth decrease to the minimum value. Such the change in the step concentration
with the distance from the macrostep initial position is in qualitative agreement with the profile of the shock wave
described by the BE particular solution at the stage of its decay at a given mode n =1 (Figure 1(a)).

Before moving on to the interpretation of the experimental data based on the analytical solutions (8) and (13), we
made the estimates of the coefficient , [28] taking into account the equilibrium concentration of ad molecules on an

atomically smooth surface &,, . Estimating &,, ~10™° by the saturated vapor pressure of NaCl [45] and assuming
q ~ 0.01(py4, ) » with the known o and 4 [28], we found that the coefficient at the dissipative term in the BE is zz ~1.

Using the Wolfram Mathematica package, the obtained experimental dependence of the step concentration on the
longitudinal coordinate was approximated by the theoretical dependence based on equation (8) at n =1 (solid line and

symbols"o" in Figure 3). This made it possible to obtain the values of the dimensionless parameters of the shock wave at
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the decay stage (Table 1). Here f, is the amplitude of the wave, f, is its pedestal, a is the shape parameter of the initial
perturbation, L is the half-width of the wave front, t is the dimensionless time.

Table 1.Parameters of the shock wave (Figure 3) at the decay stage.

7, L a t fo 1:A
0.55 10.35 1.0001 0.005 1.37 11.50

To interpret the obtained values of the dimensionless parameters under the conditions of the considered experiment,
the data on the real time of formation of the train of double-height steps in Figure 2(b) are needed. Unfortunately, these
data are not given in [43]; however, the image of a spiral consisting of monoatomic height steps under the same
experimental conditions at the nonstationary growth stage is presented. Earlier, when studying the morphology of
evaporation (growth) spirals and the dynamics of motion of monatomic and double-height steps in a wide range of
temperatures and under saturations, the normalized velocities of isolated steps were measured [46]. On their basis, the
velocities of steps in the spiral and in the train (Figure 2(b)) were calculated, which, when reduced to the same effective
super saturation under the experimental conditions [43], were 3.3-10"° m/s and 1.3-10° m/s, respectively. This
allowed us to estimate the time of the nonstationary growth stage in Figure 2(b) as t,,, ~1 hour, taking into account the

value R/R; =5.

In the kinematic wave theory, the characteristic time of a shock wave decay is considered to be the time during
which the wave amplitude decreases by a factor of e . For the shock wave parameters presented in Table 1, the
characteristic decay time wast, = 0.057 . During this time, under the conditions of the considered experiment, a train of

elementary steps could propagate over a distance L, =109.4in 4, units with the speed of double steps, or over a distance

L, = 277.9with the speed of monoatomic steps. Assuming g ~1/2L , we obtain for the parameter v ~ q/(p,4,) =0.019,
which is close to the value used to estimate the value of . However, at that, the corresponding values of the average

width of the terraces are several times greater than the value of 24 . This indicates that the diffusion interaction of

elementary steps, which is responsible for the formation of shock waves, is very weak under these experimental
conditions. Since, theoretically, the processes of formation and decay of shock waves are mutually reversible, their
detection under the considered experimental conditions is practically unlikely. Anyway, despite the numerous published
results of studies of the morphology of the growth (evaporation) surfaces of alkaline-halide crystals in the considered
temperature range, we do not know such data. It should be noted that the considered experiment is a model one in the
sense that it is not the decay of the “true” shock wave that is investigated, but its model in the form of a macrostep on the
singular crystal surface, the vicinals to which are thermodynamically stable.

CONCLUSIONS

In this paper, particular solutions of the BE with zero boundary conditions are investigated in an analytical form to
describe the decay of shock waves. It is shown that the amplitude of the initial periodic perturbation for values of the shape
parameter a greater than 1, but about 1, nonmonotonically depends on the spatial coordinate. The particular solution of the
BE describes a time decrease of the amplitude of the initial nonmonotonic perturbation, which can be considered as a shock
wave. Such behavior of the perturbation indicates the decay of the initial shock wave. For large values of the shape parameter
a >> 1, the amplitude of the initial periodic perturbation depends harmonically on the spatial coordinate. It is shown that
over time the amplitude and the spatial derivative of such perturbation decrease and tend to zero. Particular solutions of the
BE with zero boundary conditions may be used to control numerical calculations related to the BE-based description of
shock waves in the region of large spatial gradients, that is, under conditions of a manifold increase in spatial derivatives.
Such solutions were employed to describe the profile of a one-dimensional train of elementary steps with an orientation near
<100>, formed during the growth of a NaCl single crystal from the vapor phase at the base of a macroscopic cleavage step.
It is shown that the distribution of the step concentration with a distance from the initial position of the macrostep adequately
reflected the shock wave profile at the decay stage. The dimensionless wave parameters were determined, on the basis of
which the estimates of the characteristic decay time of the shock wave were performed.
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3ACTOCYBAHHSA YACTUHHHAX PO3B’A3KIB PIBHAHHSA BIOPTEPCA JIJIS1 OIIMCY EBOJIIOIIT YIAPHAX
XBWJIb I'YCTUHU EJIEMEHTAPHUX CXOJUH
Oxcana JI. Anapeesa®®, Bikrop 1. Tkauenxo®?, Onexcanap I1. Kyauk®,
Oxcana B. llopmusanora®, Bosonumup A. F'natiok?, Topy Aoki®
8HHI] * Xapriecoruil izuxo-mexuivynuil incmumym” HAH Vkpainu, Xaprie, Yrpaina
bXapxiscoxuil nayionansuuii yuisepcumem iveni B.H. Kapasina, Xapxis, Ypaina
CHayionanvuuil aepokocmiunuil ynigepcumem ““Xapriecokuti agiayitinuil incmumym’, Xapkis, Yxpaina
Uncmumym izuxu nanienpoeionuxis imeni B.€. Jlawxapvosa HAH Yipainu, Kuis, Yxkpaina
¢Hayxogo-0ocnionuii incmumym eaekmponixu, Yuieepcumem Illusyoxu, Xamamayy, Anonis

YactunHi po3s's3ku Pb 3 Hy1bOBUME IpaHMYHHMH YMOBaMH JOCTI/PKEHI B aHANITHYHIN dopmi. [t 3HaYeHb mapamerpa Gopmu a
Oinmpime, ame MpHONM3HO PIBHOMY 1, aMInIiTyZJa MOYAaTKOBUX INEPIOAWYHUX 30ypeHb HEMOHOTOHHO 3alICKUTHh Bifl MPOCTOPOBOI
KOOPJIMHATH, TOOTO MOYaTKOBE 30yPEHHS MOXKHA PO3IJIAAATH SIK yIapHy XBUIIHO. YacTHHHI po3B'a3kd Pb 3 HyJlbOBUMH IpaHUYHUMHU
YMOBaMH OIHCYIOTH 3MEHIIIEHHS 3 YaCOM IT0YaTKOBOI aMILIITy [ HEMOHOTOHHUX 30ypeHb, IO CBIAYUTH IIPO 3aTyXaHHS [T0YaTKOBOI
ymapHoi xBuii. IIpy Benmkux 3HaueHHSAX Hapamerpa (GopMH a >> 1 aMIUIITY#a ITOYaTKOBUX HEPiONUMYHMX 30ypeHb IapMOHIMHO
3aJIeKUTh BiJ MPOCTOPOBOi KoopauHaTH. [loka3aHo, 10 3 4acoM aMIUTITyJa Ta MPOCTOPOBA MOXigHa MPodiaio Takoro 30ypeHHs
3MEHINYIOTHCS 1 MparHyTh A0 Hyis. HaromommeHo, mo mepiogndHi aHamiTH4YHI po3B's3ku Pb 3 HynbOBUMH TpaHUYHHMH yMOBaMHU
MOXYTh OyTH BHKOPHCTaHi JJIsI KOHTPOJIO YHCIOBHX PO3PaxXyHKiB, MOB'SI3aHUX 3 OIMHMCOM YIapHHUX XBHJIb Ha ocHOBi Pb B obmacri
BEJIMKHX IIPOCTOPOBUX TPANI€HTIB, TOOTO B yMOBaxX 0araropa3oBoro 301IbIIEHHS IIPOCTOPOBHUX MOXigHUX. Lli po3B’s13ku BUKOpHCTaHI
JUISL OTTHCY TIPO(LITI0 OHOBHMIPHOTO EIIEIOHY eIeMEHTAapHUX CXOIMHOK 3 opieHTatieio moommsy <100>, mo cdopmysascs npu pocrti
monokpuctaia NaCl 3 mapoBoi dasu 6ijist OCHOBH MaKPOCKOIIYHOT CXOMMHH BinKkoity. [TokazaHo, 1110 pO3II01iJi KOHIEHTPAIiT CXOAUHOK
3 BIJCTaHHIO BiJl NOYAaTKOBOT'O IOJOKCHHS MaKpPOCXOIWHHU aJleKBAaTHO BinoOpaxkae mpodinb ymapHOI XBwIi Ha cramil posmany.
BuznadeHo 6e3po3MipHi mapaMeTpu XBHJII, Ha MiZCTaBi IKMX 3pOOJICHO OLIHKH XapaKTePHOro 4Yacy 1 po3mamy.

Kurouosi ciioBa: piBusiHHs Broprepca, Hy1b0Bi rpaHHYHI YMOBH, aHAIITHYHI PO3B’ 3K, yIapHa XBHJISL, PO3Ma
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When a fast charged particle passes through matter, it loses some of its energy to the excitation and ionization of atoms. This energy loss
is called ionization energy loss. In rather thin layers of matter, the value of such energy loss is stochastic. It is distributed in accordance
with the law, which was first received by L.D. Landau. In amorphous substances, such a distribution (or spectrum), known as the Landau
distribution, has a single maximum that corresponds to the most probable value of particle energy loss. When a particle moves in crystal
in a planar channeling mode, the probability of close collisions of the particle with atoms decreases (for a positive particle charge) or
increases (for a negative charge), which leads to a change in the most probable energy loss compared to an amorphous target. It has
recently been shown that during planar channeling of negatively charged particles in a crystal, the distribution of ionization energy loss
of the particles is much wider than in the amorphous target. In this case, this distribution can be two-humped, if we neglect the incoherent
scattering of charged particles on the thermal oscillations of the crystal atoms and the electronic subsystem of the crystal. This paper
explains the reason for this distribution of ionization energy loss of particles. The ionization energy loss distribution of high-energy
negatively charged particles which move in the planar channeling mode in a silicon crystal are studied with the use of numerical
simulation. The dependence of this distribution on the impact parameter of the particles with respect to atomic planes is considered. The
dependence of the most probable ionization energy loss of particles on the impact parameter is found. It is shown that, for a large group
of particles, the most probable ionization energy loss during planar channeling in a crystal is lower than in an amorphous target.
Keywords: ionization energy loss, planar channeling, negatively charged particles.

PACS: 61.85.+p; 34.50.Bw; 34.50.Fa

If a high-energy charged particle penetrates through a crystal having a small angle 6 between its momentum and
one of atomic planes, correlations in scattering by neighboring atoms may occur. This happens when 8 is of the order of
the critical angle of planar channeling 6. [1] or smaller. In this case the distance between particle and atomic plane
changes weakly upon scattering by neighboring atoms. This means that a large number of sequentially located atoms
deflect the particle in the same direction, that is, they act coherently. This coherent interaction leads to existence of the
so-called planar channeling, in which the particle moves in a potential well formed by adjacent planes. The particle
motion in this case is periodic [1]. The ionization energy loss of particles in this mode of motion differs significantly
from the ionization energy loss in an amorphous target. For positively charged particles, this loss has been well studied
both theoretically and experimentally [see, e.g., 2-5]. In this case, planar channeling leads to a significant decrease in
the most probable ionization energy loss (MPEL) due to the fact that particles less often approach close enough to the
crystal atoms than in an amorphous target. The case of negatively charged particles has been much less studied. In the
recent work [6] the distribution of ionization energy loss of high-energy negatively charged particles in the planar
channeling mode was obtained via computer simulation. This distribution was broader than in the case of an amorphous
target and had a peculiar shape (particularly, a two-humped structure in the case when dechanneling can be neglected).
In [6] the physical reasons for such peculiarities of the distribution were not deeply investigated since the main attention
there was focused on the possibility of applying the ionization loss for determining the dechanneling length of
negatively charged particles. In the present paper we investigate the reasons for the above peculiarities of the
distribution of ionization energy loss of negatively charged particles at planar channeling in a crystal. We show that the
parameters of such distribution are directly correlated with the probability of close collisions between the incident
particles and crystal atoms. It is demonstrated that a certain part of negatively charged channeled particles can move in
the so-called “hanging’ mode (which is usually typical for over-barrier positive particles) having a decreased probability
of close collisions and forming the low-energy peak of the two-humped distribution.

DISTRIBUTION OF IONIZATION ENERGY LOSS OF NEGATIVELY CHARGED PARTICLES
DURING PLANAR CHANNELING IN A CRYSTAL
In [6] the case of 150 GeV/c n~ mesons impinging on a silicon crystal along the (110) plane was considered. The
secondary beam of 7z~ mesons with such a momentum is delivered by SPS accelerator at CERN. The crystal thickness
was chosen to equal 1 mm. Fig. 1 shows the distribution (spectrum) of the ionization energy loss for this case (solid
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© S.V. Trofymenko, I.V. Kyryllin, O.P. Shchus, 2021


https://orcid.org/0000-0002-1263-4444
https://orcid.org/0000-0003-3625-7521
https://orcid.org/0000-0001-6063-197X
https://doi.org/10.26565/2312-4334-2021-4-07
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334

69
On the Impact Parameter Dependence of the lonization Energy Loss... EEJP. 4 (2021)

line) as well as the corresponding distribution for the case when the crystal is disoriented and behaves like an
amorphous target (dashed line) (hereinafter in the text, by the term ‘amorphous target’ we mean a disoriented silicon
crystal). For clarity, the spectrum for the oriented crystal is presented here without the account of incoherent scattering
of the impinging particle on the crystal atoms, which leads to the particle dechanneling. It shows the distribution of
ionization loss value of 10° particles which impinge on the crystal having arbitrary values of impact parameters with
respect to the crystal plane, which models the incidence of a real beam on the crystal (neglecting the beam divergence).

We see that the spectrum for the disoriented crystal has a conventional shape of Landau-Vavilov distribution [7-9]
with a single maximum corresponding to MPEL. The spectrum for oriented crystal differs significantly from it. It is
much broader and has a two-humped structure. Its high-energy maximum at £ =~ 700keV (which is larger than MPEL
for the disoriented crystal) is intuitively expected as a result of the effect opposite to the one taking place for positive
channeled particles, which have smaller MPEL values than in disoriented crystals. Indeed, positive particles are repelled
from the atomic planes and spend a lot of time on relatively large distance from them in the region of low atomic
electron density, while the negative ones are attracted to the planes and it is natural to expect the increase of their
ionization loss while proceeding from the overbarrier to channeling mode. The existence of low-energy maximum of
the two-humped distribution in Fig. 1, therefore, seems to be counterintuitive. Its explanation requires some deeper
analysis of the impact parameter dependence of the particle ionization energy loss in crystal, which is the object of the
present paper.

Figure 1. The distribution of ionization energy loss of 150 GeV/c #~ mesons during planar channeling in the field of (110) planes of
Si crystal (solid line) and during motion in an amorphous target (dashed line).

The particle trajectory inside the crystal we define via numerical solution of the equation of particle motion (see
formula (3) in the next section) in the field of crystalline atomic planes. For the latter field the Doyle-Turner model is
applied. The probability for the particle to interact with an atom within the segment dl of its trajectory can be defined
as dP =nodl, where o is the total collision cross section with an arbitrary energy transfer £ . The quantity n, here

is some effective atomic electron density. It can be presented as a combination of two other quantities n(r) and n as
Ng =@—a)n+an(r) [1,6]. Here n(r) is the real local electron density at the points of the particle trajectory,

associated with the contribution of close collisions to the probability of particle interaction with the atom. The quantity
n is the electron density averaged over a macroscopic volume inside the crystal, associated with the contribution of
distant collisions to the above probability. The quantity «, belonging to the interval 0< « <1, defines the relative
contributions of close and distant collisions to the particle ionization energy loss. At high particle energies these
contributions can be considered as approximately equal [1,10,11], which corresponds to the choice ¢ =1/2.

In case the collision takes place within dl, the value £ of the particle energy loss in this collision can be further

simulated using the probability distribution for this value p(£)=oc"(do/d&). For the differential cross section of

energy transfer do/d€& we apply the expression derived in [12], which proved its validity in comparisons with the
experimental results for high-energy particles ionization loss in disoriented silicon targets, reported in the same paper.
For very high particle energies, which we presently consider (namely, » >>100, where y is the particle Lorenz-factor),

it can be presented as follows:

do(€)  2me’ 2me’E
e =6.25x10 Ze{ ) ———5(E-E) + EH(E- E)} 1)
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where the numerical factor in front of the formula ensures that all the quantities with the dimension of energy, i.e. £,
he, and mc? can be taken in eV, o in cm?, while e is the CGS value of the electron charge. Here m is the atomic

electron mass, w, is the crystal plasma frequency, &(x) and H(x) are Dirac delta function and Heaviside step
function, E; are the effective ionization potentials of the atomic shells and f, are the corresponding dipole oscillator
strengths. The sum is performed over the occupied atomic K, L and M shells of silicon and the parameters E; and f,
should be assigned the following values [12]: E, =4033eV, E, =241eV, E,, =17eV, f, =2/14, f =8/14,
fy =4/14.

Having simulated the particle energy loss on each segment of its trajectory we obtain the total particle ionization
energy loss £ inside the crystal. This value is stochastic and varies for different particles even if they travel along the
same trajectory (which can take place for the particles impinging on the crystal with the same impact parameter only in
the idealized case, when incoherent scattering is neglected). Fig. 1 shows the example of distribution of the value of £
in the case when the impinging particles have arbitrary impact parameters.

IMPACT PARAMETER DEPENDENCE OF THE PROBABILITY OF CLOSE COLLISIONS OF

NEGATIVELY CHARGED PARTICLES WITH CRYSTAL ATOMS DURING PLANAR CHANNELING
As we saw in the previous section, ionization energy loss of fast particles in a crystal is proportional to the
probability of close collisions, associated with n(r). Thus, in order to explain the peculiarities of ionization loss

distribution, it is necessary to find the dependence of this probability on the impact parameter of negatively charged
particles during planar channeling in a crystal. To do it analytically we will use a parabolic approximation of the planar
potential, in which a particle with the charge of electron in the field of atomic planes has the potential energy

U(x)z—uol(zdi—l] H (x)+[2di+1J H (—x)], @)

p p

where the x-axis is perpendicular to the atomic plane, |x|sdp /2, d, is the distance between neighboring atomic
planes. Atomic planes are located in the points x=nd
motion in the vicinity of the plane located at x=0.

To find the particle trajectory in the field (2) we must solve the motion equation [13]

d’x v oU(x
dx__vauw) -
dt p ox
where p and v are respectively the particle momentum and velocity and c is the speed of light in vacuum. To solve the
equation (3) it is necessary to divide the planar channel into two parts, 0<x<d /2 and —d,/2<x<0, and consider

the particle motion in each of them. For definiteness, we will assume that when the particle impinges on the crystal, its
impact parameter with respect to the atomic plane with coordinate x=0 is X, >0. In this case, in the region

0<x<d,/2 we need to solve the equation of motion

d_zleﬂ[gi_l]. @)

»» Ne€Z, and presently we consider the particle channeled

d? pd, d

p
The solution to equation (4) can be written in the following form:
d P At —At
x(t) :?+C1e +Ce ™™,
A o 2 [2vU,
where C, and C, are constants, that can be found from the initial conditions, and A:d— T .

p
If x, and v,, are the initial coordinate and velocity of the particle along the x-axis, then the constants C, and C,

in the solution of motion equation in the region 0 <x <d /2 can be found as

d
C, 1 X, — 2 4 Do
2 2 A

1 d, v,)
C.==—| x __P__x0
2 2( ° 2 Aj
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d
Here and below, as in [6], we setv,, =0, so that C, =C, =%(x0 —%J and
d d
x(t):7"+(xo—7"Jch(At)z g(t).

Now let us find the moment of time t, in which the particle will reach the pointx =0:

1 1
—~arch| —=—|. 5
LR (1—2x0/dpj ©

In the region —d, /2<x <0 the solution of equation (3) is

d
x(t) = —?’]+C3eAt +Ce™,
where C, and C, are constants. Taking into account that, in view of the symmetry of the potential relative to the point
x=0, at t=2t the value of x(2t)=-x, and v, (2t,) =v,, =0, we obtain the following solution of motion equation
for t, <t<3t

d d
x(t) = —?’—[xo —ijch(A(t—Ztl)) ——g(t-2t).

In general, the particle x-coordinate can be written as

t t
x(t)=g [t -2t R [Z—tlj]sgn [cos (EED , (6)

where R(t) is a function that rounds its argument to the nearest integer.
Thus, in the parabolic potential model, we found the trajectories of negatively charged particles with different
impact parameters. These trajectories are periodic non-sinusoidal oscillations with the period T =4t,. It is important

that this period substantially depends on the impact parameter x, of the particles. To illustrate this fact, Fig. 2 shows
several trajectories with different impact parameters.

Figure 2. Trajectories of 150 GeV/c #~ mesons during planar channeling in the field of (110) planes of Si crystal.
The probability of close collisions of fast charged particle with atoms in a thin amorphous target can be written as
a product of collision cross-section o, atomic density N and thickness of the target L: P =o_NL . In a short oriented
crystal this probability of close collisions can be written in a similar way with the help of integration over the particle
trajectory inside the crystal: P = acj N (x,y,z)dl, where atomic density depends on the particle coordinate. In the case

of motion in the field of atomic planes atomic density depends only on one coordinate: N(X,y,z)=N(x) . If we assume

that atomic density near atomic plane has Gaussian distribution, then the probability of close collisions of fast charged
particle with atoms during planar channeling can be found as
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P(x,) =B j exp( ;r( )jv(t)dt 0

T, T

in

where r; is the atomic root mean square thermal vibration amplitude in one direction, B is a constant that includes o,
and takes into account crystal parameters, T,, and T, are the moments of time at which the particle enters the crystal

out

and exits from it. If one substitutes expression (6) into equation (7), then one obtains the probability of close collisions
of fast negatively charged particle with atoms as a function of the impact parameter x,. This dependence is shown in

Fig. 3 for 150 GeV/c z~ mesons that pass through the silicon crystal of thickness 1 mm in the regime of planar
channeling in (110) atomic planes. For convenience, P(x,) is normalized to the value of P(0).

Figure 3. The dependence of probability of close collisions of 150 GeV/c #~ mesons with atoms on the impact parameter (solid line).
Dashed line shows the mean probability of close collisions in the amorphous target.

It is also straightforward to estimate the probability of close collisions in a disoriented crystal when channeling is
absent and the atoms can be considered as randomly located. Presently, at each moment of time the particle has equal
chance to have an arbitrary value of impact parameter x, with respect to the atom it moves past. Let us choose the

range of possible values of x, as 0<x,<d,/2. In this case the average probability of close collisions, normalized to
the corresponding probability for x, =0 (as in Fig. 3) is

‘dis—dipj ( jo=%§erf(fs), ®

where &£=d, /(2«/5&) and erf(x) is the error function. For the values d, ~1.92x10°cm and r ~7.5x107° cm,

typical for (110) planes of silicon crystal, £ ~9 and erf(£) ~1, which gives P,  ~0.125. From Fig. 3 we see that this
value is typical for channeled particles impinging on the crystal with the impact parameter of about 0.2d , .

IMPACT PARAMETER DEPENDENCE OF THE IONIZATION ENERGY LOSS DISTRIBUTION FOR
NEGATIVELY CHARGED PARTICLES DURING PLANAR CHANNELING

Let us now study how the impact parameter dependence of close collisions, obtained in the previous section,
manifests itself in the analogous dependence of the ionization energy loss distribution, resulting in a large width of the
distribution for channeled particles in Fig. 1 (which is averaged with respect to impact parameters) and its two-humped
structure. This study was carried out using numerical simulation of charged particles motion in oriented crystal, the
principle of which is described in [14-17]. The simulation was carried out for 150 GeV/c 7~ mesons that pass through
the silicon crystal of 1 mm thickness in the regime of planar channeling in (110) atomic planes. For a clearer study of
the reasons for appearance of the two-humped distribution, the simulation was carried out without taking into account
the incoherent scattering of particles (except for the results shown in the last figure of this section). Some of the
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obtained distributions are shown in Fig. 4 for the values of the impact parameter x,=0.05d, (dash-dotted line),
X, =0.25d, (dashed line) and x,=0.45d, (dashed line with two dots) and for scattering in amorphous target (solid

line). The figure shows that each impact parameter corresponds to the Landau distribution with different values of
MPEL. The lower is the value of the impact parameter, the higher is the value of MPEL of the particles. From Fig. 3 we
see that, this dependence nicely correlates with the impact parameter dependence of probability of close collisions. With
the decrease of impact parameter, the probability of close collisions of particles with the crystal atoms increases. This
growth leads to the increase in parameter n , and, consequently, to the increase in value of MPEL of the particles. The

most interesting is the fact that at large values of the impact parameter, the value of MPEL of channeling negatively
charged particles turns out to be lower than in an amorphous target. This is both due to the increase in oscillation period
of the particles in the planar channel, which occurs with the increase in impact parameter x, (see eq. (5)), and to the

fact that particles with large impact parameters ‘hang’ in the regions located close to the center of the gap between the
atomic planes. The latter means that such particles have noticeable segments of their trajectory almost parallel to the
atomic plane (see, e.g., the trajectory shown in Fig. 2 by the dotted line). The shape of trajectories of such particles is
very far from the sinusoid and such particles spend much less time near the plane than far from it. It is such particles
with relatively large impact parameters that form the low-energy peak of the two-humped distribution in Fig. 1, while
the ones with small impact parameters are responsible for the corresponding high-energy peak. Let us note that such a
two-humped structure of the distribution persists after taking into account the particle incoherent scattering on atoms as
well, provided the dechanneling length is larger than the crystal thickness [6].

Figure 4. The distribution of ionization energy loss of 150 GeV/c z~ mesons during planar channeling in the field of (110) planes of Si
crystal for different values of the impact parameter (dashed and dash-dotted lines) and during motion in an amorphous target (solid line).

The dependence of MPEL of 150 GeV/c z~ mesons on the impact parameter is shown in Fig. 5. The solid line
corresponds to the motion of particles in the silicon crystal of 1 mm thickness in the regime of planar channeling in
(110) atomic planes without taking into account incoherent scattering, while the dash-dotted line corresponds to the
motion of particles in the same crystal, but taking such a scattering into account. Incoherent scattering was taken into
account in the same way as in [18]. The behavior of these dependences is very similar to that of the dependence of
probability of close collisions with atoms on the impact parameter, shown in Fig. 3. The dashed line in Fig. 5 shows the
value of MPEL when particles pass through an amorphous target. It can be noted that taking incoherent scattering into
account leads to the fact that the dependence of MPEL on the impact parameter becomes more similar to this
dependence in an amorphous target. This is because incoherent scattering leads to dechanneling of some of the particles.
The motion regime of these particles changes. They become overbarrier with respect to the potential of atomic planes.
In this case, their motion becomes more similar to scattering in an amorphous target. At the same time, from Fig. 5 we
see that even after taking into account the incoherent scattering of particles by thermal vibrations of atoms and
electronic subsystem of the crystal, there remains a large group of particles, which MPEL in an oriented crystal is
smaller than in an amorphous target. This group consists of particles with large impact parameters.

Fig. 5 indicates a rather wide spread of MPEL values in the allowed range of impact parameters, which explains
the large width of the distribution in an oriented crystal in Fig. 1 compared to the one in the disoriented crystal. The
significant dependence of MPEL of negatively charged particles on the impact parameter is quite unusual, since it is
much less pronounced in the case of positively charged channeled particles, which have ionization loss distribution with
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the width close to the one typical for the disoriented crystal [4]. In this regard, it would be highly desirable to carry out
thorough experimental study of the ionization energy loss distribution of negatively charged channeled particles. For
such a study it is best of all to use crystal targets of thickness smaller than the dechanneling length in order to minimize
the effect of incoherent scattering.

Figure 5. The impact parameter dependence of the most probable ionization energy loss of 150 GeV/c #~ mesons during planar
channeling in the field of (110) planes of Si crystal with (dot-dashed line) and without (solid line) taking into account incoherent
scattering and during motion in an amorphous target (dashed line).

CONCLUSION

The investigation of ionization energy loss distribution of high-energy negatively charged particles which move in the
planar channeling mode in a silicon crystal showed a significant dependence of the value of the most probable energy loss
on the impact parameter. It is quite unusual, since such a dependence is much less pronounced in the case of positively
charged particles. It is shown that, for a large group of particles with large impact parameters, the most probable ionization
energy loss during planar channeling in a crystal is lower than in an amorphous target, while for particles with small
impact parameters the most probable ionization energy loss in a crystal is significantly higher than in an amorphous target.
It is demonstrated that negatively charged channeled particles with large impact parameters can move in the ‘hanging’
mode (which resembles the case of positive over-barrier particles) having considerably suppressed probability of close
collisions with the crystal atoms. The presented investigation explains the two-humped structure and considerable
broadening of the ionization energy loss distribution for negatively charged channeled particles, revealed in our previous
study. More detailed investigation of this problem requires taking into account the non-zero angle between the initial
momentum of the particles and atomic planes, and is planned to be performed in the future.

ACKNOWLEDGEMENTS
This work was partially supported by the National Academy of Sciences of Ukraine (program “Support for the
Development of Priority Areas of Scientific Research” 6541230, projects C-2/56-2021, F30-2021, 60-08/10-2021).

ORCID IDs
Sergii V. Trofymenko, https://orcid.org/0000-0002-1263-4444; “="Igor V. Kyryllin, https://orcid.org/0000-0003-3625-7521
Oleksandr P. Shchus, https://orcid.org/0000-0001-6063-197X
REFERENCES
[1] J. Lindhard, Danske Vid. Selsk. Mat. Fys. Medd. 34(14), 1 (1965), https://www.osti.gov/biblio/4536390
[2] O. Fich, J.A. Golovchenko, K.O. Nielsen et al., Phys. Rev. Lett. 36, 1245 (1976), https://doi.org/10.1103/PhysRevLett.36.1245
[31 H. Esbensen, O. Fich, and J.A. Golovchenko et al., Nucl. Phys. B, 127, 281 (1977), https://doi.org/10.1016/0550-
3213(77)90216-4

[4] H. Esbensen, O. Fich, and J.A. Golovchenko et al., Phys. Rev. B, 18, 1039 (1978), https://doi.org/10.1103/PhysRevB.18.1039
[5] S. Pape Mgller, and V. Biryukov, S. Datz et al., Phys. Rev. A, 64, 032902 (2001), https://doi.org/10.1103/PhysRevA.64.032902
[6] Trofymenko S.V., and Kyryllin L.V., Eur. Phys. J. C. 80, 689 (2020), https://doi.org/10.1140/epjc/s10052-020-8127-z



75
On the Impact Parameter Dependence of the lonization Energy Loss... EEJP. 4 (2021)

[7] L.D.Landau, J. Phys. USSR, 8, 201 (1944).

[8] P.V.Vavilov, Sov. Phys. JETP, 5, 749 (1957).

[9] P. Shulek, B.M. Golovin, L.A. Kuliukina et al., Sov. J. Nucl. Phys. 4, 400 (1967).

[10] K. Dettmann, and M.T. Robinson, Phys. Rev. B, 10, 1 (1974), https://doi.org/10.1103/PhysRevB.10.1

[11] K. Dettmann, Z. Phys. A, 272, 227 (1975), https://doi.org/10.1007/BF01438014

[12] J.F. Bak, A. Burenkov, J.B.B. Petersen et al., Nucl. Phys. B, 288, 681 (1987), https://doi.org/10.1016/0550-3213(87)90234-3

[13] A.l. Akhiezer, and N.F. Shul’ga, High-energy electrodynamics in matter, (Gordon and Breach Science Publishers, Amsterdam,
1996).

[14] 1.V. Kirillin, N.F. Shul’ga, L. Bandiera et al., Eur. Phys. J. C, 77, 117 (2017), https://doi.org/10.1140/epjc/s10052-017-4694-z

[15] LV. Kirillin, Phys. Rev. Accel. Beams, 20, 104401 (2017), https://doi.org/10.1103/PhysRevAccelBeams.20.104401

[16] LV. Kyryllin, and N.F. Shul’ga, J. Instrum. 13, C02020 (2018), https://doi.org/10.1088/1748-0221/13/02/C02020

[17] LV. Kyryllin, and N.F. Shul’ga, Eur. Phys. J. C, 79, 1015 (2019), https://doi.org/10.1140/epjc/s10052-019-7517-6

[18] N.F. Shul’ga, LV. Kirillin, and V.I. Truten’, J. Surf. Invest.: X-Ray, Synchrotron Neutron Tech. 7(2), 398 (2013),
https://doi.org/10.1134/S1027451013020468

PO 3AJIEXKHICTDH IOHIBAIIMHAX BTPAT EHEPTTI INBUJIKUX HETATUBHO 3APSKEHNX YACTHHOK
B OPIEHTOBAHOMY KPUCTAJII BI MTPUHIJIBHOT O ITAPAMETPA
C.B. Tpoumenxo®®, I B. Kupuain®®, O IL. Llycs”
aIncmumym meopemuunoi ¢isuxu imeni Axiczepa Hayionanonoeo naykosoeo yenmpy «Xapiecokuil (pisuxo-mexniuHuil iHcmumym»
Axaodemiuna eyn., 1, Xapxis, 61108, Vkpaina
bXapxiscoxuil nayionanvuuil yrisepcumem imeni B.H. Kapasina
nn. Ceoboou, 4, Xapxis, 61022, Vkpaina

Kounu miBujika 3apsipkeHa 4YaCTHHKA PYXAeThCsl B pEYOBHHI, BOHA BTPavae YacTHHY CBO€i eHeprii Ha 30yKCHHs Ta 10Hi3alilo aToMIB.
Li BTpatn eHeprii Ha3MBAIOTHCS 10HI3AI[IMHUMH BTpaTaMH eHeprii. Y NOCHTh TOHKHMX IIapax PEYOBHHH 3HAUCHHS TAaKUX BTPAT
eHeprii € croxacTHYHUM. BOHO po3moninseTscs BiANOBIAHO 1O 3aKkoHy, 1o #oro Bmepire orpumaB JI.JI. Jlanmay. B amopduux
pevYoBHHAX TakMi po3monin (abo CrekTp), BiAOMHH SIK po3mofii JlaHay, Mae €IMHUI MaKCHMyM, SIKAi BiANOBiZae HaHOLIBLI
HWMOBIpHOMY 3HAUCHHIO BTPAT €HEPrii YaCTUHOK. [IpH pyci YaCTHHKHU B PEXUMI IUIOMIMHHOTO KaHAJIIOBAaHHS Y KPUCTAJI BiIOyBaeThCs
3MeHIIeHHsT (IPU MO3UTHBHOMY 3apsifli YaCTUHKK) abo 30iiblieHHs (OpH HEraTHBHOMY 3apsigi) HMOBIPHOCTI OJM3BKUX 3iTKHEHB
YACTUHKH 3 aTOMaMH, IO MPHU3BOAUTH 10 3MIHM BEIWYMHU HAWOUIBII HMOBIPHOI BTpAaTH €HEPTii MOPIBHAHO 3 aMOP(HHOI0 MIilICHHIO.
HemonaBHo Oyno mokasaHo, IO NIPH KaHAIIOBAHHI HETaTHBHO 3aps/PKCHUX YaCTHHOK Yy KPHCTANI PO3IOMLN iOHI3amifHMX BTpaT
eHepril YaCTHHOK € 3HAYHO OUIBII IIMPOKHM, HiX y amopdHiil Mimeni. [Ipu mpomy meit posnoxmin Moxe OyTH ABOTOPOMM, SKIIO
3HEXTYBAaTH HEKOT€PEHTHHM PpO3CISTHHSAM 3aps/PKCHHMX YaCTHHOK Ha TEIUIOBHX KOJIMBAHHIX aTOMIB KpHCTajda Ta EIEKTPOHHIN
mijicucTeMi kpucrana. B naniit po6oTi MOSICHIOETHCS IPUYMHA BHHUKHEHHS TAaKOT'O PO3NOALTY 10HI3al[IHHUX BTPAT eHepril YaCTHHOK.
3a /I0MOMOror0 YMCENFHOI0 MOJENIOBAHHS AOCITIHKSHO PO3MOJiN 10HI3AlIHHUX BTPAT €HEepril HEeraTUBHO 3aps/DKEHHX YaCTHHOK
BHCOKOI €Heprii, sKi pyXalThCsi B PEKHMi IUION[MHHOTO KaHAIIOBAHHS B KPHUCTaTi KPEMHil0. PO3IIISTHYTO 3aleXKHICTh LOTO
PO3MOAITY BiA HPHULITEHOrO MapamMeTpa YacTHMHOK BiHOCHO ATOMHHX IUIOLIMH. 3HaiIeHO 3aJeXHICTh HaWOLIbII HMOBIpHHX
10HI3aIITHUX BTPAT €HEeprii YaCTHHOK BiJ MPHULIIBHOTO Mapamerpa. [lokazaHo, Mo 1uis BEITUKOI TPYITH YaCTHHOK HaHOLIbII HMOBIpHI
10HI3aIii{HI BTpaTH €HEPril MPH IUIONIMHHOMY KaHaJIIOBaHHI Y KPUCTAJl € HIKYMMH, HDX y aMOp(]Hii MillleHi.

KurouoBi ciioBa: ioHI3aliliHI BTpaTH €HEPrii, INIONIMHHE KaHATIOBAHHS, HETaTHBHO 3apsHKCHI YaCTUHKH.
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Burorosneno touki miiBku CuO METOIOM PEaKTHBHOTO MarHETPOHHOTO PO3IWJICHHS IPH IMOCTIHHOMY CTPyMi B yHiBepCallbHIH
BakyyMHi# yctanosui Leybold-Heraeus L560 na cxusHi miakmanku, temnepaTypa skux ckiaagana 300 K ra 523 K. JocnimkeHo
CTPYKTYpHi, €JIEKTPUYHI Ta ONTHYHI BIACTUBOCTI JUII OTPHMaHMX 3pa3KiB TOHKMX IUIiBok CuO, a came OyJo BHU3HAYEHO:
€JIEMEHTHHH CKJIaJ], IPEICTAaBICHO PO3IOAIJ eIEMEHTIB Ha IOBEPXHI, SIKi BXOJATH 10 CKJIaay JaHUX ILTIBOK, PO3MIp 3€peH, EHEPTio
aKTHBalLlii, ONTHYHY MIMPHHY 3a00pOHEHOI 30HMU, NOKA3HUK 3aJOMJICHHS, NPOBEJCHUII aHali3 KPUBHUX CIEKTPIB NMPOIYCKaHHS i
BinOuBanus s mwiiBok CuO, HaHECeHUX Ha CKISAHI MigKmaakd. EJeMeHTHUil CKiaJ TOHKUX IUIIBOK Ta MOP(OJIOrifo NOBEPXHi
OTPHMAaHO 3a JIOMOMOIOI0 CKaHylo4oro enekTponHoro Mikpockoma (MIRA3 FEG, Tescan) ocHalieHOro AETEKTOPOM BiIOHTHX
enektponiB (BSE) i eneprommcmepcHuM peHTreHiBchkuM aerekropoM (EDX). BeraHoBneHo, mo po3Mip 3epeH Ui IUTIBOK
OTpUMAaHHX MPH HIKYIH TeMmepaTtypi migkiaanku D cranoButh ~ 16 HM, a s IDTIBOK OTPHUMAaHUX IPH BUIIIA TeMIeparypi —
D ~ 26 um. Ha nudpakrorpamax ToHKHX m1iBok CuO crioctepiraeThest 6171bIIa iHTEHCUBHICTD MiKiB A7 TOHKHUX IUTIBOK OTPIMAaHUX
MIpH BUIIUX Temreparypax miakaaakun CuO Ne2, mo Moske OyTH 3yMOBIIEHO KPalIOk CTPYKTYPHOIO JOCKOHAICTIO TOHKUX IUTiBOK
Ta OUTBIIMM pPO3MIpOM 3€peH. 3 MAOCHiPKEHHS eNEeKTPHUYHHX BIACTUBOCTEH, BCTAHOBJICHO, IIO TEMIIEPATypHI 3aJeKHOCTI
€JIEKTPUIHOTO OTIOpY JUIsl TOHKUX IuTiBOK CuO MaroTh HaIliBIIPOBIAHUKOBHI XapaKTep, TOOTO OIip 3MEHIIYETHCS IIPH 301IbIIeHH] 7.
YoTUPHOX30HIOBHM METOJOM BHMIpSIHO BEJIMYMHH IIOBEPXHEBOrO OHOpY IUIBOK: 3pasok Nel - p = 18,69 xOm/[, 3pasok
No 2 — p=5,96 kOm/[0. Ha ocHOBi He3ane)KHUX BUMIpIOBaHb KOoe(il[i€HTIB BiOMBAHHS 1 MPOIYCKAaHHS BH3HAYMIH ONTHYHY
mupuHy 3a6oponenoi 30uu (Eg°P) uist 1BOX 3pa3KiB eKCTPAIOSIIE MPSAMOiHiiHOT nisuku kpusoi (ahv)? = f (hv) na Bics hv.
s 3pazka CuO Nel E¢° = 1,62 eB; ms 3paska CuO Ne2 Eq°P = 1,65 eB. s Tonkux mwiiBok CuO Ne2 Takok BUKOPHUCTOBYBAIU
KOHBEPTHHUI METOJ /ISl BU3HAYCHHST OCHOBHHX ONTHYHHX KoediuieHTiB Eq°P = 1,72 eB, orpumani 3nauenns Eq°° Bu3HaueHi qeoma
MeToIaMH o0pe KOPETIITh MK CO000.

Kuouosi cjioBa: Tonka rtiBka, CuO, ONTHYHI BJIACTUBOCTI, CHEPTisl aKTHUBAIIi.

PACS: 68.65.Pq, 68.55.Jk, 68.37.Hk, 68.37.—d, 71.20.—b, 71.20.Nr

OCTaHHIM 4acOM MPOBOJIUTHCS TOIIYK 1 TOCHI/PKEHHS JACHIEBUX Ta HETOKCHYHUX MaTepiaiiB [yl BUKOPUCTAHHS Y
TOHKOILTIBKOBUX COHSIYHHMX eneMeHTax. OKCHJ MiJi IIMPOKO BHKOPHUCTOBYETHCS B (DOTOCJIEKTPUYHIN Taiysi, JiTii-
IOHHUX Oarapesix, O10JIOTIYHUX JaTYMKaxX, ra30BUX JATYMKAX, MarHITHUX HAKOIMYyBayax, MIKpOIPHUIagax Ta B SKOCTI
HEraTUBHHUX €JICKTPOMAIB ISl Cy4YacHUX JITIH-IOHHMX akymyisiTopiB [1-5]. BiH € akryajapHUM MaTepiajgoMm Juist
BUTOTOBJICHHS COHSIUHHUX ejeMeHTiB. OCHOBHOO HOT0 MepeBaroio € Te, 1o Bid Moxe yTrBoproBaty cronyku CuO ta CuO
3 mupuHOK0 3a00poHeHo1 30uu st CuO 1,3 eB — 2,1 eB, a g Cuy0 2,1 eB — 2,6 eB. Taki 1uiiBKu MOKYTh BOJIOITH N-
ab0 p- THIIOM MPOBITHOCTI. 3aBASKH IbOMY BYCHHM BIAJIOCS CTBOPUTU TOHKOIUTIBKOBI COHSYHI €JICMEHTH Ha OCHOBI
rereporiepexoiB Cu,O/CuO.

B ocTaHHI pOKH OCHOBHHM ITUTAaHHSAM 3aCTOCYBAHHS OKCH/IIB Mili B IKOCTI KOMITOHEHTIB JJIs1 KOHCTPYKIIii COHTIHIX
€JIEMEHTIB ABIISIETHCS TOKPAICHHS ONITUYHUX, SNEKTPUIHNX 1 CTPYKTYPHUX XapaKTePUCTHK IIUX OKCHIIB. TeopeTHIHn
KKl coHsYHMX eIleMEeHTIiB Ha OCHOBi Ookcumy Mimi craHoButh 30,5 % mpu 1,6 eB [6]. Mins He € pigko3eMeTbHIM
METaJIOM, 110 POOUTH ii IEIIeBIIO0 B TOPIBHSIHHI 3 TAJIIEM Ta 1HAIEM, SKi BAKOPHCTOBYIOTHCS Y BUPOOHHUIITBI COHSUHIX
eneMeHTiB. BimoMo, o mpsMO30HHI HaIiBIIPOBIJHUKH YCIIITHO BUKOPUCTOBYIOTHCS B (oToBoibTaini [7,8], a CuO €
NPSIMO30HHUM HaIliBIPOBITHUKOM, TOMY BiH Ma€ BUCOKHI KOS(Ili€EHT ONTUYHOTO MOTIMHAHHS y BuanMmiii Ta [4 obnacti
criektpa. HeTOKCHYHICTh 1 €KOHOMIYHICTh BHPOOHHYOTrO MPOLIECY MOMIM O 3pOOMTH OKCHIM Milli albTepHATHBOIO
KPEMHiI0, SIKHii B OCHOBHOMY BHKOPHUCTOBYETHCS JJIsl BADOOHUITBA COHSYHUX eneMeHTiB. OTxe, TOHKI TUIIBKA OKCHIY
MiJli MOXKYTh OyTH BUKOPHUCTaHI JJIsl BUTOTOBIICHHS! COHSYHUX €JIEMEHTIB 1 (pOoTONpHUiiMadiB.

Tonki miiBku CuO CTBOPIOIOTH 3 BUKOPUCTAHHSAM DPi3HHX METOJIB OCAJKCHHS TOHKHX IUTIBOK [9,10], Takux sk
XiMiYHE OCaj/pKEHHS 3 TapoBOi (a3u, TepMiYHE BHIIAPOBYBAaHHS, PEAKTHBHE MAarHETPOHHE po3mwicHHSA. OmHak
CJIEKTPUYHI Ta ONTUYHI BIACTUBOCTI JaHUX IUTIBOK CYTTEBO 3aJIeXKATh Bil TEXHOJIOTIYHAX PEKUMIB X BUTOTOBJICHHSI.
ToMy HOCHiPKEHHS TEXHOJIOTIYHHX PEKUMIB BHTOTOBJICHHS TOHKHX IUTIBOK OKCHAY MiJli 3aJIUIIAETHCS aKTYaIbHOIO
3aa4ero.

T Cite as: S.I. Kuryshchuk, T.T. Kovalyuk, H.P. Parkhomenko, and M.M. Solovan, East. Eur. J. Phys. 4, 76 (2021), https://doi.org/10.26565/2312-4334-
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EKCIIEPUMEHTAJIbBHA YACTHUHA

Burorosnenns Torkux miiBok CuO mpoBoamiIocs B YHiBepcaldbHIA BakyyMHil ycranoBmi Leybold-Heraeus L560.
HanmmoBanuces TosKi rumiBka CuO MeTo10M peakTHBHOTO MAarHETPOHHOTO PO3MIIICHHS IIPH MocTiHOMY cTpyMi [11, 12]
Ha CKJISIHI MIAKIAIKHK, Temiepatypa skux ckiagana (Tpo): s 3paska Nel — 300 K ta gnst 3paszka Ne2 — 523 K. Migna
MimeHp — maitba giamerpoM 100MM 1 TOBHIMHOIO S5MM, PO3MIIIY€ThCS Ha CTOJNMKY MAarHeTpoHa 3 BOISHHUM
OXOJIOJDKEHHSIM Ha BIICTaHi 7¢M 1ij miakiaakamMy. BakyyMHa kamepa mae ToBIIMHY 10 MM 1 BUTOTOBIICHA 3 HEPXKaBil04O1
crami. 3 Hei NPOBOMUTHCS BigKauka ra3dy J0 BHCOKOTO BaKyyMy 3a JIOIIOMOTOI TYpOOMOJIEKYJISIPHOTO Hacocy
(30000 06/x8) 10 510 M6ap (51073 Ila). KOHTpOMOEThCA THCK 3AIMLIKOBHX Ta3iB 3a JONOMOIOIO i0OHI3aLiiHOro Ta
TEPMOITAPHOTO MAaHOMETPUYHOTO IIEPETBOPIOBAYA.

B 1abn.1. HaBeneHI TEXHOJIOTIYHI HMapaMeTpH INpolecy BUTOTOBIEHHs TOHKUX IuIiBok CuO. [Ipotarom mponecy
HamwieHHs (OopMyBaHHS ra3oBoi cyMimi B moTpiOHux mpomopuisx aprony (Par) i kucHio (Poz) BimOyBamocs 3 2-x
HeszanexHnx mkepen. 1106 3amobirT# HEKOHTPOIHOBAHOMY 3a0pyAHEHHIO IOBEPXOHB IIAKIANKHA 1 MilIeHi, MU
BHUKOPUCTOBYBAJIM KOPOTKOYACHE POTPABIFOBAaHHS 1X O0MOApIyI0UMMH i0HAMHU aproHy.

Ta6muus 1. [Tapamerpu ToHkux miisok CuO

Ne Iniexa P“g‘;”" Thiox, K | t, xB. Par, MOap Po2, Mbap E., eB d, um

1 CuO 70 300 10 4-1073 4-1073 1,62 280
2 8 1,72¢D

2 CuO 70 523 10 4-1073 4-1073 1.650D 280

[pumitka: *1 — onTnYHa mmpuHa 3a60POHEHOT 30HN BU3HAYEHA 32 JOMIOMOTOK0 KOHBEPTHOTO METOMY; 2 — ONTHYHA
HIMpUHA 3a00pOHEHOT 30HM BU3HAUCHA 3 HE3aJICKHUX BUMIPIOBaHb KOC(DII[€HTIB BiJOMBAHHS 1 IPOITYCKaHHSI

BuzHaueHHs eJeMEeHTHOro CcKiay TOHKHX mriBok CuO Ta JociikeHHs] MOpgOoIIorii MoBepXHi OyII0 MPOBEICHO 32
JIOTIOMOT0I0 CKaHyro4doro eyekrponHoro wmikpockona (MIRA3 FEG, Tescan) ocHaIieHOro JAETEKTOPOM BiIOMTHX
enektpoHiB (BSE) i eneprogmcnepcauM pentreHiBchkuM aerekropoM (EDX). BimHocHa moxmOka mpu BUMiprOBaHHI
AaTOMHHUX YacTOK XIMIYHHX €JIEMEHTIB, SIKi BXOJSTh 10 CKiaay He mepesuniye 2,7 % y sumanky Cu, a takox 2,3 % y
punaaky O (Ta6nm. 2). Hudpakrorpamu mriBok CuO Oymu OTpUMaHI Ha PEHTTEHIBCHBKOMY IH(paKTOMETpi
XRD System - SmartLab, Rigaku.

BuMiproBaHHS TOBEPXHEBOTO OTIOPY TOHKHX TUTIBOK OKCHTY Mi/li IPOBOAMIOCS 32 TOTIOMOTO0 YOTHPHOX30HI0BOTO
MeTony. EnekTpudHi KOHTaKTH Ui BHUMIPIOBAHHS TEMIIEPATYPHUX 3aI€KHOCTEH enekTpudHoro omopy (R) ToHKHX
wiiBok CuO Oyiu 3po0JIcHI Ha MPOTUIICKHUX CTOPOHAX IUTIBOK IUITXOM OCAPKCHHS HIKEJIF0 METOJIOM MarHeTPOHHOIO
posnuiieHHs npu Temiepatypi miaknaaku 400 K. Jlocnimkenns npoBoawiu B inTepBam temmepatyp T = 305 + 375 K.
OCKIJIbKY HE3BOPOTHI MPOLIECH, HATIPUKIIAI, OKUCHEHHS IPH BUMIPIOBaHHI TEMIIEpATypHHX 3aJIE)KHOCTEH OIOPY MOXKYTh
3MIHIOBaTH IapaMeTpH IUTIBKH, TOMY BHMIipIOBaHHSI TPOBOAMIIH, SIK IIPH HArpiBaHHi, Tak i MpH 0X0JokKeHHi. ToBmuHy
(d) Tonkxux miBok CuO BuMmiproBany 3a gonomororo inreppepomerpa MUN-4 3a cranmapTHOO MeTouKow0. ONTHYHI
BJIACTMBOCTI TOHKHMX IUTBOK CuO 1oCHiIpKyBaluch Ha OCHOBI aHaJli3y iX CHEKTpIiB NpOINYCKaHHS Ta BiJOWMBaHHS
BUMIipstHUX Ha criekTpodoromerpax CD-2000 ta Nicolet 6700 B miama3zoni qoBxuH XBiIb Bix 400 mo 2800 HM.

PE3YJIbTATH TA IX OBTOBOPEHHSA
CTpyKTypHi BiaacTuBocTi TOoHKHX miaiBok CuO
3a JI0OMOroI0 CKaHYIOYOro eJIEKTPOHHOTO MIKpOCKOIa OyJIO0 Oep)KaHO THIIOBI 300pakeHHs MOBEPXHI yTBOPEHI
BigOutumu enexrponamu (BSE) (puc. 1, a), sixi mokazano npu 36inbmenHi (1000x), a Takox Ha pUCYHKY MPEICTABICHO
PO3IIOIIT eJIEMEHTIB Ha TIOBEPXHI, SIKi BXOJATH 10 CKJIaly JaHHUX ILTiBOK.

Pucynok 1. Tunosi SEM 300pakeHHs1 HOBepXHi ILTBKU (@, 1) yrBOpeHi Binoutnmu enekrponamu (BSE) mpu 36inbiienHi
(1000x) mnst tonkux mwiiBok CuO 1 ta CuO 2, Bignmosigno. Ha puc. (6, €) npencraBieHO poO3IOALT SIEMEHTIB Ha MOBEPXHI IUTIBOK
CuO 1 ta CuO 2, a Takox okpeMux Ximiuuux enementiB Cu (B, €) Ta O (T, i), IKi BXOJATh [0 CKJIaay TOHKHX IUTiBOK.
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300pakeHHsT OTpUMaHi 3a gonioMororo SEM Uit okcuay Mifi MOKa3aiu, Mo I TOHKUX TUTIBOK BiCYTHI BUAUMI
nedexTa (mpokonu, ocodmmBo s miBkya CuO 2), o B CBOIO Yepry CBiAYATh PO IX XOPOITY CTPYKTYPHY JOCKOHATICTD,
a TaKOX MiATBEPIKEHO PIBHOMIPHHUI PO3IIOILT €IIEMEHTIB Ha TIOBEPXHI AJIs JBOX ILTiBOK pHcC.1 (6, e). Kpama cTpykrypHa
JockoHaicTh TOHKOT tiBku CuO 2 mMoxke 0yTH 00YMOBIJICHO BHILIOI TEMIIEPATYPOIO MiAKIAIKHK MiJl 4ac OCaJHKEHHS, a
BIJIMOBI/THO ¥ KpaIo0 PyXJIMBICTIO aTOMIB Ha MiAKIAALI y rpoiieci popMyBaHHs IUTIBKY MOpiBHAHO 3 mwiiBkoo CuO 1.

OnpoMiHeHHs 3pa3KiB My4YKOM €JIEKTPOHIB MPU3BENIO HE TUIbKH IO YTBOPEHHS BTOPHHHUX 1 BIIOMTHX €JIEKTPOHIB,
a TaKOX BHUKJIMKAJIO IOSIBY XapaKTEPUCTHYHOTO PEHTTEHIBCHKOTO BHUIPOMIHIOBAHHS (THIIOBI CIEKTPU MPEJCTABICHO
Ha pHuc. 2).

Pucynok 2. EDX-criextp st Tonkoi miiBku CuO 1.

AHani3 XapakTepUCTUYHOTO PEHTICHIBCHKOrO BHUIIPOMIHIOBAHHS JO3BOJIMB BH3HAYUTH EJIEMEHTHHH CKIaJ
JIOCJIKYBaHHX TOHKUX ILTIBOK (Ta0J1. 2). BusHaueHMit eJIeMEHTHHUI CKJIa[l BIAMOBIAA€ CTEXIOMETPUYHOMY JIJISI TOHKHX
wiiBok CuO, a TakoX MOKAa3aHO JICAKE BIAXUICHH BiJl CTeXioMeTpii s TOHKuX 11iBok CuO No2,

Tabauusa 2. EnemenTHUI CKITag 3pa3KiB

ATOMHI 4YaCTKH XIMIYHUX €JIEMEHTIB, SIKi
. TToxubxa, %
Haspa BXOJISITh JIO CKJIJy TOHKHX IDTIBOK, %
Cu | 0 Cu | 0
Nel
30Ha 1 51,38 48,62 2,6 2,2
30Ha 2 51,55 48,45 2,6 2,3
Ne2
30Ha 1 54,24 45,76 2,7 2,0
30Ha 2 54.28 45,72 2,7 2,1

BpaxoByroun BiTHOCHY MOXHMOKY NPY BUMIpIOBaHHI aTOMHHMX YacTOK XIMIYHHX €JIEMEHTIB, SIKi BXOAATH 10 CKJIaLy
TOHKHX IUTiBOK CuO /114 IITiIBOK OTPUMaHMX TP HIKYKMX TEMIIepaTypax Miikia ki 3pa3ok Nel ckiiai mriBoK BiflioBiiae
crexiomerpuunomy ~ 1,02:0,98 y Bumanky 3i 3pazkom Ne2 BifOyBaeThCs JesKe BIAXHMJICHHS BiJl CTEXiOMETPHUYHOTO
cxiany ~ 1,08:0,92. BimxunenHs Bin crexiomerpii ams 3pa3ka No2 mMoke OyTr 0OyMOBJICHO (OPMYBaHHSM KIAacTepiB
Cu;O mpu BUIIKX TeMIlepaTypax OCaIKCHHS TOHKHX IUTBOK. lle Takok MmiaTBepIKyeThCS HASABHICTIO MIKiB MEHIIOT
irTercuBHOCTI uts oriBku CuO Ne2 Ha mudpaxrorpamax puc.3 (0) me crnoctepiraeTses BinOuBaHHA Bix miommH (200)
npu 42,4° ta (220) mpu 61,5° [13].

Ha nudpakrorpamax toHkux miiBok CuO (Puc. 3) cmocrepiraioTbcsi JOMiHyIOYe BiIOMBAHHS Bill IUIOIIMHU
(-111/002) mpu 35.5° i BigOmBaHHst MeH10i iHTeHCUBHOCTI Bif mutotmH (111) mpum 38,54, (110) —32,5°1 (220) npu 66,7°.
HasBHiCTh IIMX MIKIB Y3TOPKYIOThCS 3 JITEPaTYpHUMH AaHUMU OTpuMaHuMu B poborax [13-15]. Cnocrepiraerbes
OlnbllIa IHTEHCHUBHICTH MIKIB JUISi TOHKUX IUIIBOK OTPUMAaHHUX IPH BHUIIMX TEMIIEpATypax MiJIKIaiKH, 10 Moxe OyTH
3YMOBJICHO KPAIOI0 CTPYKTYPHOIO JOCKOHAJIICTIO TOHKHX IUTIBOK Ta OUIBIINM po3MipoM 3epeH [16].

BukopucroByroun piBHsHHA Lllepepa MoxkHa BU3HAYUTH po3Mip 3epeH s miaiBok CuO oTpUMaHHX MpH PI3HUX
TEMITepaTypax MiIKIaKH :

D~ 0.944 ’ )
L cosf
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nme D - po3mip 3epHa, f - TOBHA INMPHWHA HAa TOJOBHHI MaKCHMyMy IHUQPAKMiHHOTO iKYy, A-TOBKHHA XBHIII
PEHTTEHIBCHKOTO BUIIPOMIHIOBAaHHS, 1 6 - KyT Au(paKiIii.

BcranosieHo, mo po3mip 3epeH TS INTiBOK OTPUMaHUX ITPH HIKYiH TemIiepatypi migkmaaku D ctanoBuTs ~ 16 HM,
a JI1d TOTIBOK OTPUMAHUX TIPH BUIIIN Temriepatypi — D ~ 26 HM.

Pucynoxk 3. [ludppaxrorpamu ToHKHX 1iBok CuO OTpHMaHUX IPH Pi3HUX TeMIlepaTypax minknanku: a) 3pa3ok Nel; 6) 3pasok Ne2.

Enextpuuni BjaacTuBocti TOHKHX miiBok CuO

OmHy 3 OCHOBHUX 3a/1a4 JUISI TOCSTHEHHS BHCOKOi e€(peKTHBHOCTI pOOOTH HAIiBIIPOBITHIUKOBHX MPMIIAIIB Bifirpae
e(eKTUBHE BiZIBEJICHHS HOCIIB €JIEKTPHYHOr0 cTpyMy. Ll ByHKIIIsI BUKOHY€EThCS 32 IOTIOMOTOI0 METalliYHUX KOHTAKTIB,
SIKi MIBOAATHCS O TOHKOI IUIIBKM ab0 HAMmiBIPOBITHUKOBOI CTPyKTypu. OCHOBHA BHMOTa J0 HHX: BOHU MOBHHHI
BOJIOJIITH OMIYHUMH BJIACTUBOCTSAMH, TOOTO MallUM EJICKTPUYHHUM OMOPOM Ta JIHIHHOK BOJIbT-aMIICPHOIO
xapaxrepuctukoro[ 17]. Ili yMOBM BHKOHYIOTBHCS, SKIIO CTBOPHUTH MPUKOHTAKTHY 00sacTh (3 OOKy HamiBIPOBIIHUKA),
30araueHy Ha OCHOBHI Hocii 3apsry. ChiBBiTHOIIEHHS MK poOOTaMM BUXOJy €JIEKTPOHIB 3 HaliBIPOBIIHHUKA 1
MeTalxy — He €IMHUN (pakTop CTBOPEHHS OMIYHOTrO KOHTakTy. Tpeba 3BepHYTH 0cOONMBY yBary Ha NOBEPXHEBI SBHINA
PEYOBUHM, Ha CTYIIiHB JICTYBaHHS HAIIBIIPOBIIHUKOBOTO MaTepialy, HA MOKJIMBE YTBOPCHHS Pi3HAX XIMIYHHX CIIOIYK
a00 CTPYKTyp B MicCIli KOHTaKTy, Ta iH.

[[{o6 BU3HAYNTH €TEKTPUYIHI MapaMeTPH TOHKHX IUTIBOK OKCHAY Mifi, ITOTPIOHO HAHECTH SAKICHI OMiYHI KOHTAKTH
Ha HUX. B mitepaTypi Ha CHOTONHINIHIN AE€HP Maibke HEMAae€ pE3yNbTaTiB ACTANBHUX JOCHIKCHb EIEKTPUIHHUX
BJIACTUBOCTEH OMIYHMX KOHTAKTIB /It TOHKUX IIiBoK CuO. Ha puc. 4, 306pakeni BAX HikeneBOro KOHTaKTY, SKHA OyB
CTBOPEHHH 32 JIOIIOMOT'0I0 MArHETPOHHOTO HAIMJICHHS /10 TOHKKX 11iBoK CuO.

31/ MA ~ 100/ mA
El) | s . n 0) > a
0,75+ &
2 . . LA
. 0,50 | e
1- . s
" 0251 4
n U, B A U,B
S5 4 -3 -2 A0 !‘ 1 2 3 4 5 5 4 -3 2 -‘1 40 1 2 3 4 5
. 4:025)
- -1 4 R A
" 1 A -0,50 |
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[ ] 1 A
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Pucynok 4. BAX HikeneBoro KoHTakTy 10 ToHKuX miiBok CuQ: a) 3pa3ok Nel; 6) 3pazok Ne2.

3 puc. 4 MOXHa 3pOOUTH MPUITYIICHH, 10 OTPUMAaHI HiKeJIeBI KOHTAKTH BiIIMOBINAIOTH KPUTEPISIM OMIYHOCTI
KOHTaKTy, a caMe - [l¢ CUMETPHYHICTh 1 mpsMomniHiiHicTh ritok BAX. 11106 BUMIipATH TeMuepaTypHi 3aJeXHOCTI
SJIEKTPUYHOTO OIOpYy TOHKHX IUIBOK okcuay Migi R = f (T), cTBoproBanu KOHTakTH Ha 2-X HPOTHJICKHUX CTOPOHAX
JOCIHIDKyBaHOT IUTIBKH. BHMIpIOBaHHA TEMIIEpaTypHUX 3aJIGKHOCTEH NPOBONMINCS B IHTEpBali TeMIIEpaTyp
305+375K. I3 puc. 5 BumHO, IO MICIIA MPOIECYy HArpiBaHHSA B IUTIBKAaX BiMOYBAIOThCS HE3HAYHI 3MiHH (HEBEIHKE
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3pOCTaHHS MUTOMOTO Omopy). TemmnepaTypHi 3ale)KHOCTI onopy TOHKHX IUIiBok CuO mpuBeneHi Ha puc. 5, MalOTh
AKTUBALIMHUI XapakTep MPOBITHOCTI, 3 OO MOKHA 3POOWTH BHUCHOBOK, IO TOHKI IUTIBKH OKCHIY Milli MalOTh
HAIIBOPOBITHUKOBUHA THI HPOBIAHOCTI. 3 EKCIOHEHLIWHUX IUISHOK OTPUMAaHUX EKCIEPUMEHTATbHHX 3aJICKHOCTEH
R =f(T) BusHauanm eHepriro aktuBaii ;s Hamumx 3paskiB CuO (puc. 4), ska ckiamae 0,24 eB i moxe BiamoBimatn
rUOWHI 3aIATaHHsI POO0YOTO PiBHS.

Pucynok 5. TemneparypHa 3a1exXHICTh 0onopy TOHKUX IDTiBOk CuO: a) 3pa3ox Nel; 6) 3pasok Ne2.

bynu BuMIpsiHI 3HAueHHsS MOBEPXHEBOro oOmopy ToHkuX IwiBok CuO mnpu KIMHATHIA TemmepaTypi
YOTHPHOX30HJOBUM MeTOlIOM: 3pa3ok Nel ckianae ps = 18,69 kOm/O, 3pazok Ne 2 - ps = 5,96 kOm/O.

OnTuyHi BIacTuBocTi TOHKUX MiIiBok CuO

Ha puc. 6 300pakeHO crieKTpH nporryckaHHs TOHKHX 1UIiBok CuO. Ha criexTpi npomyckanHs 3pa3zka Ne2 BHIIHO
TIepiOMYHI MKW Ta BIIAJIUHH, sIKi 00yMOBIICHI iHTEpQEPEHIIIHHUMH SBUILAMH, 1110 CBIAYUTH PO XOPOILILY OJHOPIIHICTH
Ta SAKICTh MOBEpXHi TOHKKX TUTiBOK[18]. OnTHuHI KOe(ilieHTH TOHKUX IUTIBOK (MOKA3HUK 3aJOMICHHs N(1), TOBLIMHA
wiiBok d, xoe¢imientn normunanus o) ta exctuniii K(1)) BH3HAYaIOTBhCSA 13 CHOEKTPIB MPOIYCKAHHS, HA SKUX
CIIOCTePIraroThCs iIHTepEpeHIIiiHI ABHIA, BAKOPUCTOBYIOUH KOHBepTHHH MeTo [ 19]. Llei MeTo MOXKHA 3aCTOCOBYBATH
MpH CIAOKOMY TIOTIIMHAHHI TOHKUMH IDTIBKAMH Ta TPO30POCTi MiIKIAJKH, TOBIIUHA SKOi 3HAYHO OibIIa BiJl TOBIIHMHA
TUTiBKH. Y JaHii poOOTi i BUMOTH 3aI0BOJBHSIOTECS.

OfHIEI0 3 OCHOBHHMX YAaCTHH KOHBEPTHOTO METONY CIyXaTh KOHBEPTHI KPUBI Tmax(A)=Tm(L) Ta Tmin(A)= Twm(4).
OTpuMYIOTECS BOHH 3a JIOTIOMOTOI0 €KCTPAIOJIALii HOMEpeIHhO BH3HAYCHUX TOYOK, SKi BiAMOBINAIOTH ITOJIOKEHHIO
iHTepdepeHIliitHUX eKcTpeMyMiB (puc. 6).

Pucynok 6. Criektp npomyckanss ToHkoi mwiiBku CuO Ta KOHBEpPTHI KPHBI [jis iHTephepeHuiiHnX MAaKCUMYMIB Tmax(4) Ta
MiHIMYMiB Tmin(4)

[Ticis TorO0, IK MU OTPHUMAITH KOHBEPTHI KPUBi, MOKHA BU3HAYHUTH TOKAa3HUK 3amomieHHst N(A) Torkoi mwiiBku CuO,
SIKUH 3HaXOAUTHCS 32 JONIOMOT'OI0 PIBHSHHSL:
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n(4)=

TM (A)Tm (2“) 2 ) TM (Z)Tm (A) 2

J€ Ng — 1€ MOKAa3HUK 3aJIOMJICHHSI HiI[KJ'IaI(KI/I, SIKMI BU3HAYAETHCS 3a BHUpaA3oM:

/ 1 1
n.= [(——1)+—, (3)
) T ) T,

ne Ts - IpoITycKaHHS IMiIKIaIK{ 1 BOHO MPAKTUYHO MOCTIHHE B IMIPO30piii 00IacTi.

Jns migkmanku, B AKOCTI sIKOi BHKOpHCTaHe TOKpuBHe ckio, Ts = 0,91. Tomi 3 piBasHHA (3) OTpMMaemo,
o Ns = 1,5 54

3HaueHHs MOKAa3HMKa 3aJOMJICHHS] TOHKUX IIiBOK CuO po3paxoBaHe 3 BUKOPHUCTAaHHsM piBHsHHS (2). 3 puc. 7
BUJIHO, IO TPH 301UIBIIEHHI JOBKUHMA XBWIII MMOKA3HUWK 3aJIOMJICHHSI CIajgae 1 mpu JoBxkuHaxX XBwib A > 1000 HM
cTabinmi3yeTbes. Benmuki 3HaueHHs N pu AoBXUHAX XBUIb A < 800 HM 00yMOBIIEHE Pi3KMM 3MEHIIECHHSIM MPOIYCKaHHS
01151 Kparo BIaCHOTO IMOTVIMHAHHS TOHKHUX ITIBOK OKCHIY Miji. HacTynmHUM KpOKOM KOHBEPTHOTO METOJY € BU3HAYCHHS
toBiuHY TiBOK CuO 3 piBHIHHS (4):

20, (Ty (4)=To (4)) | 2 +1T [z (Tu (4)=To (2)) 241
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Pucynok 7. I'padik 3a1e:KHOCTI HOKa3HUKA 3aJIOMJICHHS Bif Pucynok 8. I'padik 3anexsocti a(l) Torkoi miisku CuO (Ne2)

JIOBXKMHU XBWJII Jutst TOHKOT tutiBku CuO (Ne2).

ne: A1 Ta A2 — TOBKHHHU XBHJIb, KOTP1 BIAMOBINAIOTH CYCIHIM TOYKaM €KCTPEMYMY Ha CIIEKTPi MPOITyCKaHHS, BETMYHHA
A =1 ans 2-X cyciIHIX TOUOK €KCTPEMYMY OJIHOTO THITy (min — min, max —max) i A = 0,5 st 2-X CyCiHiX eKCTpEMyMiB
MIPOTHIIEKHOTO THIY (Min — max, max — min).

ToBmMHA TOHKOI TUTIBKH OKCHIIy MiJli, pO3paxoBaHa 3a JOTMOMOror0 Bupasy (4) ckmamae 280 um. KoedirieHT
nornuHaHHs a(A) (puc. 8) Wis MIiBOK OKCUIY MiJli MOKHA OOYHCITUTH 3a IOTIOMOTOI0 BHpasy (5):

(n(2)-1)(n(1)-n)| [ AV
a(l):lln :( m( )Jl = )
’ T (1)
(n(2)+1)(n(A)+ny) [wj -1

Ha puc. 8 MoxHa mobaunTn mo 3HaueHHs Koe(dillieHTa MOTJIMHAHHA o B 00JacTi KOPOTKMX XBWIIb, OISl Kparo
BIIACHOTO TIOTJIMHAHHS € BEIWKUMH, & OJHOPIIHUM TOTIIMHAHHSA cTae B oomacti 4 > 1000 HM. 3a 1OITOMOTOI0 PiBHSIHHS
(6) Bu3HAUCHO KOC(DIIliEHT EKCTHHKII, Tpadik sKoro 300pakeHo Ha puc. 9.

()= 24%) ©
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Pucynok 9. I'padik 3anexxnocti k(1) Torkoi miiku CuO (Ne2)

3 puc. 9 BumHO, m0 OLTA Kparo 0OONACTi BIACHOTO IMOTJIMHAHHA IUTIBKA KOE(IIIEHT €KCTHHINI TEeX BHUCOKHIA.
B o6macti 4 > 800 HM 3HaueHHs KoedimieHTa excTuHIlii K c1abo 3ameXxuTh Bif JOBXUHHM XBWii A. JlaHwii Meton
3aCTOCOBYETHCS TUTBKU y MEKaX 00JIacTi MPO30POCTi TOHKOI IUTiBKU. B 0011acTi BTaCHOTO MOTTMHAHHS BUKOHYIOTHCS TaKi
YMOBH: CHJIbHE HOIJIMHAHHSA B TOHKOI m1iBku CuO, MOBHICTIO MPo30pa MifikiIaika Ta N2>>k2,

[Toxa3HWK MOTIMHAHHA ¢ B 007aCTi BIACHOTO MOTJIMHAHHA TOHKOI IUTIBKA OKCHAY Mifi MOXe OyTH BU3HAUCHUH 3
HacTymHoTro BHupa3y[20]:

1 (1=R (2))(1-Ry (4))(1-Ryy (4))
a" T(2) : )

a(A)=

ne T — koeditient npomnyckanss; Ry, Riz, R2 — 1ie xoedimienTr BigOUBaHHS B IPaHMIb: TUTIBKA — ITiKJIaKa, IOBITPS —
TUTiBKA, MIIKJIJKa — TOBITPSI.

) = [16] (8)
+

Pucynok 10. I'pacix 3amexsOCTI ((lhl/)2 = f(hV) s spaska CuO Ne2
KoedirmieHT mornuHaHHS o A1 TOHKUX IUTIBOK T0OPE y3TOMKYEThCS 13 HACTYITHOIO 3AJICKHICTIO!
1/2
(ahv)=A(hv-E4) ", ©9)
ne A — KOHCTaHTa.

Buznaueno mmpuny 3abopoHeHoi 30HM TOHKOI mmiBku CuO (Ne2) Eg=1,72 eB, 3milficHMBIIM EeKCTPAaIOJISILIi0
npsMoiHiiHOT AinsHku kpueoi (¢ hv)? = f (hv) na Bick eneprii hv (puc. 10).
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Takoxx Oysio TpPOBEIEHO BHU3HAYECHHS ONTHYHUX BIACTHBOCTEH 3a JOIOMOTOI HE3aJe)KHHX BHUMIpPIOBAaHb
KoeimieHTiB nporyckaHss (puc. 6) i BigbuBanus (puc. 11) [21]. OnTryHi KoedillieHTH B3a€MO OB’ 13aHi 3 ONTHYHAMHA
KoHCcTaHTaMH N i K [22]. SIKimo majiHHs CBITIOBOTO MydYka Ha MOBEPXHIO 3pa3ka HOPMAlbHE, TO BiIOWBHA 3aTHICThH
MIOBEPXHI BU3HAYAETHCS 32 (DOPMYJIIOHO:

n—1)* +k2
(n-1)

R:—2
(n+1)" +k*

(10)

ITpu HU3bKOMY KOE(IiliEHTI MOTIMHAHHSA CBiTIa B 00’eMi HamiBmposianuka, ko k? << 1 (a6o k? << n?), i3 (10)
OJIePAKY€EMO:

(n-1)’
R=~"7_ 11
(n+1)° (an

3 AKOT'0 OTPUMYEMO:

_1+«/§

== 12
VR (12)

n

Ha pumc. 11 HaBemeHi cmekTpw BigOWBaHHS 1 TOKAa3HWK 3aJOMJICHHS (BCTaBKa), SKWH pO3paxoBaHMN 3a
¢dhopmymoro 12.

BcranoBneHo, 1o koedimieHT nornuHanus (puc. 12) tonkux miiBok CuO B 00J1acTi BIACHOTO MOTJIMHAHHS 100pe
OnucyeThest 3anexHicTIo (9). Taka 3anexHiCTh CBIIYUTH PO Te, 110 MaTepian TOHKKUX Mi1iBok CuO, HAUIIEHUX METOJIOM
PEaKTUBHOTO MAarHETPOHHOTO PO3IWIICHHS NP MOCTiIHHIA HAmpy3i, € MPSIMO30HHMUM HamiBIpoBigHUKOM. [llnsixom
eKCTpaNoJIALIT JIiHiHHOT Aingnku kpusoi (¢ hv)? = f (hv) 1o mepetuny 3 Biccro eneprii hv, BU3HaY€HO ONTHYHY MIMPUHY
3aboponeHoi 30Hu s 3paska Nel CuO (E% = 1,62 eB); ms 3paska Ne2 CuO (E = 1,65 eB).
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Pucynok 11. Crextpamshi 3amexHocTi Koedimienta BinOuanes —Pucymox 12. Ipadix sanexuocti (¢ hv)? =f (V) xua 3paska
toukoi mwiBkn CuO (Ne2), Ha BCTaBli 3aNexXHICTL NokasHuka CuO Nel. Ha BcTaBii - muis 3paska Ne2.
3aI0MJICHHS

Bapro BigMiTHTH, IO OTpHUMaHi IUIIBKM BOJOMIIOTH IIMPHHOIO 3a00pPOHEHOI 30HU OJM3BKOIO JI0 ONTHMAIBHOI
IMpHUHY 3a00poHeHo1 30HH (1,5 eB) MaTepiaiiB noriMHavya B KOHCTPYKIIIT COHSTYHUX €JIeMEHTIB. ToMY Ii IJTIBKM MOXKHA
BHUKOPHCTOBYBATH B COHSIYHHX €JIEMEHTaX.

BUCHOBKHU
1. BwuszaueHo eneMeHTHHH CKiIa] TOHKUX IDTiBOK CuO, MpecTaBIeHO PO3IIOALT eIEMEHTIB Ha TIOBEPXHi, IKi BXOIATH
0 CKJIay OAaHWX IUTIBOK, BCTAHOBJICHO, IO PO3MIp 3€peH Ui IUIIBOK OTPHMAaHUX TPH HIDKYIA TeMmepaTypi
migkragkd D craHOBUTE ~ 16 HM, a Ui IUTIBOK OTPUMaHHMX NpW BUIIIA Temmeparypi — D ~ 26 um. Ha
mudpakrorpaMax TOHKUX IiBok CuO cniocTepiraeThes OiIbIa iIHTEHCUBHICTD MIKIB ISl TOHKUX TUTIBOK OTPUMAaHUX
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IIpH BUIUX Temreparypax migkiaagkd CuO Ne2, mo Moxke OyTH 3yMOBJIEHO KPaIIOl0 CTPYKTYPHOIO JOCKOHATICTIO
TOHKUX IUTIBOK Ta OUTBIIAM PO3MipOM 3€peH.

2. Ha ocHOBiI He3aJeXHUX BUMIPIOBaHb KOE(]ILIEHTIB BiJOWBAHHS 1 NPOIYCKAaHHS BH3HAYMIA ONTHUYHY IIUPUHY
3a00pOHEHOT 30HM VIS IBOX 3Pa3KiB EKCTPATIOJIALICIO IIPAMOITIHIMHOT qitsHku kpusoi (ahv)? =f (hv) ma Bics hv. Jlna
3pazka CuO Nel Eg% = 1,62 eB; s 3pazka CuO Ne2 E4® = 1,65 eB. [ns tonkux rmmiBok CuO Ne2 Takox
BUKOPHCTOBYBaJIM KOHBEPTHUI METO/I JAJIs1 BU3HAYCHHS OCHOBHUX ONTHYHHX KoedinieHnTiB Eq% = 1,72 eB, orpumani
3HaueHHs E4°° BH3HaueHi ABOMa MeTogaMu 100pe KOPEMOITh MiXk C00010.

3. 3 mociiKeHHS eNeKTPUYHUX BIIACTUBOCTEN, BCTAHOBJICHO, 1110 TEMIIEPATypHI 3aJIE)KHOCTI €JIEKTPHYHOTO ONIOPY IS
ToHKMX IIiBOK CuO MaloTh HamiBIPOBIIHUKOBHH XapakTep, TOOTO Omip 3MEHUIyeThCSl HpH 30imbmueHHi 7.
YoTUpHOX30HAOBUM METOIOM BH3HAUCHO BEIMYMHU MOBEPXHEBOTO OMOPY IUTIBOK: 3pa3ok Nel- p = 18,69 kOm/[1,
3pa3ok Ne 2 - p =596 kOm/L1.
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STRUCTURAL, ELECTRICAL AND OPTICAL PROPERTIES OF CuO THIN FILMS
OBTAINED BY REACTIVE MAGNETRON SPUTTERING
S.I. Kuryshchuk?, Taras T. Kovalyuk?®, Hryhorii P. Parkhomenko?, Mykhailo M. Solovan?
aYuriy Fedkovych Chernivtsi National University, st. Kotsyubyns'kogo 2, 58012, Chernivtsi, Ukraine
bCharles University in Prague, Faculty of Mathematics and Physics
Ke Karlovu 5, 121 16 Prague 2, Czech Republic
CuO thin films were produced by the method of reactive magnetron sputtering at direct current in a universal vacuum system Leybold-
Heraeus L560 on glass substrates, the temperature of which was: 300 K and 523 K. The structural, electrical and optical properties for
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the obtained samples of CuO thin films were studied, namely: elemental composition, distribution of elements on the surface, which
are part of these films, grain size, activation energy, optical band gap, refractive index, analysis of curves of transmission and reflection
spectra for CuO thin films deposited on glass substrates. The elemental composition of the thin films and the surface morphology were
performed using a scanning electron microscope (MIRA3 FEG, Tescan) equipped with a reflected electron detector (BSE) and an
energy-dispersed X-ray detector (EDX). It was found that the grain size for films obtained at a lower substrate temperature D is ~ 16 nm,
and for films obtained at a higher temperature - D ~ 26 nm. On the diffractograms of CuO thin films, a higher peak intensity is observed
for thin films obtained at higher CuO no. 2 substrate temperatures, which may be due to better structural perfection of thin films and
larger grain size. From the study of electrical properties, it was found that the temperature dependences of the electrical resistance for
CuO thin films have a semiconductor character, ie the resistance decreases with increasing T. The surface resistance of the films was
measured by the four-probe method: no. 1- p = 18,69 kQ/[], sample no. 2 — p = 5,96 kQ/]. Based on independent measurements of
the reflection and transmission coefficients, the optical band gap was determined for the two samples by extrapolation of the rectilinear
section of the curve (ahv)? = f (hv) to the hv axis. For the sample CuO Nel E¢% = 1.62 eV; for the sample CuO no. 2 E¢® = 1.65 eV.
For CuO no. 2 thin films, the envelope method was also used to determine the basic optical coefficients E¢°? = 1.72 eV, and the obtained
E¢° values determined by the two methods correlate well with each other.

Keywords: thin film, CuO, optical properties, activation energy.
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An energy-efficient thermal-vacuum method for continuous production of nanodispersed powder of amorphous zirconium dioxide from
zirconium hydroxide has been developed. This approach is based on a principle of creating an aecrodynamic flow with an initial powder-like
material in the cavity of the heating element of a thermal-vacuum installation. In this way, short-term contacts of particles of zirconium
hydroxide with the inner surface of the heating element made in the form of the winding helical are created. As a result, the crushing of the
particles is carried out due to the high thermal stresses in the particles contacted. This process is aggravated by the presence of residual moisture
in the original powdery material. Transformations of the zirconium hydroxide in the process of thermal-vacuum treatment have been
investigated. Amorphous dioxide has been obtained. The study of structural composition of the material in the initial state and processed in a
thermal-vacuum installation was carried out using X-ray analysis and scanning microscopy. Experimental data on the structural-phase
composition of the original material and data on the closest structural prototypes of crystalline-impurity compounds are presented. They are
also given data on the volume of crystal cells and estimates of the molar concentration of the components. A mass spectrometric assessment
of the elemental composition of the obtained zirconium dioxide is given. Thermal-vacuum method allows toobtain highly dispersed zirconium
dioxide in its amorphous state directly from zirconium hydroxide without using liquid media and, moreover, in a short time — within 15...20 s.
Keywords: zirconium hydroxide, zirconium dioxide, fabrication, dispersion method, nanopowder.

PACS: 81.05.Je, 81.07.Wx, 81.16.-c

One of the problems of current interest associated with the needs of modern technology is the scientific and technical
principles of creating nanostructured materials for products and structures of industrial production and other technical
needs. Objects of interest include zirconium dioxide, which is widely used in the manufacture of fire-resistant materials,
as well as in dentistry.

To create nanosized zirconium dioxide, the method of forced hydrolysis [1], as well as the method of pyrolysis of
sprayed salt solutions [2], have recently been used. There is also a method for producing zirconium-dioxide nanopowders
by the method of electron beam evaporation and vacuum deposition [3]. However, this process is lengthy and energy
intensive. Hydrothermal synthesis is one of the most industry-wide methods for obtaining nanodispersed ZrO, powders
[4]. But this process requires acid treatment. And in this case, it is necessary to change in a wide range the temperature,
pressure, concentration and acidity of the solutions used. Nano-dispersed zirconium dioxide is obtained by its heterophase
synthesis from zirconium oxychloride with the participation of solutions of different bases (for example, from the
compound ZrOCl,-8H»0 in aqueous solutions of KOH, NaOH or ammonia [5]).

So, the methods described above make it possible to obtain nanodispersed zirconium dioxide using aqueous solutions
of acids, alkalis and alcohols.

The featured thermal-vacuum method makes it possible to obtain highly dispersed zirconium dioxide directly from
the hydroxide without using liquid media and, moreover, in a short time — 15...20 s. This takes place in the air flow
through the heating element duct. On the basis of this, in particular, a nanodispersed graphite powder was obtained — a
material that can be used in printers and other copying equipment [6].

THERMAL-VACUUM INSTALLATION FOR DISPERSION AND DEHYDRATION

On the basis of the performed theoretical and experimental studies, an energy-efficient thermal-vacuum method for
continuous dispersion and dehydration of wet powdery materials had been developed [7]. This method is based on
combining a fast evacuation process — creating aerodynamic driving force — and thermal heating to a required temperature.
This is accompanied by acts of direct contact of surface layer of particles of original material with the inner surface of the
hollow heater, what provides instantaneous heating of the material particles in a vacuum.

For the closest contact with the initial powdery material, the heater is made in the form of a helical spiral. The
physical principle of this technique is that the decrease in pressure inside the heating element, produced by a vacuum
pump, creates a pressure gradient that stimulates an intense flow of air with powder. When such a flow moves in the
spiral, due to its sufficient speed and inertia of the particles, an impact contact of the particles with the inner surface of
the heater occurs, which makes it possible to efficiently use the heat of the heating element in this process. An
instantaneous heating of the surface layer of zirconium hydroxide particles to a high temperature occurs. This stimulates
the fragmentation of particles.

T Cite as: V.0. Kutovyi, D.G. Malykhin, V.D. Virych, and R.L. Vasilenko, East. Eur. J. Phys. 4, 86 (2021), https:/doi.org/10.26565/2312-4334-2021-4-09
© V.0O. Kutovyi, D.G. Malykhin, V.D. Virych, R.L. Vasilenko, 2021
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Under the conditions of the existence of residual moisture in the original powder in combination with a reduced air
pressure, the process of crushing particles can be aggravated. So, in this case, the temperature of the contacting layer
becomes higher than the temperature of moisture evaporation. This causes intense vapor release from the surface layer of
zirconium hydroxide — a steam explosion, which facilitates the crushing process. The physical details of the powder
dispersion process are described in [6-7].

The thermal-vacuum installation is shown in Fig. 1[6, 8]. It consists of a feed hopper (1), a hollow heater (2), a
vacuum pump (3), tunnels (4, 11), a cyclone (5), a receiver for dried raw materials (6), and a floodgate (7). The installation
has a thermocouple (8, 13), a control panel (9), a conveyer (10), a filter (12), a level sensor for dried raw materials (14),
and a vacuum gauge (15).

Figure 1. Thermal-vacuum scheme.

This design of the installation provides highly efficient dispersion of material in a space thermally insulated from
the external environment, and, simultaneously, its continuous dehydration. In general, effectiveness of dispersion depends
on thermal-physical properties of material and its state: on the relationship between thermal conductivity, heat capacity
and thermal coefficient of expansion, on dispersion and moisture content of original material, on ambient pressure, and
on the heater temperature. In our case, the heater temperature is 350°C.

EXPERIMENTAL

As is known, zirconium hydroxide — the original material in our studying — is obtained by chemical processing
zircon concentrate [4]:

ZrSi04 + [(Na,K)OH + CaF4] — ... — (Na,K):ZrFs + ZrO, + CaSiO; (1)

By treating the resulting mixture in a hydrochloric acid solution, zirconium oxychloride ZrOCl, is obtained from the
first two products, from which zirconium hydroxide is then precipitated in an ammonia solution. In this case, insoluble
impurities may remain [4].

The study of structural composition of the material in the initial state and processed in a thermal vacuum installation
was carried out using X-ray structural analysis and scanning microscopy. The X-ray measurements were carried out on a
DRON4-07 diffractometer with CuK, radiation recording by a proportional counter using the pair of Soller slits.

A semi-quantitative phase analysis was performed using a full-profile X-ray diagram, and this referred to the original
material. Based on the measurement results, the molar portion of the structural components of the material was estimated
by integrating the intensity of X-ray reflection recorded as profiles of the 1(0) diagram in the coordinates of the diffraction
angle 0. Integration was carried out over polar coordinates in the volume of the sphere of reflections (Ewald’s sphere).
The initial variable of integration is reduced to an analog of the diffraction vector: s = sinf/A, where A is the radiation
wavelength. The following formula was used to calculate the averaged parameter of the reduced intensity of an individual
phase or fraction, which is directly related to the numerical content of the reflecting molecular units of this fraction:

-_USM 1(s) 24, U 1 1(0) . _aMz
I_US{WS ds_U?;}[sz(S)SIH O cos0do U—g[s dS, , (2)

Herein the first integrand is the integration of the full-profile intensity of reflections from some of the phases or
fractions, taken individually, over the volume of the reciprocal lattice space bounded by the limiting radii of the Ewald
sphere Sy and Sy; P(0) — multiplier of correction for the polarization of the reflected beam: P(6) = (1 + cos?26)/2; U is the
volume of the integration area in the space of reciprocal lattices; f is the atomic factor; U is the volume fraction of the
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space of reflections attributable to any node of the reciprocal lattice: u = 1/8v, where v is the real volume of the molecular
unit (~ 102% cm?).

The f-factor expresses the diffraction effect due to the size of atoms and the number of its electrons
(ordinal number N), and is presented as an algebraic sum over the atoms of a molecular unit with their stoichiometric

numbers n;:
fz(s)zz n .7 (s) 3)

We limited this to the region of non-large diffraction angles and the values of fi(0) as parametric coefficients when
integrating according to the formula (2). This approach is sufficient for estimating the content of phases and fractions at
the level of their scales.

In general, the molar concentration of the j-th phase or fraction was estimated by the ratio ¢j = ij/Zix (2), with which
the normalization condition Xcx = 1 is met.

RESULTS
X-ray CuK,-diagrams of the original and processed material are shown in Figure 2.

A .

INTENSITIES

10 20 30 40 50 60 70 80
20°

Figure 2. X-ray diagrams of the original zirconium hydroxide (a) and the dioxide obtained after thermal-vacuum treatment (b).

The presence of elements of similarity in the general form of angular distributions (Fig. 2a,b) gave grounds to believe
that the original material contains a significant amount of zirconium dioxide.

According to the analysis of the complex of X-ray lines in the diagram (Fig. 2a), it was found that the original
material contains two crystalline phases of an unidentifiable nature. Apparently, these are impurities of precipitates
remaining after the preliminary treatment of zirconium oxychloride in an ammonia solution to obtain hydroxide. It is
assumed that these are structures based on (Na,K),ZrFs and CaSiOs (1), modified by other elements in the course of
chemical separation reactions.

Table 1 shows experimental data on the structural-phase composition of the original material and data on the closest
structural prototypes of impurity compounds with a crystalline nature. Data on the volume of crystal cells and estimates
of the molar concentration of the components are also given. Molar concentrations were estimated from chart analysis
based on the approach described in the previous section.

Table 2 shows the mass spectrometric estimates of the elemental composition of the obtained zirconium dioxide.

Table 1. Structural-phase composition of the original material.

composition structure a (nm) b (nm) ¢ (nm) V (nm?) mol. %
ox cubic 0.667 0.667 0.667 0.296 05
p- (0.471) (0.471) (0.471) (0.105) )
KaZrFs rhombic 0.658 1.144 0.694 0.522
exp. rhombic 0.987 0.792 0.553 0.4325 3
. S 1.01 0.731 1.106 0.789
CaSi03 triclinic 99 50* 83.4° 100.6°
Zr hydroxide amorphous 32-45
710 amorphous 53-66
(") — angles between two other basal planes of the lattice.
Table 2. Elemental composition of the obtained zirconium dioxide.
el. B C N o F Na Al Si P S Cl
at.% 0.0003 464 056 679 2.64 0.067 0.045 0.08 036 0.018 0.09 0.018 0.028
el. Ca Ti \Y Cr Mn Fe i Co Cu Zn Sr Zr
at.% 0.4 0.008 0.001 0.048 0.004 029 0.015 0.003 0.043 0.004 0.003 22.8
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These data indicate the predominance of impurities C, N, Ca, Si, Fe and F in the resulted dioxide. This, in particular,
confirms the result of the analysis of the crystalline-impurity composition of the original material (Table 1).

By the method of thermal-vacuum dispersion, amorphous zirconium dioxide was obtained with 20...200 nm size of
the powder particles (Fig. 3). There were no conglomerates in the powder.

DISCUSSION

The original material with zirconium hydroxide
(Fig. 2a) was a powder with a moisture content of 12.5%.
The obtained dioxide in the amorphous state (Figs. 2b, 3)
has a moisture content of 1.8%. The presence of hydroxide
in its environment, had noted by analyzing the diagrams
(Fig. 2a,b), is associated with the time period before X-ray
measurements, during which it gained atmospheric
humidity up to 6%.

Of course, the dispersion process is determined by
the physical capabilities of the thermal-vacuum
installation. However, the actual result depends also on the
characteristics of the filters. In our case, a system of two
filters was used. Amorphous zirconium dioxide was
retained by a fine filter (Fig. 3). Crystalline-impurity
fractions were retained in the coarse filter. The process
time of the entire technological cycle is 15...20 s.

Figure 3. ZrO2 in the amorphous state As a result, the amorphous zirconium dioxide was
obtained with a yield of 30 wt%, the apparent density of
1.64 g/cm?®, wherein the apparent density of zirconium hydroxide was 1.05 g/cm?>.

SUMMARY

1. As aresult of thermal-vacuum treatment of a powder based on zirconium dioxide containing zirconium hydroxide,
pure dioxide was obtained in the amorphous state with a moisture content of 1.8%, a particle size of 20...200 nm and an
yield of 30%.

2. It is noted that this method makes it possible to obtain fine and nanodispersed powders in a cycle of 15...20 s.
This is due to a combination of sharp thermal effects when particles come into contact with the heater surface, the design
feature of the heater, and the aerodynamic conditions of the process — with a positive effect of the residual moisture
content of the powder material on the process.

3. It is noted that in the process of thermal-vacuum treatment, the material is able to change the crystalline-structure
state under the conditions of the existing variety of its known crystallographic modifications. Under such conditions, an
amorphous state of zirconium dioxide was obtained.

The described thermal vacuum-method significantly reduces the technological process and energy consumption —
and can be used for the continuous and energy-efficient production of nanodispersed materials, as well as for drying
powder materials.

The principle of this method provides wide possibilities for physical-mathematical developments on optimization
industrial dispersion processes for various specific types of powder materials.
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TEPMOBAKYYMHMM CITOCIB OJEP)KAHHSI HAHOAUCIEPCHOT'O JIOKCHIY IIUPKOHIIO
B.O. KyroBuii, I.I'. Maauxin, B./l. Bipuy, P.JI. Bacuienko
Hayionanvuuii naykosuii yenmp «Xapkiscvkuil Qisuxo-mexuiunuti incmumym» HAHY
Yxpaina, 61108, 2. Xapxis, 6yn. Akademiuna 1

VY naniii poOOTi HaBeAEHO EHEProeeKTUBHUI TEPMOBAKYyMHHUI cHoci® Oe3nepepBHOrO OTPUMAHHS HAHOAWCIEPCHOTO MiOKCHIY
IUPKOHIIO 3 TIIPOKCHIY HUPKOHII0. Y IbOMY HiIXOJl 3aKJIAJCHO IPHHIUI CTBOPEHHS aepOJMHAMIYHOTO IOTOKY 3 BHXIJHHM
TIOPOIIKONOAIOHIM MaTepiaioM B IIOPOKHIHI HArPiBaJIbHOTO €JIeMEHTY. TakuM Crioco00M CTBOPIOIOTECS KOPOTKOMOMEHTHI KOHTaKTH
YaCTHHOK 3 BHYTPILIHBOIO NTOBEPXHEIO0 HATrPiBaILHOIO €JIEMEHTY. B pesynbrari HbOro ApoOIeHHsT YaCTHHOK 3MiHCHIOETHCS 3aBIsSKU
BHCOKHM TEPMIYHAM HaIlPy>KEHHSM B YaCTHHKaX, II0 KOHTAKTYIOTb. L{el mporuec MOCHITIOEThCS ICHYBaHHAM 3QJIMIIKOBOI BOJIOTH Y
BUXIZIHOMY HOpouikornonioHomy marepiaini. Jlocmimkeno $ha3oBi HepeTBOPEHHsS Y MpoLEci TePMOBAaKyyMHOH 0OpOOKH TiAPOKCHIY
mupkoHio. OtpuMano amopdHuid TiokcH[ HHUPKOHIi0. J[OCHIIKEHHS CTPYKTYpPHOTO CKJIaJy MaTepialy B IOYaTKOBOMY CTaHi i
00po0JICHOTO B TEPMOBAKYYMHIHM YCTaHOBII 3IifICHEHO 3a JONOMOTOI0 PEHTTCHOCTPYKTYPHOTO aHANI3y 1 CKaHyI40i MiKpOCKOTIIi.
[IpuBeneHo ekcneprMMEHTaIbHI JaHi 31 CTPYKTYpHO-()a30BOro CKIaay BUXITHOTO MaTepialy i AaHi MO HAHOMMKYUM CTPYKTYpPHHM
IIPOTOTHIIAM JOMIIIKOBHUX CIIOJMYK KPHCTaliYHOTO XapakTtepy. HaBemeHo Takox maHi 3 00’€My KPHCTANIYHUX KOMIPOK 1 OIiHKa
MOJIIpHOI KOHIIEHTpanii KOMIOHEHTIB. Jl[aHa Mac-CIEeKTPOMETPHIHA OI[IHKA €JIEMEHTHOT'O CKJIay OTPUMAHOTO JIOKCHIY IHPKOHIIO.
TepmoBakyyMHHI METOJ JO03BOJISIE OTPUMYBATH BHCOKOIMCIEPCHHH IOKCHI LUPKOHIIO Yy aMOphHOMY CTaHi Oe3lmocepeqHbO 3
TiIPOKCUY IIMPKOHII0 0e3 BUKOPHUCTAHHS PIIKUX CEPEeIOBUII i 0 TOTO % 32 KOPOTKHH yac — npotsiroM 15...20 c.

Kuro4oBi ci10Ba: TigpoKCH IUPKOHIIO, TIOKCH]] IUPKOHII0, BUPOOHHUITBO, METO/I TUCIIEPTyBaHMUs, HAHOMOPOLIOK.
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The study of the processes occurring in a matter when ionizing radiation passes through is important for solving various problems.
Examples of such problems are applied and fundamental problems in the field of radiation physics, chemistry, biology, medicine and
dosimetry. This work is dedicated to computer modeling of the parameters of a tungsten converter for studying the processes of
radiation damage during the interaction of ionizing radiation with solutions of organic dyes. Simulation was carried out in order to
determine the optimal thickness of the converter under predetermined experimental conditions. Experimental conditions include:
energies and type of primary particles, radiation intensity, target dimensions, relative position of the radiation source and target.
Experimental studies of the processes of radiation damage occurring in solutions of organic dyes are planned to be carried out using
the linear electron accelerator "LINAC-300" of the National Scientific Center "Kharkov Institute of Physics and Technology".
Electrons with 15 MeV energy are chosen as primary particles. The interaction of electrons with the irradiated target substances is
planned to be studied in the first series of experiments. Investigations of the interaction of gamma quanta with the target matter will
be carried out in the second series of experiments. The tungsten converter is used to generate a flux of bremsstrahlung gamma rays.
One modeling problem is determination of the converter thickness at which the flux of bremsstrahlung gamma will be maximal in
front of the target. At the same time, the flow of electrons and positrons in front of the target should be as low as possible. Another
important task of the work is to identify the possibility of determining the relative amount of radiation damage in the target material
by the Geant4-modeling method. Radiation damage of the target substance can occur due to the effect of bremsstrahlung, as well as
electrons and positrons. Computational experiments were carried out for various values of the converter thickness — from 0 mm (no
converter) to 8 mm with a step of 1 mm. A detailed analysis of the obtained data has been performed. As a result of the data analysis,
the optimal value of the tungsten converter thickness was obtained. The bremsstrahlung flux in front of the target is maximum at a
converter thickness of 2 mm. But at the same time, the flux of electrons and positrons crossing the boundaries of the target does not
significantly affect the target. The computational experiment was carried out by the Monte Carlo method. A computer program in
C++ that uses the Geant4 toolkit was developed to perform calculations. The developed program operates in a multithreaded mode.
The multithreaded mode is necessary to reduce the computation time when using a large number of primary electrons. The
G4EmStandardPhysics_option3 model of the PhysicsList was used in the calculations. The calculations necessary for solving the
problem were carried out using the educational computing cluster of the Department of Physics and Technology of V.N. Karazin
Kharkiv National University.

Keywords: bremsstrahlung, Geant4-simulation, bremsstrahlung converter, interaction of radiation with matter.

PACS: 07.05.Tp, 02.70.Uu, 81.40wx

Linear electron accelerators are currently used to solve various applied and fundamental problems. In particular,
accelerators are used in nuclear medicine, materials science, in the development of radiation detectors, etc. Experiments
on the irradiation of organic dyes were carried out in [1]. Aqueous, alcoholic and glycerol solutions of methylene blue
(C16H1sN3SCI), as well as methyl orange (Ci2H14N3O3SNa), were irradiated with an electron beam. The authors
investigated the optical density of the irradiated dyes. The electron beam energy was 16 MeV. It was found that aqueous
solutions have less radiation resistance than alcohol and glycerol solutions. Further experimental studies of radiation-
stimulated chemical processes during the destruction of dyes organic molecules have become necessary.

An experimental stand with a bremsstrahlung converter is usually used to study the effects that occur in matter
when interacting with a flux of gamma quanta. The generation of a gamma quanta flux occurs in the converter due to
the conversion of part of the electron beam energy into bremsstrahlung. The converter must be made of a material with
a high atomic number and a high density in order to obtain a sufficient amount of gamma quanta. Tantalum and
tungsten are appropriate materials due to their physical and chemical properties [2].

Computer simulation using Geant4 allows virtual nuclear physics experiments. These experiments are necessary
for preliminary assessment, as well as choice of the bremsstrahlung converter optimal parameters for real experiments.

The aim of this work is to select the optimal thickness of the bremsstrahlung converter as part of the experimental
stand "LINAC-300" of the National Scientific Center "Kharkov Institute of Physics and Technology™ for studying the
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radiation resistance of organic dye solutions. The primary electron energy is 15 MeV. It is necessary to determine the
optimal thickness of the tungsten converter, at which the bremsstrahlung flux will be maximum directly in front of the
target containing the solution. At the same time, the flux of electrons and positrons should be as low as possible. A
converter with these parameters will be necessary to study the nature of the mechanisms that lead to radiation damage
that occurs when ionizing radiation interacts with organic dye solutions.

MATERIALS AND METHODS

The scheme of the planned experiment is shown in Figure 1. The primary electrons beam passes through the
titanium outlet window foil of the LINAC accelerator. The electron energy is E.=15 MeV. The thickness of the foil is
50 pm. The bremsstrahlung converter is located at a distance of 50 mm from the titanium foil. The converter is marked
in black in Figure 1. The electrons beam is directed along the normal to the converter surface. The target containing the
solution is located after the converter. The target is marked in light green in Figure 1. The irradiated target contains 1%
aqueous solution of an organic dye. Methylene blue CisH1sN3SCI was chosen as an organic dye, as one of the
substances studied in [1].

The dimensions of the target are
10 mmx10 mmx10 mm, i.e., rather small, due to the need
for further studies of the target. The transverse
dimensions of the converter are 40 mm x 40 mm. The
irradiated target is located at a distance of 1 mm after the
converter. The thickness of the tungsten converter is
varied from 0 mm to 8 mm in 1 mm increment in a series
of computational experiments. A value of 0mm
corresponds to the case when the converter is absent. This
case is necessary to study the interaction of electrons with
the target material in the absence of bremsstrahlung. In
this case, there will still be a small amount of gamma
quanta formed in the titanium foil material when primary
electrons pass through it.

One of the objectives of this work is to determine the thickness of the converter at which the flux of
bremsstrahlung gamma quanta immediately in front of the target will be maximum, regardless of the amount of
electrons and positrons in front of the target. The number of electrons and positrons in front of the target in this case
should be minimal. It is necessary to estimate the relative amount of radiation damage in the target containing the
organic dye solution for each value of the tungsten converter thickness.

We have developed a computer model of the planned experiment to solve the problem. The model is based on a
computer program. The program is developed in C++ and uses the Geant4 toolkit of version 10.6 [3, 4].

The Geant4 toolkit has a complete set of tools for computer modeling of nuclear physical processes of radiation
with matter interaction. Geant4 modules used in our program include Instrumentation for describing the detectors
geometry and the experimental setup as a whole, description of particles and physical processes, transport and tracking
of particles, simulation of the detector response. The Geant4 library uses CLHEP classes [5] and has a wide range of
utility functions as well as random number generators.

The developed program contains the definition of several main classes that correspond to the specifics of the task
when using the Geant4 library. All these classes must be registered in a special object-instance of the G4RunManager
class, which controls the modeling process. The main classes are G4VUserDetectorConstruction, G4VPhysicsList,
G4VUserPrimaryGeneratorAction [3]. The G4VUserDetectorConstruction class contains the geometry definition of the
experimental setup model and its constituent parts, their mutual arrangement, as well as their materials. The
G4VPhysicsList class is necessary to describe the models of physical processes [4] that occur during the interaction of
ionizing radiation with materials of experimental setup components. We specify the primary particles source in the
simulation, their type and energies in the G4VUserPrimaryGeneratorAction class. We also specify the particles
movement direction and other parameters that characterize the radiation source in the G4VUserPrimaryGeneratorAction
class. In addition, optional classes, for example, G4UserEventAction, G4UserSteppingAction [3], etc. can also be
registered in the instance of the G4RunManager class. These classes allow one to control the behavior of the developed
program at various stages of its execution, as well as set the required level of detail when displaying results.

The Geant4 toolkit developers offer about 30 predefined PhysicsList models to date. These models are described
in detail in the documentation [6], and have application in modeling of almost any problem - from problems in high
energy physics to applications in microdosimetry. We have chosen the G4EmStandardPhysics_option3 model of the
PhysicsList module to solve our problem. This model is the most suitable [6] for simulating the passage of 15 MeV
electron beam through the blocks of the studied facility. A monoenergetic electron beam is used in our problem to
simulate ideal experimental conditions. The electron beam diameter in the model is specified to be 2 mm due to the fact
that this series of calculations is preliminary. We will be able to find out the real parameters of the beam after carrying
out a real experiment in order to use them in further calculations. The particle transport-tracking threshold was specified

Figure 1. Simplified scheme of the experiment.
The target size is 10 mm x 10 mm x 10 mm
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to be 0.1 mm in length units. We used the setCut() function to calculate the threshold for tracking particle transport in
units of energy. The threshold is approximately 351 keV for electrons in tungsten, and 36 keV for gamma rays in
tungsten. The tracking threshold for particle transport is, respectively, 85 keV for electrons and 1 keV for gamma
quanta in an aqueous solution of methylene blue.

The program we have developed contains a visualization module that uses the OpenGL library. A screen shot of
the visualization module is shown in Figure 2 (a, b) in order to visualize the relative position of the experimental setup
components, as well as to demonstrate the result of the particles passage through the converter.

Figure 2. Passage of 10 primary electrons through the facility. The electron energy is 15 MeV.
(Figure 2a — The converter is absent; Figure 2b — We use a bremsstrahlung converter, its thickness is 2 mm)
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Figure 2 shows the converter with a thickness of 2 mm. The converter thickness increases by 1 mm in each
subsequent series of computational experiments. The energy of primary electrons is 15 MeV. The trajectories of
electrons are shown in red in Figure 2, the trajectories of bremsstrahlung gamma quanta are shown in green. The
OpenGL visualization of 10 primary electrons passing through the setup is shown in Figure 2a. There is no
bremsstrahlung converter in this case, but the outline of the converter is shown in the screen shot in order to to keep the
scale. We use air instead of a tungsten converter in the DetectorConstruction module in this case. A slight deviation of
the electron beam can be seen after passing through the thin titanium foil. All primary electrons hit the target.

The passage of 10 electrons through a tungsten bremsstrahlung converter is shown in Figure 2b. The trajectories of
gamma quanta are shown in green, the trajectories of electrons are shown in red in Figure 2b, similar to the marking in
Figure 2a. It can be seen that primary electrons are decelerated in the converter, and bremsstrahlung gamma quanta are
formed. A certain amount of gamma quanta does not hit the target in this case due to the small size of the target.
Therefore, calculations using a large number of events are necessary, as well as an analysis of the obtained results.

The program developed by us has a batch mode for performing calculations by the Monte Carlo method for the
purpose of further statistical data processing. The passage of 107 primary electrons with energy E.=15 MeV through the
setup containing the target was simulated in the batch mode. The statistical error of the Monte Carlo method will be less
than 1% for this amount of primary electrons.

The calculations required to solve the problem were carried out using the educational computing cluster of the
Scientific and Educational Institute "Physics and Technology Faculty” of V.N. Karazin Kharkiv National University.
The educational compute cluster (Figure 3) consists of Dell Power Edge 1850 blocks of various configurations. These
blocks are integrated into a local network, and use the Linux operating system.

Figure 3. Educational computing cluster of the Scientific and Educational Institute “Physics and Technology Faculty"

We used the multi-threaded mode of the Geant4 toolkit. The required additional libraries have been installed for
this. In addition, we modified the source codes of the G4AMPI module [3, 7] in order to uniformly load the computing
blocks of the cluster, depending on their performance.

RESULTS AND DISCUSSION

The series of computational experiments were carried out using the batch mode of the developed program.
The energy spectra of bremsstrahlung gamma quanta (Figure 4) in front of the target containing an organic dye
solution were obtained as a result of data processing. The values of the gamma quanta flux directly in front of the
target were also calculated for different converter thicknesses (Figure 5). The values of the electron flux in front
of the target (Figure 6) were obtained depending on the thickness of the converter. In addition, the energy spectra
of electrons in front of the target were calculated for two values of the converter thickness (Figure 7), at which a
significant flux of gamma quanta is observed in front of the target. All presented results are normalized to
1incident electron. The transverse dimension of the target is 10 mmx10 mm. The transverse dimension of the
converter is 40 mmx40 mm.

The energy spectra of bremsstrahlung gamma quanta for primary electrons with energy E. = 15 MeV in front of
the target are shown in Figure 4. These spectra have 100 keV resolution and are presented in a log scale on Y-axis. It
can be noted that the maximum relative amount of gamma rays crossing the target boundary will occur for tungsten
converter thickness of 2 mm.

The relative amount of bremsstrahlung gamma quanta crossing the target boundary, depending on the converter
thickness, is shown in Figure 5. The flux is normalized to 1 incident electron. It can be seen that the maximum flux of
bremsstrahlung gamma quanta in front of the target will be at the converter thickness of 2 mm for primary electrons
with energy of 15 MeV. The flux of gamma quanta decreases when the converter thickness is 3 mm.

The electron flux values in front of the target (Figure 6) were obtained for the same values of the converter
thickness from 0 mm to 8 mm with a step of 1 mm.

It can be seen that with a converter thickness of 2 mm, when the largest amount of bremsstrahlung gamma quanta
is observed in front of the target, there is also a significant amount of electrons in front of the target. The relative
electrons number in front of the target, depending on the converter thickness, is presented in Table 1. The presented
results are normalized to 1 incident electron.
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Figure 4. Energy spectra of gamma quanta crossing the target boundary

Figure 5. The gamma quanta flux crossing the target boundaries, depending on the converter thickness

Figure 6. The electrons flux crossing the target boundaries, depending on the converter thickness
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Tablel. Relative number of electrons crossing the target boundary, depending on the bremsstrahlung converter thickness for primary
electrons with energy Ee = 15 MeV

_Tungsten 0 1 2 3 4 5 6 7 8
thickness, mm
Amount of 0.982 0.815 0.339 0.0703 0.0162 0.0112 0.0092 0.0076 0.0064
electrons in front
of the target

Comparison of the electrons energy spectra in front of the target was carried out for two values of the tungsten
converter thickness. These studies are necessary to choose the optimal converter thickness, at which it is expedient to
study the mechanisms of radiation damage in the target. Two values of thickness for the tungsten converter are 2 mm
and 3 mm (Figure 7). The calculations of spectra were done in same steps of 1 MeV for the convenience of results
comparing.

Figure 7. Comparison of the electrons energy spectra in front of the target for two values of the tungsten converter thickness.
These values are 2 mm and 3 mm. The energy of primary electrons is Ee = 15 MeV. The electrons spectrum in the case of 2 mm
converter is indicated by dark squares. The electrons spectrum in the case of 3 mm converter is indicated by light triangles

It can be seen (Figure 7) that a significant amount of high-energy electrons are still present in front of the target
with a converter thickness of 2 mm. However, the energies of electrons in front of the target noticeably decrease with
increasing the converter thickness to 3 mm. The relative amount of electrons also decreases. The electrons energy
spectra (Figure 7) are normalized to 1 incident electron. A significant decreasing the number of electrons in front of the
target, as well as decreasing the electron energy, suggests us that it is desirable to use a 3 mm thick tungsten
bremsstrahlung converter irradiated with 15 MeV primary electrons to study the radiation damages processes in organic
solutions irradiated by gamma quanta.

The simulation of the %0 nuclei formation in the target was carried out in order to determine the possibility of a
preliminary assessment of radiation damage occurring in a 1% aqueous solution of an organic dye upon irradiation by
primary electrons. We took into account 'O nuclei with energies above 5eV. This simulation was carried out for
various values of the tungsten converter thickness. The dependence of the number of %0 nuclei with energies above
5 eV on the converter thickness is shown in Figure 8.

It can be noted that the rupture of water molecules’ chemical bonds is practically not observed in the absence of
bremsstrahlung gamma quanta, i.e., with a converter thickness of 0 mm. The relative number of such events is
approximately 3.7x10°. A significant increase in radiation-stimulated chemical processes of the target substance
destruction [8] is observed with increasing the number of gamma quanta (Figure 4 and Figure 5) crossing the target
boundaries. The number of water molecules chemical bonds rupture is 5.4x10 per one primary electron with energy of
15 MeV at 1 mm tungsten thickness. The relative number of ruptures of water molecules chemical bonds is now about
10 times greater than in case of absent converter. Approximately 6x10* ruptures of water molecules chemical bonds per
1 incident electron occur when tungsten is 2 mm thick.

The attenuation of the gamma-ray beam occurs due a further increase in the converter thickness [9]. This fact
explains decreasing (Figure 8) of the number of water molecules chemical bonds ruptures while increasing the
converter thickness.

Therefore, further experimental studies of the interaction of radiation with organic dye solutions are necessary to
reveal the mechanisms leading to radiation damage of dye solutions.
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Figure 8. Formation of 160 nuclei with energies above 5 eV depending on the thickness of the converter

CONCLUSIONS

The simulation of the passage of electrons flux with energy of 15 MeV through tungsten converters of various
thickness values, from 0 mm to 8 mm, was carried out with a step of 1 mm. The values of the bremsstrahlung gamma
flux immediately in front of a small target containing 1% aqueous solution of an organic dye were obtained as a result
of simulation. It is shown that it is necessary to locate the target at the minimum possible distance from the converter
due to the rather small dimensions of the target. The values of the converter thickness for carrying out experimental
studies at the linear electron accelerator "LINAC-300" of the National Scientific Center "Kharkov Institute of Physics
and Technology" were obtained as a result of a computational experiment. It is shown that the flux of gamma quanta in
front of the target is maximum at 2 mm of tungsten, but there are also high-energy electrons in front of the target. The
electron flux in front of the target is much less for a 3 mm thick tungsten converter. The gamma quanta flux decreased
slightly in this case.

The method of radiation damage preliminary estimation in the target for different converter thickness values, and,
therefore, different values of the gamma quanta flux crossing the target boundaries, was investigated by the computer
simulation method using Geant4 toolkit.

The possibility to optimize the experimental stand for studying the main mechanisms leading to the ruptures of
organic dye molecules appeared on the basis of the obtained results. It is planned to receive specific proposals for
optimizing the experimental stand in further research.
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GEANT4-MOJEJIOBAHHSI OITUMAJIbHOI TOBIIUHA KOHBEPTEPY I'AJIBMIBHOI'O BUITPOMIHIOBAHHSI
JJISI TOCJIKEHHS ITPOIECIB PAIAIITHUX MOIIKOXXEHD ITPH B3AEMO/IIi BUTTIPOMIHIOBAHH S
3 PO3UNHAMMU OPTAHIYHUX BAPBHUKIB
T.B. Manuxina®®, B.€. Kosryn?, B./. Kaciios?, C.II. I'okos®
aXapxiscoxuil Hayionanvuuil yHisepcumem imeni B.H. Kapasina, matioan Ceoboou, 4, 61022, Xapxis, Ykpaina
bHayionanonuii naykosuii yenmp «Xapxiecokuii (izsuxo-mexuivnuii incmumym», eyi. Axademiuna, 1, 61108, Xapxie, Ypaina

JlociipkeHH S poLeciB, Mo Bi0yBaOTECS y PEUIOBUHI IIPH MPOXOHKEHHI Yepe3 HhOTO 10HI3yI0U0r0 BUIIPOMIHIOBaHHS, Ma€ BaXKIINBE
3HAUESHH I BUPILICHHS pi3HuX 3axad. [Ipuxiianom Takux 3ajad € NpUKIanHi Ta GpyHIaMeHTa bHI 3aBJaHHS B rajy3i pamiariiHol
¢i3ukw, ximii, 6iosorii, MemuuuHN Ta no3umMerpii. IIpencrasieHa poboTa MPHUCBsIYEHA KOMITTOTEPHOMY MOJEIIOBAHHIO ITApaMeTpiB
BOJIb()PaMOBOrO KOHBEpTEpa IJIsl AOCIIPKSHHS MPOLIECIiB paaiatiifHuX yIIKOMKEHb P B3a€MOIIl i0HI3yI0UOro BUNPOMIHIOBAHHS 3
PO3UMHAMH OpraHiyHUX OGapBHHUKIB. MOZENIOBaHHS NPOBEACHO 3 METOI0 BM3HAYEHHS ONTHMAJbHOI TOBLUIMHH KOHBEPTEpa HPH
3a37alierigb BH3HAYEHHX YMOBaX EKCIICPHUMEHTY. J[0 yMOB EKCIEPHUMEHTY BIAHOCATBCS: CHEpril i TUI HEPBHHHUX YaCTHHOK,
IHTCHCHBHICTh ~ BUIIPOMIHIOBAaHHS, pO3MIPH MilIeHi, B3a€EMHE pO3TAalIyBaHHA JDKEpela BHIIPOMIHIOBAaHHA 1  MilleHi.
ExcriepuMeHTanbHi  JOCTIDKEHHS TIPOIECIB palialiifHuX YIIKO/DKCHb, IO BiIOyBalOThCS B PO3UMHAX OPraHIYHUX OapBHHUKIB,
IUTAaHY€ThCSL MIPOBOJUTH 3 BUKOPHUCTAHHAM JIIHIHHOTO TpHCKOpioBada enekTpoHiB «JIYE-300» HamioHaapHOTO HayKOBOTO IIEHTPY
«XapKiBCbKHUil (hi3UKO-TeXHIYHUIT IHCTUTYT». B SKOCTI NEpBUHHMX YaCTHHOK 00paHi eJIeKkTponu 3 eHeprieto 15 MeB. V nepiit cepit
SKCIICPUMEHTIB IUIaHYEThCS JOCTIIMTH B3a€MOII0 €JIEKTPOHIB 3 PEYOBMHOIO MilleHi. Y Apyriil cepil ekcrepuMeHTiB OyayTb
MPOBOJIUTHUCS JIOCHTI/DKCHHSI B3a€MOAii TraMMa-KBaHTIB 3 pEYOBHHOK MimieHi. [l OTpUMaHHS MOTOKY TramMMa-KBaHTIB
BUKOPHCTOBYEThCS KOHBEpPTEP 3 Bosib(pamy. OJHUM i3 3aBJaHb MOJICIIOBAHHS € BU3HAUCHHS TOBLUMHU KOHBEPTEPa, NPHU SAKiH MOTIK
raabMiBHAX raMMa-KBaHTIB 0€3MOCEPEAHBO Mepe] MIMIeHHIO Oyle MakCHMaJbHAM. Y TOH K€ Yac MOTIK €JIEKTPOHIB 1 MO3UTPOHIB
mepea MINICHHIO MOBHHEH OyTH MiHIManbHO MOXUMBUM. llle OZHMM BaKIMBHUM 3aBIaHHSAM POOOTH € BUSBICHHS MOKIJIMBOCTI
BH3HAa4YeHHA MeronoM Geant4-monenmroBaHHS BiJHOCHOI KIUNBKOCTI pajiallifHMX YIIKO/DKEHb B PEYOBHMHI MiIIeHI MiJ Hi€ro
raJbMiBHAX I'aMMa-KBaHTIB, a TAaKOX IiJ JI€I0 €NeKTPOHIB i MO3UTPOHIB. OOUHCITIOBANBHI €KCIIEPUMEHTH IS Pi3HUX 3HAUCHb
TOBILIMHK KOHBepTepa — Big 0 MM (Hemae KoHBepTepa) 10 8 MM mpoBe/eHi 3 kpokoM 1 MM. BrikoHaHO AeTabHUI aHai3 OTPHMaHHX
JaHux. B pe3ynbraTi aHanizy JaHUX NMPOBEJCHUX OOYHCIIOBAIBHHMX SKCIIEPHMEHTIB OTpUMaHI 3HAYCHHs TOBILMHYU BOJb(HPaMOBOTrO
KOHBEpTEpa, NPH SIKil MOTIK rajJbMiBHOIO BUIPOMIHIOBAaHHS 0€3M0CEPEAHbO Hepel MIIICHHIO € MaKCHMaJbHUM, aje B TOW ke yac
MOTIK €JIeKTPOHIB i TMO3UTPOHIB, L0 MMEPETHHAIOTh MEXI MilleHi, He pOOUTH ICTOTHOTO BIUIMBY Ha MimieHb. OOUHCITIOBAIBHUI
eKCIIEpUMEHT IpoBeieHnit MetonoM MonTe-Kapio. {is mpoBeneHHs po3paxyHKiB Hamu Oyiia po3po0ieHa KOMITI0TepHa mporpaMa
MoBoto C++, sika BHKOPUCTOBYe 0iOmioTexkn kimaciB Geant4, i mpairoe y 06araTormoTOKOBOMY pexuMi. bararo MOTOKOBHH pexXuM
HEOOXiTHUH IS 3MEHIICHHS 4Yacy OOYHCIICHb IPH BHKOPHCTAHHI BEJIUKOI KITBKOCTI NEpBUHHHX elekTpoHiB. [Ipm mpoBeneHHI
po3paxyHKiB BUKopHcToByBanacs mozaens GAEmStandardPhysics_option3 momyns PhysicsList. HeoOxiaHi uist BUpiLICHHS 3aBIaHHS
PO3paxyHKH 31ifiCHeHI 3 BHKOPHCTAHHSIM HaBUYaJBHOTO OOYHCIIIOBAJIBHOTO KiacTepa HaykoBo-HaB4anbHOro iHCTUTYTY «@i3nKo-
TexHIuHMH (akynpTeT» XapKiBCHKOro HallioHansHOro yHiBepcuteTy iMeHi B.H. Kapasina.

KoirouoBi ciioBa: ranpMiBHE BHIPOMIHIOBaHHsS eleKTpoHiB, Geant4-monesroBaHHs, KOHBEPTEp TaJbMIBHOTO BHIIPOMiHIOBAHHS,
B3a€MO/Iisl BUIIPOMIHIOBAHHS 3 PEYOBHHOIO.
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The effect of radiation damage on the retention of deuterium in tungsten (W) was examined. A vacuum-arc plasma source with magnetic
stabilization of the cathode spot was used for tungsten coatings preparation. W samples were treated with D ions at temperatures
300-600 K with a fluence of (1 — 10) 10%° D>*/m? and ion energies of 12 keV/D:". The influence of radiation damage on microstructure
and accumulation of deuterium implanted in W samples at room temperature and after annealing have been studied. Thermal desorption
(TD) spectroscopy was used to determine the D retained throughout the bulk of the sample. The structure of TD spectra represents the
multi-stage process of deuterium release suggesting the trapping of gas atoms by a number of defect types. Computational evaluation
of deuterium desorption within the framework of the diffusion-trapping model allows to associate characteristics of experimental TD
spectra with specific trapping sites in the material. Experimental TD spectrum was fitted by assigning four binding energies of 0.55
eV, 0.74 eV, 1.09 eV and 1.60 eV for the peaks with maxima at 475, 590, 810 and 1140 K, respectively. The low temperature peak in
the TD spectra is associated with desorption of deuterium bounded to the low energy natural traps, whereas the other peaks are related
to the desorption of deuterium bounded to the high energy ion induced traps: monovacancies and vacancy clusters.

Keywords: tungsten, irradiation, damage, microstructure, thermal desorption, deuterium trapping, activation energies, de-trapping
processes

PACS: 52.40HF, 28.52FA, 68.49SF, 79.20RF

An important problem in the development of fusion plasma devices that utilize tritium is the loss of tritium from the
fuel cycle. The tritium leaking can cause safety issues because of the regulatory limits for the amount of tritium in the
vessel walls. In addition, operational problems due to possible uncontrolled hydrogen isotopes recycling fluxes can affect
global plasma stability. It is therefore advisable to investigate the features of the thermal release of hydrogen isotopes
from plasma-facing materials in order to evaluate their applicability as candidate materials with respect to fuel
retention [1].

Currently, tungsten is selected as the main armor material for the plasma-facing components of the next step fusion
reactor due to a high melting point, low tritium retention, low sputtering ration as well as good behavior under neutron
irradiation. A lot of works has been performed to qualify existing materials related to issues for fusion reactor ITER, in
particular for W, as plasma facing materials for first wall and diverter [2]. However, it is now believed that fabrication
the first wall of a fusion reactor completely from tungsten is not economically feasible due to the high cost, as well as the
difficulties with machining due to the hardness and brittleness of tungsten. Recently, tungsten coatings on a stainless steel
substrate have come to be considered as an alternative option from the point of view of economics and protection of
structural material against plasma exposure [3]. In order to evaluate the applicability of W-coatings as plasma-facing
materials, it is necessary to carefully examine the behavior of these materials under intense neutron irradiation from the
fusion reaction and plasma exposure. Understanding the mechanisms of microstructural changes during operation is also
of high importance.

Extensive studies have been made on the interaction of hydrogen isotopes with various tungsten materials [1-10].
The surface topography of W bulk prepared by powder sintering (20 um thickness), and W coatings deposited by cathodic
arc evaporation and by argon ion sputtering was studied under the influence of low-energy hydrogen (deuterium) and
helium plasma at room temperature [4, 5]. The exposure predominantly resulted in the formation of blisters and sputtering.
After helium and deuterium plasma irradiation, numerous blisters were observed on the surface of W foils samples and
coatings deposited by argon ion sputtering. The surface of W coatings deposited by cathodic arc evaporation was
undergone only sputtering process under the same irradiation conditions [4]. Processes of sputtering, surface modification
and deuterium retention in W coatings deposited on stainless steel by cathodic arc evaporation were studied under the
influence of low-energy (500 eV) deuterium plasma with a fluence of 4-10?* D*/m? at room temperature. The values of
the experimentally measured sputtering yield of the tungsten coatings exposed to the D plasma are two times higher
compared to bulk W but almost an order of magnitude smaller compared to ferritic martensitic steels. The total
D retentions of W coatings were on the order of 5-10'° D/m? [5].

Since the solubility of hydrogen isotopes in tungsten is very low, the trapping at defects mainly determines the
retention. These defects are either natural defects which are present after fabrication or they may be created by treatment
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after fabrication such as, for example, radiation-induced defects. Therefore, parameters of trapping are essential for
predicting hydrogen isotope transport in irradiated tungsten. Many aspects of hydrogen retention in bulk tungsten have
been investigated in the past and the available literature is extensive [6-10]. However, there are few data on the behavior
of hydrogen isotopes in tungsten coatings.

The objective of this study is to evaluate the role of radiation defects on deuterium retention in tungsten coatings
prepared by cathodic arc evaporation (CAE) and irradiated with energetic deuterium ions.

MATERIAL AND METHODS

Tungsten coatings were deposited on tungsten substrates by means of PVD method using unfiltered cathodic arc
evaporation in a “Bulat-6” system equipped with a W (99.9%) cathode of 60 mm diameter. Magnetic stabilization of the
cathode spot was used in a vacuum-arc plasma source [11]. The main advantage of the cathodic arc evaporation method
over conventional magnetron sputtering deposition is a much higher degree of plasma ionization and energy of metallic
ions [12]. This can be the explanation of the high quality and adhesion of such deposited coatings.

Tungsten foil was chosen as a substrate material to eliminate the possible influence of various effects from other
substrate materials, for example, differences in thermal expansion coefficients, mutual diffusion of elements, eutectic
formation, etc., during high-temperature annealing in TD experiments. This approach in choosing W foils as substrates
was used to study the TD of deuterium [13, 14], helium blistering [15], TD of helium [16], as well as in determining the
thermal stability [17] of the W coatings deposited by magnetron sputtering.

The tungsten foil substrates (8x5x0.3 mm) were chemically degreased and ultrasonically cleaned in a hot alkaline
bath for 10 min and dried in warm air. After cleaning they were mounted on a substrate holder without rotation. The
substrate-cathode distance was about 250 mm. The chamber was evacuated to a pressure of 2 x 10~ Pa before the coating
deposition. The substrates were ion etched with tungsten ion bombardment by applying a DC bias of -1300 V during
3 min. The arc current was 120 A. Noble gas Ar (99.9 %) was introduced in to vacuum chamber up to pressure of 2 Pa
for stabilization of the arc discharge. The deposition of tungsten coating was performed at a substrate bias voltage of -30 V
and a substrate temperature of ~ 400 °C. The deposition time was 60 min. The coating thickness was ~ 8 um. The
concentration of impurities ions (oxygen, nitrogen and carbon) did not exceed 3 at.% in accordance with the EDX and
WDS data.

Hydrogen isotopes trapping by irradiation damages is often simulated using higher energy ion irradiation technique to
introduce the defects, such as dislocation loops, vacancies and voids, etc [9]. In the current study, W foils and coatings have
been irradiated with deuterium ions at temperatures 300 - 600 K with a fluence of (1 — 10)-10%° D,"/m? and ion energies of
12 keV/D,". The SRIM code [18] was used to evaluate the ion projected ranges (R,) and range straggling (AR;), the
concentration of gas atoms, and the dpa (displacement per atom) (Fig. 1). The calculations were performed with a target
density of 19.35 g cm™ and a displacement threshold energy of 90 eV [9].
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Figurel. Depth distribution profiles of damage and concentration for 12 keV/D>" in tungsten calculated for a fluence of 1-10?! m?

The specimen temperature was measured by the thermocouple and was maintained at about (27+2.5) °C during
irradiation. The experimental ion flux and fluence were calculated from the measured ion currents and beam spot areas.
The deuterium release from irradiated specimens was investigated by the thermal desorption technique in the temperature
range from 300 to 1400 K at a rate of 6 K s!. This temperature range is expected to encompass the characteristic detrapping
temperatures of hydrogen isotopes with radiation defects in tungsten materials [6]. The gas release was registered by a
monopole mass-spectrometer. Irradiations and measurements of TD spectra were performed in one chamber, to exclude
contact of the specimens with air that prevented the formation of artifact trap sites associated with the surface. The residual
gas pressure in the experimental chamber was measured to be ~5-10 Pa.
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The microstructure of tungsten substrate and coatings was investigated using transmission electron microscopy at
room temperature, employing standard bright—field techniques on JEM-2100 electron microscope. Investigations of
surface microstructure were performed using scanning electron microscope JEOL JSM-7001F. Chemical composition of
the coatings was determined by energy dispersive X-ray spectroscopy — EDS.

RESULTS AND DISCUSSION

Fig. 2 shows SEM images of surface morphology, cross-section images and TEM microstructure of tungsten foil
substrates and W coatings deposited by CAE in the initial state.

e f

Figure 2. Structure of tungsten foil (a,c,e) and coating (b,d,f): SEM surface morphology (a,b) and cross-section (c,d); TEM plan view
(e,f). Higher magnification detail of the ‘nanoridges’ coating morphology (insert fig. 2, b). The interface between the coating and
substrate is indicated by the dashed horizontal line (Fig. 2, d).

Surface morphology of tungsten foil substrates has ‘smoothening’ relief (Fig. 2a). The microstructure of the tungsten
foil substrates was characterized by layers with high elongation grains arranged parallel to the surface, see Fig. 2c. TEM
investigation demonstrated high elongation grains with dimensions in the 0.5-1.5 um range. Dislocations were distributed
inhomogeneously even within a single grain (Fig. 2e). The dislocation density was found to be about 1:10"*m™2. The
dislocation density was measured by counting the number of intersections with dislocation lines made by random strips
drawn on micrographs.
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The as-deposited W coatings have a rough surface (Fig. 2b). Surface morphology of initial W coatings exhibit
surfaces of densely packed “nanoridges” or overlapping tiles, which is the typical morphology of refractory metal films
deposited at the relatively low temperatures (see Fig. 2b, insert). These “nanoridges” were observed on the a-W phase
film surfaces irrespective of the film thickness. It is found that many individual grains contain two types of “nanoridge”
domains oriented with each other with an angle ranging between 109 and 124°. Each domain has ridges with an average
height and period of (1.5+0.5) and (7.5£1.0) nm, respectively [4]. As-deposited W coating show a typical columnar
epitaxial growth with grain boundaries preferentially oriented perpendicular to the substrate (Fig. 2d). The structure of
W-coating is dense and without pores, as shown on SEM cross-section image (Fig. 2d).

According to the TEM analysis data, a single a-W phase with an average grain size of 180 nm is formed in the
tungsten coatings. The density of dislocations was found to be about 2.2:10'% m2. The structure of coatings may be
explained by sufficiently high relative energy of tungsten ions (140 ¢V) and by the high degree of plasma ionization
(90 %) of the tungsten cathodic arc [12, 19].

Figs. 3-4 shows deuterium TD spectra from tungsten substrates and coatings irradiated with deuterium ions at
temperature 300 K with a fluence of (2-10)-10% D,"/m? and ion energy of 12 keV/D,".

Gas evolution from both types of specimens is characterized by the following common features: (i) initial
temperature of desorption is consistent with the terminal temperature of exposure; (ii) the structure of TD spectrum
represents the multi-stage process with well-defined desorption peaks at about 600, 850 and 1150 K for all studied
irradiation fluences with the exception of high-temperature desorption stage for smallest fluences; (iii) the broad low
temperature desorption stage looks like a peak with shoulders, and thus appears to consist of several narrow peaks.
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Figure 3. Deuterium TD spectra from tungsten foils Figure 4. Deuterium TD spectra from tungsten coatings

after deuterium ions irradiation at temperature 300 K after deuterium ions irradiation at temperature 300 K

Characteristic temperatures of TD spectra depend on hydrogen retention parameters, predominantly on activation
energy of de-trapping processes. In the case of the keV implantation, both radiation-induced and natural trap types are
present in the material.

Energetic ion irradiation can greatly increase the local point defects concentration by displacing the lattice atoms
through collisions. The 6 keV D" energy is well above the threshold for displacement damage [20] and capable of creating
Frenkel pair defects within the implantation zone. At room temperature, the interstitials are mobile [21] and most of them
quickly recombine with vacancies, however a fraction of vacancies survives and becomes the dominant deuterium traps
in near surface layer of material. On the other hand, several studies [6,7] of the damage structure produced in W crystals
under D ion implantation have revealed that in addition to radiation-induced defects, intrinsic defects strongly influence
deuterium retention. Moreover, intrinsic defects like dislocations and grain boundaries are thought to be responsible for
accumulation of large amounts of deuterium, especially in polycrystalline W at near room temperatures.

The deuterium concentration is found to be inhomogeneous throughout the bulk, according to previously published
data on the evolution of the deuterium depth distribution as a function of fluence [22, 23]. The highest deuterium content
is observed in the ion stopping range, while a decreasing tail of deuterium concentration with reaching the plateau is
detected at depths of up to several microns. It has been shown, that the near surface high concentration layer is associated
with radiation-induced defects, whereas the latter zone is related to natural defects in the material, since certain portion
of the D atoms implanted in tungsten at room temperature diffuse deep into the bulk and is captured by dislocations and
grain boundaries.

Computational evaluation of deuterium desorption within the framework of the diffusion-trapping model [24]
provides the ability to assess activation energies of de-trapping processes and to associate characteristics of experimental
TD spectra with specific trapping sites in the material. This was accomplished by numerically solving the equations for

diffusion in a field of traps.
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where C is the concentration of hydrogen in the solution; Gk is the concentration of hydrogen in traps of k-type; Rk is the
radius of defect trap; mk is the number of hydrogen atoms per trap; z is the number of solution sites per host atom; Ny is
the atomic density of the host; Wkis trap concentration; @(x) is the distribution of the hydrogen introduction rate through
depth; Qs the binding energy of hydrogen atom with the trap; k. is Boltzmann‘s constant; and D(T) = Do exp (-Em/k:T)
is the deuterium diffusivity.

Since solute deuterium atoms remain mobile in tungsten at room temperature, the calculations include two steps
imitating the experimental procedure: deuterium implantation at room temperature, and then linear heating of the sample
to the certain temperature.

Present calculations assumed up to four different trap energies. This assumption is supported by the thermal
desorption data (see Fig. 4) that show at least three clearly visible peaks, and by preliminary estimations indicating the
complex structure of low temperature desorption stage, which is not a simple single peak, but rather composed of several
narrower peaks that suggest the presence of multiple trap energies.

Model calculations also assumed that injected deuterium diffuses through the material, interacting with intrinsic and
radiation defects. The defect traps representing radiation-induced displacement defects are distributed along the depth
according to the damage profile calculated using SRIM (see Fig. 1) and located in the near-surface region within 100 nm
of the surface. Obviously, natural defects are distributed over the whole thickness of the sample, but in present calculations
they were assumed to distribute uniformly in the depth range of 0-2 microns. Both these assumptions are supported by
the results [25, 26] of experimentally measured depth distribution of keV-energy deuterium in tungsten after implantation
at 300 K.

Modeling of thermal desorption data suggest a rate-dependent boundary conditions, that requires the value for the
recombination coefficient. The obtained values for the hydrogen recombination coefficient on tungsten vary by more than
six orders of magnitude [27-29]. Current calculations utilize recently published data [30] for experimentally measured
recombination coefficient for a pristine and clean W surface under well-controlled surface conditions by means of X-ray
photoelectron spectroscopy. We used the coefficient K; = 3.8x10-2¢ exp(-0.15/kT) m*s™! for the pristine surface due to
special preparation of specimens’ surface was not performed.

Other necessary calculation parameters include Ny = 6,3-10% m3, D=2.9x107 exp(-0.39/kT) m?s! [31];
Ry=3,16-10""m; z=6.

The system of equations (1) was solved numerically by previously described and used method [24, 32]. The best
agreement between the calculated and experimental deuterium TD spectrum is shown in Fig. 5.
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Figure 5. Experimental points and the calculated curve of thermal desorption of deuterium from W coating irradiated at temperature
300 K by 12 keV D" ions to a fluence of 1-10?! m™

Experimental TD spectrum is rather well fitted by assigning four binding energies of 0.55 eV, 0.74 eV, 1.09 eV and
1.60 eV for the peaks with maxima at 475, 590, 810 and 1140 K, respectively. The corresponding trapping energies
representing binding energies plus the activation energy for diffusion (0.39 eV [31]) are 0.94 eV, 1.13 eV, 1.48 eV and
1.99 eV. The first peak in the TD spectra appears to be associated with desorption of deuterium bounded to the low energy
natural traps, whereas the other peaks are related to desorption of deuterium bounded to the high energy ion induced traps.

The low-temperature desorption peak with binding energy of 0.5-0.6 eV is often attributed to natural defects without
separation of trap types into impurities, dislocations, grain boundaries, etc. In present study high dislocation density has
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been observed in the microstructure of W coatings (Fig. 2) that suggests the dominative role of dislocation type defects
on the formation of 475 K low-temperature peak. In addition, the derived binding energy value of 0.55 eV for this peak
correlates well with results of ab initio atomistic calculations [33] demonstrating that hydrogen atoms in tungsten are
bound to the screw dislocation core with the binding energy of ~0.6 eV.

Hydrogen isotope retention in various W grades has been studied quite extensively under different experimental
conditions. Under low-energy irradiation, vacancies are considered to be the predominant radiation-induced defects. The
value of hydrogen de-trapping energy from a single vacancy in W varies among different researchers in the range
of 1.3-1.6 eV [34-36]. Therefore, it appears reasonable to suppose that the desorption peak with a de-trapping energy
of 1.48 eV in our spectrum can be interpreted as the deuterium release from monovacancies.

Recent ab-initio calculations have demonstrated that multiple hydrogen atoms can be trapped around a single defect,
leading to a distribution of binding energies [36-38]. Furthermore, trapping of multiple hydrogen atoms in one
monovacancy is quite possible and the binding energy of subsequent H atoms decreases with increasing occupancy.
Following density functional theory calculations [36-37, 39], hydrogen capturing with de-trapping energy in the range of

1.1-1.2 eV can be attributed to hydrogen multiplicity binding in monovacancies, where it is energetically favorable for
up to six hydrogen atoms to participate in the occupancy. Based on these findings, desorption stage with a maximum at
590 K and characterized in our simulations by de-trapping energy of 1.13 eV is associated with deuterium release from

multiply occupied monovacancies.
The ion-irradiated tungsten coatings also showed deuterium desorption in the high-temperature region,

i.e. 1000-1300 K. The high temperature peak is usually associated with deuterium trapped in vacancy clusters [23, 40-42].
The de-trapping energy of 1.99 eV attributed to this peak in our calculations correlates with previously published values
of hydrogen de-trapping energy from vacancy cluster — in the range of 1.7-2.2 eV [23, 34-35, 43-44]. It is worth noting,
that this desorption stage is absent at lowest implantation fluence (see Fig. 4) due apparently to impeded vacancy
clustering caused by the deficiency of monovacancies.

Fig. 6 shows deuterium TD spectra for tungsten coating after deuterium ions irradiation to a fluence of 1-10?! D,*/m?
at different temperatures Troom — 600 K. The D retention is strongly reduced at high implantation temperatures of
500-600 K compared to that at 300 K. These observations agree with [45] where it was shown the deuterium retention of
Plansee tungsten decreased at irradiation with energy upon 200 eV/D* and increasing irradiation temperature in the
300-500 K range. The highest retention level was ~1.7-10%° D*/m? at 300 K, followed by a linear decreasing trend,

reaching ~5-10'° D"/m? at 500 K [45].
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Figure 6. Deuterium TD spectra from tungsten coatings after deuterium ions irradiation to a fluence of 1-10?! D2*/m? at different
temperatures 300 — 600 K

The desorption stage associated with natural defects is characterized by a noticeable gas release already at ~400 K
and a maximum at about 475 K. Therefore, the amount of trapped deuterium in low-energy intrinsic traps decreases
rapidly at implantation temperature of 500 K, whereas the population in the stronger radiation-induced traps varies slightly
at this temperature. High-energy traps population begin to decrease considerably after 600 K as the sample temperature

is high enough for de-trapping of deuterium from those traps.

CONCLUSIONS
In the present study, deuterium interaction with tungsten protective coatings deposited by cathodic arc evaporation
has been investigated by means of ion irradiation combined with thermal desorption spectroscopy. Scanning and
transmission electron microscopy were used for specimen’s microstructure characterization. W samples were treated
with D ions at temperatures 300 - 600 K with a fluence of (1 — 10)-10%° D,"/m? and ion energies of 12 keV/D;".
Characteristics of experimental TD spectra were associated with specific trapping sites in the material on the base of
computational evaluation of deuterium desorption within the framework of the diffusion-trapping model. The main results

are summarized as follows.
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Deuterium gas release from tungsten coatings and tungsten foils demonstrates similar trend.

The trapping of ion-implanted deuterium in tungsten is attributed to the interaction of gas atoms with natural and
radiation-induced defects.

The trapping energies of deuterium with traps are determined within the framework of the diffusion-trapping model.
The derived trapping energy values of 0.94 eV, 1.13 eV, 1.48 eV and 1.99 eV are associated with deuterium interaction
with intrinsic dislocations, radiation-induced monovacancies at multiple and single deuterium occupation, and vacancy
clusters, respectively.

It was found that an increasing of the implantation temperature leads to a significant decrease of deuterium retention
in tungsten coatings.
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TEPMOJWHAMIYHI TA KIHETHYHI ITIAPAMETPH ITPOIIECIB B3AEMO/IIi TENTEPIIO
13 BAXUCHUMMU NOKPUTTAMHU BOJIbDPPAMY
Cepriii Kapnos, Banepiii Pyxxunbkuii, I'anuna Toacroayuska, Pyciaan Bacunenko, Onexcanap Kynpin, Cepriii Jleonos
Hayionanvnuii nayxosuii yenmp ““Xapriecoxuil ¢izuxo-mexuiynuil incmumym’ , Xapkis, Ykpaina

JlociipkeHo BIUIMB pajiialliifHIX ITOMIKOKEeHb Ha yTpuMyBaHHs D B Bonsdpami (W). st mpuroTyBaHHS BOJIB(MPaMOBUX HOKPUTTIB
BHKOPHCTOBYBAJIOCS BaKyyMHO-IyTOBE IUIa3MOBE JDKEPEIIO 3 MAarHiTHOIO cTabiiizamicio kKaToxHol wisiMu. 3pa3ku W onpoMiHIOBaIIN
ionamu D nipu temneparypax 300-600 K o mosu (1-10) 102° D2*/m? 3 eneprieto ionis 12 keB / D2*. Jlocnimkeno BB pagiamiiaux
MOIIKO/DKEHb Ha MIKPOCTPYKTYPY 1 HaKONMHYEHHs JEUTEpilo, IMIUIAHTOBAHOrO B 3pa3ku W mOpH KiMHATHIH Temmepartypi i micis
Biamany. Tepmogaecop6uiiina crekrpockomisi (TIC) BukopucTOByBajacsi uisi BU3HaueHHs D, yTpuMyBaHOro B 00'eMi 3pa3KkiB.
Crpykrypa T/I-ciektpa siBiisie co0010 6araToCcTyIiHIACTHI IPOLIEC BUMIICHHS ACHTEPI0, SIKUH CBITYUTD PO 3aXOIUICHHS aTOMIB ra3zy
nedeKkTaMu KUTbKOX THITIB. Po3paxyHKoBa oIliHKa JecopOuii qeiTepito B paMkax Moei Judy3iiHOTo 3aX0IUIeHH J03BOIMIIA 3B'I3aTH
XapaKTEePUCTUKH EKCIEPUMEHTANbHUX T/I-CIeKTpiB 3 KOHKPETHMMHM LIEHTPAaMH 3aXOIUICHHS B Marepiani. ExcrnepuMeHTabHUN
T/I-cnektp mocuTh Ko0pe arpoKCUMY€ETHCS IIUITXOM IIPHCBOEHHS YOTHPHOX eHepriit 38'13ky 0,55 eB, 0,74 eB, 1,09 eB i 1,60 eB mns
mikiB 3 MakcuMyMamu ipu 475, 590, 810 1 1140 K, Bignmosixgxo. Husskotemmeparyphuii mmik B ciektpax TD, BiporiqHo, OB'sI3aHUH 3
JiecopOIIiero JAeHTepiro, acoliioBaHOrO 3 MPUPOTHUMH TMACTKAMH 3 HHU3bKOI CHEPTI€I0 3B’S3KY, TOMAI K IHINI MIKA TMOB's3aHi 3
JIecOpOIIi€r0 ISHTEPito 3 MACTOK, IHAYKOBAHMUX 10HAMH BUCOKOI EHEprii: MOHOBaKaHCIH Ta BAKAHCIIHUX KJIacTepiB.

KurouoBi ciioBa: Bosibdpam, OnpoMiHEHHs, MOLIKOKEHHS, MiKPOCTPYKTypa, TepMOIecopOLlis, yIOBIOBAHHS AeHTepito, eHepris
aKTUBaLii
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The phosphonium-based optical probes attract ever growing interest due to their excellent chemical and photophysical stability, high
aqueous solubility, long wavelength absorption and emission, large extinction coefficient, high fluorescence quantum yield, low
cytotoxicity, etc. The present study was focused on assessing the ability of the novel phosphonium dye TDV to monitor the changes
in physicochemical properties of the model lipid membranes. To this end, the fluorescence spectral properties of TDV have been
explored in lipid bilayers composed of zwitterionic lipid phosphatidylcholine (PC) and its mixtures with cholesterol (Chol) or/and
anionic phospholipid cardiolipin (CL). It was observed that in the buffer solution TDV possesses one well-defined fluorescence peak
with the emission maximum at 533 nm. The dye transfer from the aqueous to lipid phase was followed by the enhancement of the
fluorescence intensity coupled with a red shift of the emission maximum up to 67 nm, depending on the liposome composition. The
quantitative information about the dye partitioning into lipid phase of the model membranes was obtained through approximating the
experimental dependencies of the fluorescence intensity increase vs lipid concentration by the partition model. Analysis of the
partition coefficients showed that TDV has a rather high lipid-associating ability and displays sensitivity to the changes in
physicochemical properties of the model lipid membranes. The addition of CL, Chol or both lipids to the PC bilayer gives rise to the
increase of the TDV partition coefficients compared to the neat PC membranes. The enhancement of the phosphonium dye
partitioning in the CL and Chol-containing lipid bilayers has been attributed to the cardiolopin- and cholesterol-induced changes in
the structure and physicochemical characteristics of the polar membrane region.

KEYWORDS: phosphonium probe, lipid membranes, fluorescence, partitioning

PACS: 87.14.C++c, 87.16.Dg

During the last decades the phosphonium-based optical probes attract ever growing interest due to their
favorable characteristics, namely, the excellent chemical and photophysical stability, high aqueous solubility, long
wavelength absorption and emission, large extinction coefficient, high fluorescence quantum yield, low cytotoxicity,
etc [1-14]. The above properties render phosphonium dyes highly suitable for the selective staining of
mitochondria [3-5], antioxidants detection [6, 7], probing the structural differences of DNA/RNA grooves [1, 2],
exploring the tumor multidrug resistance [8], to name only a few. More specifically, the cyanine-based phosphonium
dyes can be used for the kinetic differentiation between homo-and alternating AT-DNA forming dimers within DNA
minor grooves [1, 2]. Moreover, the cyanine-based phosphonium dyes demonstrated the strongly selective
antiproliferative activity toward HelLa cancer cell lines [1]. The phosphonium-tagged coumarin derivatives can be
used for the identification of the peptide fragment [9]. In recent years it was shown that phosphonium-based
fluorophores are highly efficient for mitochondria imaging with phosphonium groups serving as specific targeting
sites toward mithochondria [3-5]. Specifically, Li and colleagues developed a perylene-based phosphonium
fluorophore possessing the dual-emissive luminescence in living cells [3]. The possibility of mitochondria imaging
in living cells was described also for a new conjugated phosphonium salt TPP characterized by the high intracellular
selectivity toward mitochondria and the aggregation-induced emission [4]. A highly efficient cellular uptake and
specific accumulation in mitochondria was observed for cyanine-based phosphonium probes possessing the potential
dependent mitochondria-related fluorescent signal without exhibiting the cell toxicity [5]. Moreover, the
phosphonium conjugates proved to be very effective in monitoring the oxygen variations within mitochondria [10]
and measuring the hydrogen peroxide levels [11]. Furthermore, numerous studies have demonstrated that
phosphonium fluorescent dyes can be effectively used for optical detection of disease-related protein aggregates,
amyloid fibrils [12,13]. In particular, a phosphonium dye TDV was used as a mediator in the amyloid-scaffolded
multichromophoric systems for monitoring the amyloid transformation of the N-terminal fragment of apolipoprotein
A-1 [12] and insulin [13]. Moreover, previous studies suggested that phosphonium dyes may prove of value in
elucidating the mechanism of DNA interactions with pathogenic protein aggregates [14].

As a next logical step in evaluating the biomedical potential of phosphonium-based fluorescent probes, the present
study was directed at assessing an ability of the novel phosphonium dye TDV to monitor the properties of lipid bilayers.
More specifically, the aim of the present study was two fold: i) to obtain the quantitative information about the dye
partitioning into lipid phase of the model membranes and ii) to assess the TDV sensitivity to the changes in the
physicochemical properties of the lipid bilayer.

T Cite as: O. Zhytniakivska, East. Eur. J. Phys. 4, 107 (2021), https://doi.org/10.26565/2312-4334-2021-4-12
© O. Zhytniakivska, 2021
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EXPERIMENTAL SECTION
Materials
Egg yolk phosphatidylcholine, beef heart cardiolipin and cholesterol were purchased from Sigma (St. Louis. MO,
USA). The phosphonium dye TDV (Fig.1) was provided by Professor Todor Deligeorgiev, University of Sofia,
Bulgaria. All other materials were commercial products of analytical grade and were used without further purification.

Figure 1. The structural formula of TDV

Preparation of lipid vesicles

Unilamellar lipid vesicles composed of zwitterionic lipid phospatidylcholine (PC) or PC mixtures with anionic
lipid cardiolipin (CL) and sterol cholesterol (Chol) were prepared by the extrusion method [15]. The thin lipid films
were obtained by evaporation of lipids’ ethanol solutions. The dry lipid residues were subsequently hydrated with 5 mM
sodium phosphate buffer, pH 7.4 at room temperature to yield lipid concentration of 1 mM. Thereafter, lipid suspension
was extruded through a 100 nm pore size polycarbonate filter (Millipore, Bedford, USA). In this way, 6 types of lipid
vesicles containing PC and 5, 10 or 20 mol% CL, 30 mol% of Chol or the combination of 10 mol% CL and 30 mol% of
Chol with the content of phosphate being identical for all liposome preparations. Hereafter, the liposomes containing 5,
10 or 20 mol% CL are referred to as CL5, CL10 or CL20, respectively, while the liposomes bearing 30 mol% Chol are
denoted as Chol30, respectively. Accordingly, the liposomes with cardiolipin content 10 mol% and cholesterol content
30 mol% were marked as CL10/Chol30.

Spectroscopic measurements

The stock solution of TDV was prepared by dissolving the dye in 10 mM Tris buffer, pH 7.4. The concentration of
TDV was determined spectrophotometrically, using the extinction coefficient &,,, =2.1x10°M “ecm™ The dye-
liposome mixtures were prepared by adding the proper amounts of the probe stock solutions in buffer to the liposome
suspension of different composition varying the lipid concentration from 0 to 4.76 uM. The dye-liposome mixtures
were incubated for an hour. The steady-state fluorescence spectra were recorded with FL-6500 spectrofluorimeter
(Perkin-Elmer Ltd., Beaconsfield, UK) at 20°C using 10 mm path-length quartz cuvettes. The excitation wavelength
was 480 nm. The excitation and emission slit widths were set at 10 nm.

Partitioning model
The TDV binding to the model lipid membranes has been analyzed in terms of the partition model [16]. The total
concentration of the dye distributing between aqueous and lipid phases (Z,,, ) can be represented as:

z

tot
=Z.+7Z, @

where subscripts F and L denote free and lipid-bound dye, respectively. The coefficient of dye partitioning between the
two phases (K, ) is defined as [16]:

tot

Z\V,
— LW , (2)
Z.V,
where V,,, V_ are the volumes of the aqueous and lipid phases, respectively. Given that under the employed
experimental conditions the volume of lipid phase is much less than the total volume of the system V, , we assume that

Vi, ®V, =1 sm?. Therefore

KP

— Z totVW — Z tot (3)
E .
V, +KV, 1+KV,

The dye fluorescence intensity measured at a certain lipid concentration can be calculated as:

|=a,Z.+aZ =2 (af +a K\;’VLJzzF (a,+ a KpV, ), 4)

W
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where a,, a_ represent molar fluorescence of the dye free in solution and in a lipid environment, respectively. From
the Egs. (3) and (4) one obtains:
Zg(a + aKpV)
1+ Ky,

®)

The volume of lipid phase can be determined from:

V.= NACLZVi fi ) (6)
where C, is the molar lipid concentration, f, is mole fraction of the i-th bilayer constituent, v; is its molecular volume
taken as 1.58 nm?, 3 nm3 and 0.74 nm? for PC, CL and Chol respectively.

The relationship between K . and fluorescence intensity increase (Al ) upon the dye transfer from water to lipid
phase can be written as [16]:

KV, -1
AIZIL—IW: p L( max W)’ (7)
1+ KV,

where 1 is the fluorescence intensity observed in the liposome suspension at a certain lipid concentration C_, 1, is

the dye fluorescence intensity in a buffer, 1__ is the limit fluorescence in a lipid environment.

max

Lipophilicity calculation
The resources of the virtual computational laboratories (http://biosig.unimelb.edu.au/pkesm/prediction#,
http://www.swissadme.ch/ and https://mcule.com/apps/property-calculator/) were used for the calculation of the
lipophilicity of the examined dye.

RESULTS AND DISCUSSION
To examine how the TDV lipid associating ability depends on the membrane physical properties, at the first step
of our study the emission spectra of this phosphonium dye were recorded in the buffer solution and liposomal
suspensions of different composition. TDV was found to be weakly-emissive in the buffer with the fluorescence
maximum at 533 nm. Typical fluorescence spectra measured at increasing lipid concentration are presented in Fig. 1.

A B
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As seen in Fig. 1, the TDV transfer from the aqueous to lipid phase resulted in a significant increase of the
fluorescence intensity coupled with a red shift of the emission maximum A_ up to 67 nm, depending on liposome

composition (Table 1). The observed fluorescence enhancement is most likely to arise from the decreased mobility of
the fluorophore and the reduced polarity of its surroundings. To quantitate the dye partitioning in the lipid phase of the
model membranes, the experimental dependencies Al (C, ) were obtained (Fig. 2). The resulting binding isotherms were

hyperbolic in shape for all dye-lipid systems under study. To obtain the quantitative parameters of the TDV partitioning
into lipid bilayers of varying composition the binding curves were approximated by the equation (7).

Figure 2. Isotherms of TDV binding to the model lipid membranes. TDV concentration was 1.0 uM. Solid lines represent an
approximation of the experimental profiles AlI(C, ) by equation (7).

The parameters of TDV partitioning into lipid bilayers are presented in Table 1. The analysis of partition
coefficients showed that TDV possesses a rather high lipid-associating ability. Importantly, the estimated K values for

the model membranes of different lipid composition are in good agreement with the lipophilicity of TDV evaluated
using the resources of different virtual computing laboratories (Table 2). A molecular parameter, such as lipophilicity, is
commonly used to characterize the tendency of a molecule to distribute between water and water-immiscible
solvent [17] and can be expressed by a term accounting for hydrophobic and dispersion forces, and polarity
term [18,19].

Table 1. Parameters of TDV partitioning into lipid systems

Ae . nm K, x10° Al x10* Fluorescence anisotropy
PC 602 0.96+0.2 4.8+0.9 0.165
CL5 600 24104 3.7£0.6 0.161
CL10 600 3.91£0.6 3.5+0.6 0.161
CL20 600 6.4+1.1 3.7£0.7 0.163
Chol30 594 1.4+0.4 5.7+0.8 0.169
CL10/Chol30 596 3.3£0.5 6.1+0.6 0.160

It turned out that addition of CL and Chol to PC bilayer gives rise to the increase of partition coefficients
compared to the neat PC membrane. In terms of the modern theories of membrane electrostatics partition coefficient
can be represented as consisting of electrostatic and nonelectrostatic terms [20,21]:

K, =exp({w, +w

Born

+W, +W, +W, |/ KT) 8)

where w, characterizes the Coulombic ion-membrane interactions; w,,,, corresponds to the free energy of charge

transfer between the media with different dielectric constants; w, is the term determined by hydrophobic, van der Waals
and steric factors; w, related to the membrane hydration; w, depends on the membrane dipole potential [21-23].

Considering the cationic nature of TDV, the observed increase in K, values with an increase of the CL content can be

explained by electrostatic dye-lipid interaction.

However, in an attempt to interpret the observed increase of the partition coefficients for TDV in the presence of
the anionic lipid CL, one should bear in mind the ability of CL to modify the physicochemical properties of the lipid
bilayers [24, 25]. Specifically, Shibata et al, based on the FTIR data, demonstrated that CL negative charge tends to
move the N* end of P-N dipole parallel to the membrane surface, causing the rearrangement of water bridges at the
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bilayer surface and stabilizing the intermolecular hydrogen-bonded network including hydrational water [24]. They
hypothesized that the above perturbations in the bilayer surface are coupled with the increased amount of the
membrane-bound water in the presence of a cone-shaped CL molecules, leading to the enhancement of the hydration of
ester C=0 groups in the presence of cardiolipin [24]. Moreover, the ability of CL to increase bilayer hydration was also
evidenced from the molecular dynamic simulations of lipid membranes with cardiolipin [25].

Table 2. Lipophilicity of TDV calculated using the resources of the virtual computational laboratories

Resource Method LogP
XLOGP3 8.01
WLOGP 6.21
http://www.swissadme.ch/ MLOGP 6.25
SILICOS-IT 7.61
Consensus 6.00
https://mcule.com/apps/property-calculator/ 6.2095
http://biosig.unimelb.edu.au/pkcsm/prediction#) 6.2095

To determine whether i) the novel phosphonium dye is sensitive to the changes in lipid packing density and
reflects the CL-induced changes in the hydrophobic membrane part; or ii) TDV preferentially resides in the polar part of
the lipid bilayer and the increase in K values in the CL-containing membranes is caused by alterations in the bilayer

physicochemical properties produced by cardiolipin, the fluorescence anisotropy of TDV was measured (Table 1). It is
known that the fluorescence anisotropy of the membrane-bound dye is determined by the rate of its rotational diffusion
and reflects the changes in lipid packing density. As illustrated in Table 1, the anisotropy values of TDV appeared to be
insensitive to the changes in membrane composition, indicating that the dye is most probably located in the polar
membrane region. Most likely, the phosphonium part of TDV resides in the polar water/membrane interface, while the
rest part of its molecule penetrates more deeply into the membrane interior.

Figure 3. Possible bilayer location of TDV

Additional argument in favour of the TDV ability to monitor the physicochemical properties of the polar
membrane part comes from the fluorescence response of this phosphonium dye to the presence of Chol. As seen in
Table 1, the measured anisotropy values in the Chol-containing membranes are comparable with those obtained in pure
PC and PC/CL membranes, therefore the TDV location in the non-polar membrane part seems less probable due to a
well-known ability of Chol to produce tighter lateral packing of lipid molecules (condensing effect) [26]. An
assumption was made that the observed increase in K value in the presence of cholesterol is associated with the ability

of Chol to alter hydration and packing density of lipid membranes [27-30]. It was previously shown that cholesterol is
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capable of producing the increase in separation of phospholipid headgroups [27]. Moreover, numerous studies provide
evidence for the decreased polarity at the level of glycerol backbone of phospholipids in the presence of
cholesterol [28-30]. The TDV sensitivity to the membrane hydration is confirmed by the observed blue shift of the
position of emission maxima in the presence of Chol in comparison with CL-containing and pure PC membranes,
indicating that TDV accommaodates in the less polar environment in the presence of cholesterol. The blue shift of the
emission maxima in the presence of cholesterol was observed also for Prodan and Laurdan [30,31]. Given that addition
of Chol to PC bilayer gives rise to the increase of partition coefficients compared to the neat PC membrane, the
possibility of the TDV preferential interactions with cholesterol cannot be excluded. Most probably, similarly to
Prodan, TDV tends to reside in the cholesterol-rich regions of the lipid bilayer [31]. Moreover, one cannot rule out the
possibility that TDV is sensitive to the Chol-induced changes in the dipole potential of lipid bilayer [3,4,32]. To
uncover the factors contributing to the membrane association of TDV, further studies are needed.

CONCLUSIONS
To summarize, the present study has been undertaken to evaluate the potential of the novel phosphonium dye to
trace the changes in the physicochemical properties of the model lipid membranes. TDV was found to display a marked
lipid-associating ability and high sensitivity to the physicochemical properties of lipid bilayers. Based on the
comprehensive analysis of the binding parameters and spectral characteristics of TDV in the different lipid systems it
was assumed that membrane electrostatics and hydration can contribute to the membrane association of TDV. High
environmental sensitivity of the examined posphonium dye allowed us to recommend this probe for membrane studies.
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B3AEMO/JIS1 HOBOT'O ®OCP®OHIEBOI'O 30HAY 3 JIIIMNIAHUMU MEMBPAHAMMU:
®OJYOPECHEHTHE JOCJIAKEHHS
O. KutHsKiBCbKa
Kadgheopa meouunoi ¢hizuxu ma 6iomeduunux nanomexnonoziu, Xapxigcokuii HayionarvHuil yuigepcumem imeni B.H. Kapasina
M. Ceob00u 4, Xapxis, 61022, Vkpaina

OcraHHIM 4YacoM ONTHYHI 30HAM Ha OCHOBI ()OC(OHII0 NMPUBEPTAIOTH BCE OUIBIIMI IHTEpEC 3aBASKH iX UyJOBiM XiMiuHIH Ta
(oTodi3nuHill cTabLIEHOCTI, BUCOKIH PO3UHHHOCTI y BOJI, MOTJIMHAHHIO T BUIIPOMIHIOBAHHIO B JOBIOXBIJILOBIH 001aCTi, BETMKHX
KoeQilieHTax eKCTHHKIIi, BUCOKOMY KBaHTOBOMY BHXOJy (iyopecueHuii, HU3bKii HUTOTOKCHYHOCTI, Tomo. /laHa pobGora Oyna
CIpPsIMOBaHa Ha OIIHKY YYTJIMBOCTI HOBOTO (ocdonieBoro Gaperrka TDV 10 3MiH (i3UKO-XIMIYHUX BJIACTHBOCTEH MOICIBHHUX
minigHux MeMmOpaH. 3 i€ MeToro, OyJio JOCHiIKEeHO (IIyopecleHTHI CreKTpaibHi BiaacTuBocTi 1DV B mimignux OGimrapax, mio
CKIIaJIaNCh 13 1BiTTepioHHOr0 Jimigy Qocparumannxoniny (PX) ta #ioro cymimeit 3 xonecrepurom (Xoi) ta/abo aHiOHHHM
¢dochomnimigom kapaiomininom (KJI). Busisuinocs, mo B OydepHomy posuuni TDV mae oaud mo0Ope BHpaKeHHi MK emiccii 3 Ha
nosxuHI xBI 533 HM. [lepexin 6apBHUKA 3 BOJHOI B JiMiAHY (a3y CyNpoBOIKYBaBCSA 3pOCTAHHSAM iHTEHCHBHOCTI (hyopecieHiii
30HIY, TIOPsI i3 YEPBOHMUM 3CYBOM MAaKCHMYMY BHUIIPOMIHIOBAHHS, BEJIMUMHA SKOTO jgocsrana 67 HM, 3aJIeKHO BiJI CKJIAy JIITOCOM.
Byna orpnmana kinbkicHa iH(OpMAIis IOA0 pO3NOJUTy OapBHUKA B JimiaHy (a3zy MOJEIbHHX MeMOpaH IUIIXOM alpoKCHMaril
SKCIIePUMEHTAILHUX 3aJIeKHOCTEH 3MiHM IHTEHCHBHOCTI (hiryopecueHUii 30HIy BiJ KOHLEHTpauii JIiMigy MOAEIUII0 pPO3IOILIY.
AHaii3 OTpUMaHUX KOC(IIi€HTIB PO3MOALTY JEMOHCTPY€E BHCOKY JIiIig-acoliforuy 31aTHiCTh TDV Ta HOro 4yTimBiCTh 10 3MiH
(bi3UKO-XIMIYHHX BJIACTHBOCTEH MOAEIBHUX JinigHux MemOpan. Brirouenust KJI, Xoin ab6o 06ox mimiaiB 1o ®X Gimapy cpuuuHsIIO
30inbiienHs koediienTie posnoxaity TDV, mnopiBusHo 3 uuctumu DX memOpanamu. 3pocTaHHs KOe]illiEHTIB PO3MOALTY
¢docdonieBoro OapBHHKa B JinmigHux MemOpanax, mo mictiuian KJI Ta Xoi, Oyio iHTepnpeToBaHO B paMKax YsBICHb HPO 3MiHH
CTPYKTYPH Ta (Pi3UKO-XIMIYHIX XapaKTEPUCTUK MOJIAPHOT 001acTi MeMOpaHH i/l BILIMBOM KapAiOJiMiHy Ta XOJECTCPUHY.

Kirouosi cioBa: ¢pocdonieBnii 3011, mimiaHi MeMOpaHu, GIyopecHeHLis, po3MoIi.



114

EAst EUROPEAN JOURNAL OF PHysIcs. 4. 114-119 (2021)
DOI: 10.26565/2312-4334-2021-4-13 ISSN 2312-4334

CLINICAL COMMISSIONING AND DOSIMETRIC VERIFICATION
OF THE RAYSTATION TREATMENT PLANNING SYSTEM!

Taylan Tugrul
Department of Radiation Oncology, Medicine Faculty of Van Ydziinci Yil University, Van, TURKEY
E-mail: taylantugrul@gmail.com
Received September 22, 2021; accepted November 15, 2021

Background: The software used by treatment planning systems (TPS) plays an important role for treatments using radiation. The
accuracy of the calculated dose in radiation treatments depends on the assumptions made by the TPS. In this study, we summarize our
methods and results regarding clinical commissioning of the basic functions needed for photon therapy. Materials and Method:
Measurements were obtained for the 6 and 15 MV photon energies obtained from the Siemens Artiste linear accelerator device.
Important data such as percent deep dose, profile and output measurements were taken in the water phantom and transferred to the
RayStation Treatment Planning System. Results: When the absolute dose values calculated by the RayStation TPS are compared with
the water phantom data, the differences obtained are less than 3%. When the 2-dimensional quality control of asymmetrical areas and
patients with IMRT plan was controlled by gamma analysis method, the gamma rate was more than 95%. Conclusion: One of the most
important quality control tests is TPS acceptance tests, which must be performed before clinical use. In this study, in which we checked
the basic dose measurement and patient planning, it was seen that the RayStation TPS can be used in patient treatment for clinical use.
The doses calculated by the RayStation TPS were found to be reliable and within the expected accuracy range. These results are
sufficient for the application of 3-dimensional conformal radiotherapy (3D-CRT) and IMRT technique.

Keywords: RayStation, Commissioning, Dosimetric Verification

PACS: 87.55.Qr

The software used by treatment planning systems (TPS) plays an important role for treatments using radiation [1].
The accuracy of the calculated dose in radiation treatments depends on the assumptions made by the TPS. In TPS,
operations such as defining the target volume, making the treatment plan, determining the treatment areas, and calculating
the appropriate Monitor Unit (MU) value are performed. Considering what has been done, it is extremely important to
carry out quality controls before TPSs are put into use for clinical use [2,3,4].

The International Atomic Energy Agency (IAEA) has published a report on the quality control of TPSs [5]. In
addition, IAEA has also prepared a technical document file numbered TECDOC 1583, which includes practical tests for
dosimetric calculations [6]. Reports published by the Association of Physicist in Medicine (AAPM) are also available in
the literature [7,8].

RayStation (RaySearch Labs, Stockholm/Sweden) is a good example of advanced TPS. Raysearch laboratories have
an important place in the world in the field of advanced software and are the creators of the RayStation TPS for radiation
therapy [9]. Studies for the commissioning of TPS models are available in the literature [10,11,12,13].

RayStation is a treatment planning system that has just started to be used in our country. It started to be used in our
clinic in 2021. We aimed to check the accuracy of the radiation dose calculations of the RayStation TPS before it is used
in the clinic. In this study, we summarize our methods and results regarding clinical commissioning of the basic functions
needed for photon therapy.

MATERIALS AND METHODS

In the study, Somatom Sensation 4 (Siemens, Erlangen) device was used for computed tomography images.
Measurements were obtained for the 6 and 15 MV photon energies obtained from the Siemens Aurtiste linear accelerator
(Linac) device. IBA Bule Phantom-2 (IBA dosimetry, Schwarzenbruck, Germany) water phantom device was used in the
study. The compact ion chambers used in the water phantom are CC04 (13808) (IBA dosimetry, Schwarzenbruck,
Germany). All absolute measurements were obtained with DOSE 1 (IBA dosimetry, Schwarzenbruck, Germany)
electrometer. PTW OCTAVIUS was used for 2D quality control measurements (PTW, Freiburg, Germany).

For 6 and 15 MV photons, Percent deep dose (PDD) measurements were obtained in field sizes
of 2x2 cm?-40x40 cm?, on the central axis and at 100 cm source to skin distance (SSD). In addition, profile measurements
were taken at maximum dose depth (dmax), 5 cm, 10 cm and 20 cm depths and inplane-crossplane directions.

For 2x2 cm?-40x40 cm? fields, 100 MU irradiation was made at SSD=100 cm, 10 cm depth, and Output
measurements were taken for both photon energies and normalized to 10x10 cm?.

The MLC transmission factor was calculated by irradiating the multi-leaf collimators (MLC) in the closed state
while the jaws were open at maximum width.

After all data were transferred to the TPS system, dose measurements at different depths for asymmetrical areas
were taken in a water phantom and compared with the doses calculated by the RayStation TPS. In addition, dose
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distribution results obtained in patients planned for Intensity Modulated Radiotherapy (IMRT) and in different
asymmetrical areas in TPS were compared with the dose distribution calculated by RayStation's QA module using gamma
analysis test. For the gamma index, dose confirmation distance and dose difference criteria were chosen as 3 mm and 3%,
respectively[1,14]. Absorbed dose measurements were made according to the IAEA TRS-398 protocol [15].

RESULTS
The 6 MV and 15 MV photon beam data required for the RayStation TPS were measured with the water phantom.
Then, the measured beam data was transferred to the RayStation system by normalizing the maximum dose. Figure 1 and
Figure 2 show the PDD and profile results measured in the water phantom.

Figure 1. Profile results obtained in the water phantom.

Figure 2. PDD results obtained in the water phantom.

Output values obtained for different fields at a depth of 10 cm and the results normalized to 10x10 cm? are shown
in Table 1 and Table 2.

Table 1. For 6 MV photon energy, the dose values obtained as a result of 100 MU irradiation in different areas, at a depth of 10 cm,
and the ratios normalized to 10x10 cm?.

6 MV
Field Size s 2 3rd Average Ratio
(cm?) Detector Model Measurement Measurement Measurement
(PC) (pC) (pC)

2x2 CCo04 1661,3 1661,3 1661,3 1661,3 0, 783928

3x3 CCo4 1764 1764 1764 1764 0, 83239

4x4 CCo04 1835,8 1835,8 1835,8 1835,8 0, 86627

5x5 CCo04 1893,6 1893,6 1893,45 1893,55 0, 893521

7 CCo04 2000,1 2000,2 2001,2 2000,5 0, 943988
10x10 CC04 2118,2 2119,2 2120,2 2119,2 1
10x20 CCo4 2220,5 2217,3 2220 2219,267 1, 047219
12x12 CCo04 2177,1 2176,4 21774 2176,967 1, 027259
15x15 CCo04 2246,9 2244.6 22445 2245,333 1, 059519
20x20 CCo4 2332,7 2331,3 2333 2332,333 1, 100573
20x10 CCo04 2192,7 21927 2193,2 2192,867 1, 034762
25x25 CCo04 2398,9 2396,1 2395,1 2396,7 1, 130946
30x30 CCo04 2446 2442,3 24413 24432 1, 152888

40x40 CC04 2497 2498,4 24953 2496,9 1, 178228
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Table 2. For 15 MV photon energy, the dose values obtained as a result of 100 MU irradiation in different areas, at a depth of 10 cm,
and the ratios normalized to 10x10 cm?.

15 MV
Field Size Detector 1st 2nd 3rd Average Ratio
(cm?) Model Measurement Measurement Measurement
(pC) (pC) (pC)

2X2 CCo04 1916,5 1916,5 1916,5 1916,5 0,779086

3x3 CCo4 2109 2109 2109 2109 0,85734

4x4 CCo4 2203,5 2203,5 2203,5 22035 0,895756

5x5 CCo04 2272,1 22725 2272,2 2272,267 0,923711

X7 CCo04 2363,5 2366,6 2364 2364,7 0,961286
10x10 CCo04 2460 24595 2460,3 2459,933 1
10x20 CCo04 2538,7 2537,4 2538,6 2538,233 1,03183
12x12 CCo04 2501,7 2501,7 2504,8 2502,733 1,017399
15x15 CCo04 2555,3 2554,1 2554 2554,467 1,038429
20x20 CCo04 2617,2 2616,8 2617,7 2617,233 1,063945
20x10 CCo4 2509,2 2511,8 2511,7 2510,9 1,020719
25%25 CCo4 2661,9 2661,4 2660,8 2661,367 1,081886
30x30 CCo04 2696 2698,6 2696,6 2697,067 1,096398
40x40 CCo04 27345 2734,8 2734,4 2734,567 1,111643

After taking measurements in accordance with the IAEA TRS-398 protocol and determining the desired factors in
the protocol, absolute dose measurements were taken in different areas and at different points and compared with the
dose values obtained in the RayStation system. the differences in percentages are shown in Table 3 and Table 4.

Table 3. For 6 MV photon energy, absolute dose values obtained in RayStation and water phantom as a result of 100 MU irradiation
in different areas and at different points.

Field Size Points X,Y,Z RayStation TPS Water Phantom Difference

(cm?) (cm) (cGy) (cGy) (%)
3x3 (0,1,5) 72,1 70,85 1,73
10x10 (3,-3,8) 73,5 73,96 0,63
15x15 (0,0,5) 89,6 90,16 0,62
20x20 (-3,7,10) 73,4 73,76 0,50
30x30 (5,12,7) 87,4 88,92 1,73

3x5 (0,0,5) 77,4 78,12 0,93
10x5 (0,0,7) 73,4 73,93 0,72
10x20 (1,1,9) 73,9 73,83 0,10
30x15 (5,-3,11) 70,2 71,01 1,16
20x9 (3,0,6) 84 85,18 1,41
30x40 (2,-5,5) 95 96,88 1,9
5x40 0,-1,9) 69,7 69,77 0,10

Table 4. For 15 MV photon energy, absolute dose values obtained in RayStation and water phantom as a result of 100 MU irradiation
in different areas and at different points.

Field Size Points X,Y,Z RayStation TPS Water Phantom Difference (%)
(cm?) (cm) (cGy) (cGy)
4x4 (0,1,5) 83,5 84,52 1,22
X7 (1,0,8) 79,3 79,97 0,84
10x10 (3,-3,6) 90,5 91,13 0,70
15x15 0,0,7) 89,8 90,01 0,23
20x20 (-3,7,7) 91,7 91,93 0,26
(0,0,5) 100 100,50 0,50
30x30
(5,12,9) 84,9 85,81 1,07
40x40 (0,0,5) 100 100,92 0,92
4x7 (0,0,5) 88,8 89,59 0,89
10x5 (0,0,4) 93,5 93,92 0,45
10x20 (1,1,7) 88 88,82 0,93
30x15 (5,-3,5) 99,5 100,50 1,01
20x9 (3,0,10) 78,6 78,59 0,02
30x40 (2,-5,5) 102,5 103,84 1,31
5x40 (0,-1,12) 69,4 69,70 0,43

Before starting the gamma analysis measurements, a calibration factor for the 2D-array was obtained by irradiating
100 MU in a 10x10 cm? area. Comparison of 2-dimensional measurement results was made in 4 different ways.
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The images of the 2D-Array, whose computerized tomography was taken, were sent to the RayStation system. In
the RayStation system, 20x20 cm? area was opened on the 2D-Array images and 100 MU irradiation was made. Then,
the MLCs were closed by 2 cm and 100 MU irradiation was performed again. This process was repeated 5 times. The
Figure 3 demonstrates gamma analysis results from the comparison between measurement maps and calculated plan maps.

Figure 3. (a) Dose distribution calculated by RayStation; (b) Dose distribution measured by PTW OCTAVIUS;
(c) Gamma Index results.

Then, with the help of MLCs, an irregular area was created on the RayStation and this area was controlled in 2
dimensions. The field created on the RayStation TPS and gamma analysis results are shown in Figures 4 and 5,
respectively.

Figure 4. The irregular area created with the help of MLCs in the TPS system.

Figure 5. (a) Dose distribution calculated by RayStation; (b) Dose distribution measured by PTW OCTAVIUS;
(c) Gamma Index results.
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In order to see the effect of MLC leakage and Tongue and Groove effect on planning, MLCs were closed by leaving
a gap in the +x direction and 100 MU irradiation was made. Then, the MLCs in the -x direction were closed by leaving a
gap and 100 MU irradiation was made. The dose distribution obtained as a result of the irradiation was compared with
the gamma analysis method. The fields of MLC created on the RayStation TPS and gamma analysis results are shown in
Figures 6 and 7, respectively.

Figure 6. For MLC leakage and Tongue and Groove effect, the fields created with the help of MLCs in the TPS system.
(a) The MLC's are in the +x direction. (b) The MLC's are in the -x direction.

Figure 7. (a) Dose distribution calculated by RayStation; (b) Dose distribution measured by PTW OCTAVIUS;
(c) Gamma Index results.

IMRT plans were made with the 9-field Step and Shoot technique for 5 different patients. The plans made were set
to have 150 segments. Then, with the help of the QA mode in the RayStation system, the dose distribution created by
these patients was obtained and 2-dimensional quality controls were made. The dose distribution obtained for an
exemplary patient is shown in Figure 8.

All 2-dimensional dosimetric controls performed have a gamma rate of over 95%.

Figure 8. (a) Dose distribution calculated by RayStation; (b) Dose distribution measured by PTW OCTAVIUS;
(c) Gamma Index results.

CONCLUSION
One of the most important quality control tests is TPS acceptance tests, which must be performed before clinical use. The
necessary data of the Linac device should be measured completely and accurately and transferred to the Treatment planning
system. The dosimetric accuracy of the RayStation treatment planning system was investigated for 6 MV and 15 MV beams
obtained from the Siemens Avrtiste Linac. In the study, acceptable differences were observed between the treatment planning
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system and the measurement results. As a result of the examinations made in homogeneous and heterogeneous environments,
it was observed that there was a high level of agreement between the treatment planning system and the measurement data. The
difference between the absolute dose data measured and calculated according to the AAPM Task Group 53 should not be more
than 3%. In the results we found, the difference was less than 3%. In this study, in which we checked the basic dose measurement
and patient planning, it was seen that the RayStation TPS can be used in patient treatment for clinical use. The doses calculated
by the RayStation TPS were found to be reliable and within the expected accuracy range. These results are sufficient for the
application of 3-dimensional conformal radiotherapy (3D-CRT) and IMRT technique.
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KJIIHIYHUI IIYCK TA JTO3UMETPUYHA NIEPEBIPKA CUCTEMMU IVIAHYBAHHS JIIKYBAHHS
ITPOMEHEBOIO CTAHIIEIO
Taiaan Tyrpya
Kadgeopa padiayiiinoi onxonozii, meduunuii paxynomem Yuieepcumemy Ban KOztondxcro Hin, Ban, TYPELIIT

Iporpamue 3a6Ge3reueHHs, IKe BUKOPHCTOBYEThCS CUCTEMaMH IuiaHyBaHHs jikyBauHs (TPS), Bifirpae BaxIMBy poJib [UIs JTIKYBaHHS 3
BUKOPHCTAHHIM panianii. TouHiCTh po3paxyHKOBOI IO3H NpH pamianiiiHux oOpoOKax 3aJeXHUTh BiJ MPUITYIIEHb, 3podnenux TPS. ¥V
LbOMY JOCITIDKSHHI MU MiICYMOBY€EMO Hallli METO/IU Ta Pe3yJIbTATH IOAO0 KIIHIYHOTrO BBEACHHS B IiF0 OCHOBHHX (DYHKIIH, HEOOXiJHUX
st potonHoi Tepamii. Martepianu Ta Meroa. BumiproBanmus npoBezneno s enepriii ¢ortoui 6 i 15 MB, orpumanux 3 JiHIHHOTO
npuckoproBada Siemens Artiste. Bakiusi faHi, Taki sk BiICOTOK ITIMOUHHOI 1031, MPO(MiIb Ta BUMIPIOBAHHS BUXOLY, Oy 3pobiieHi y
BoJHOMY (haHTOMI Ta MepeiaHi B CHCTeMy IUIaHyBaHHs 00poOku RayStation. Pesynsratn: Konu abcosroTHI 3HAYEHHS 1031, PO3paxOBaHi
RayStation TPS, mopiBHIOIOTECS 3 JaHMMH BOAHHMX (DAHTOMIB, OTpUMaHi BiIMIHHOCTI cTaHOBJATH MeHuie 3%. Koan nBoBumipHHit
KOHTPOJIb SIKOCTI aCHMETPHYHUX IUISHOK Ta mamieHTiB i3 miaHoM IMRT kxoHTpomoBaam MeToOOM ramMma-aHaiizy, piBeHb ramMma-
HOTYXHOCTI cTaHOBUB Oinbmie 95%. BucHOBOK: oqHMM 3 HAaWBaXKIMBIIMX TECTIB KOHTPOJIIO SIKOCTI € mpHAMaibHI Tectu TPS, ski
HeoOXiTHO BUKOHATH Nepel KIIIHIYHAM BUKOPUCTaHHSM. Y IIbOMY JOCHI/DKEHHI, B SKOMY MH II€pEBIPHIN OCHOBHE BUMIpPIOBAaHHSI JIO3H Ta
IUTaHyBaHHS TaiiedTta, Oyno BusiBieHo, mo RayStation TPS mokHa BHKOPHUCTOBYBATH [JIs JIIKYBaHHS MALIEHTIB JUIs KITIHIYHOTO
BHKOpHCTaHHs. JI03H, po3paxoBaHi 3a jornomororo RayStation TPS, BusBHITHCS HAIIHHIMHE Ta B MEKaX O4iKYBaHOTO Jiana3oHy TOYHOCTI.
[ux pe3ynbTatiB JOCTATHBO IS 3aCTOCYBAaHHS 3-BUMipHOI KOH(pOpMHOI pomeresoi teparmii (3D-CRT) ta texuiku IMRT.

Ku1ro4oBi c10Ba: mpoMeHeBa CTaHIisA, BBEACHHS B €KCILUTyaTalliio, JO3UMETPUYHA MTOBIpKa
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The study of the structural components of Fe-Mn-Si-Ti-Al-N-C with the carbon content of 0.50-0.60% (wt.), Silicon 0.80-0.90%
(wt.), Manganese 0.90-0.95% ( wt. ), Aluminum - 0.20-0.30% (wt.), Titanium - 0.02-0.03% (wt.), Nitrogen - 0.015-0.02% (wt.),
the rest - iron. Microstructural, micro-X-ray spectral and X-ray phase analyzes were used to determine the structural state of the
alloys. It is shown that after crystallization and a number of phase transformations the structure of the alloy was presenteda - iron
alloyed with cementite, oxides, nitrides and carbonitrides. Using the quasi-chemical method, the free energy dependence of the
solid solution of a-iron alloyed with silicon, manganese and titanium was obtained. In o-iron, it can dissolve up to 0.016% (at.)
Carbon, manganese up to 1.3% (at.), Silicon - 1.0% (at.), and titanium up to 0.5% (at.), which is consistent with experimental
results.

Keywords: complex alloying of steel with aluminum, titanium and nitrogen; inclusions; oxides; nitrides; carbonitrides; ferrite; free
energy of ferrite.

PACS: 61.50.Ah, 64.10.+h

It is known that alloying elements have an effect on phase transformations and the formation of excess phases in
steels. Alloying elements can be divided into (where) stabilizing carbides and ferrite in the formation of perlite [1].
Carbide-forming elements include Mn, V, Ti, Cr and Mo [2-3], while non-carbide-forming elements such as Si, Al, Ni
and Co [1-3] have high concentrations in the a-Fe phase. The authors found that there is a strong repulsive force
between Si and Mn atoms in a-Fe structure of BCC [4]. Si atoms predominantly dissolve in a-Fe and push Mn atoms
into cementite. For Fe-4.18C-0.71Mn-0.42Si and Fe-4.16C-0.72Mn-1.82Si alloys, the distribution coefficient between
the ratio of the concentration of manganese in cementite and silicon in ferrite was 3.66 ... 8.16, depending on the
content of these elements in steel. The manganese content in the ferrite of Fe — 4.18C — 0.71Mn — 0.42Si and Fe —
4.16C — 0.72Mn — 1.82 Si alloys was 0.7% (at.), Silicon - 0.8... 3% (at.), and in manganese cementite - 2.0% (at.), and
silicon 0.1% (at.) [4].

With the silicon content of 0.95% (at.) in the cementite of both alloys, its content is 0.06 £ 0.01% (at.) and the silicon
content of 0.22% (at.) is 0.09 + 0.02% (at.), respectively [1]. The content of Mn in a-Fe and in the cementite of the alloy
with the content of 0.95% silicon is 0.41 £ 0.02% (at.) and 1.60 + 0.03% (at.), and for the alloy with the content of
0.22% (at.) Si - 0.50 = 0.04% (at.) and 1.45 + 0.31% (at.), respectively [1].

Studies of the content of alloying elements in the ferrite of Fe-3.2Mn-1.0Al-1.2 C alloy showed that the content of
manganese in o-iron - 3... 10% (at.), Aluminum - 3... 9% (at.) and carbon <0.4 % (at.) [5]. In paper [6], it is indicated
that the maximum solubility of elements in a-iron is: carbon - 0.017% (wt.), Manganese - 1.5% (wt.), Silicon - 1.3% (wt.),
which is consistent with the results given in paper [7].

The authors of paper [8] note that the microstructure of steel Fe — 1.5% Mn — 0.6% Si—0.8% C had the ferrite-perlite
structure, and Fe — 2 / 2.5% Mn — 0.6% Si — 0.8% C is pearlitic, which had higher hardness. The authors explain the
obtained result by the joint effect of Mn and Si on the eutectic point of Fe-Fe 3 C system - both alloying elements shift
S point (eutectoid point on the iron-carbon phase diagram) to the higher carbon content, which leads to the increase in the
volume fraction of perlite in steel.

It is known that Si and Al inhibit the formation of carbides, and Si is more efficient than aluminum. Phosphorus and
sulfur occupy the position of carbon substitution in all carbides, while Si can replace carbon in two of them - Fe 3 C and
FesC, [9]. Currently, the literature contains insufficient data on the structural components and features of the phases of
high-alloy alloys, in particular, alloys of Fe-Mn-Si-Ti-Al-N-C system.

The aim of this work was to investigate the phase composition of alloys of Fe-Mn-Si-Ti-Al-NC system and to
determine the solubility of elements in a-iron.

' Cite as: N.Yu. Filonenko, A.I. Babachenko, H. A. Kononenko, and A.S. Baskevich, East. Eur. J. Phys. 4, 120 (2021), https://doi.org/10.26565/2312-
4334-2021-4-14
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MATERIALS AND RESEARCH METHODS

The study was performed on alloys of Fe-Mn-Si-Ti-Al-NC system with the carbon content of 0.50-0.60% (wt.),
Silicon 0.80-0.90% (wt.), Manganese 0.90-0.95 % (wt.), aluminum - 0.20-0.30% (wt.), titanium - 0.02-0.03% (wt.),
nitrogen - 0.015-0.02% (wt.), the rest - iron.

The smelting of the alloy was carried out in the furnace in alundum crucibles in the argon atmosphere. The cooling
rate of the alloy after casting was 10 K/s. Metallographic sections of the alloy were made according to standard methods
using diamond pastes. Chemical and spectral analysis were used to determine the chemical composition of the alloy [10].
The phase composition of the alloy was determined using the optical microscope "Neofot-21". The main results of micro-
X-ray spectral analysis were obtained using the electron microscope JSM-6490 with the scanning prefix ASID-4D and
energy-dispersive X-ray microanalyzer "Link Systems 860" with software. X-ray diffraction analysis was performed on
DRON-3 diffractometer in monochromatized Fe-K ,, radiation.

RESULTS AND THEIR DISCUSSION
The microstructure of the alloy in the cast state was represented by perlite and ferrite. Perlite had the fine morphology

(Fig. 1, a).
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Figure 1. - Microstructure (a) and diffraction pattern (b) of the alloy system Fe-Mn-Si-Ti-Al-NC

In the structure of the alloys were found multilayer inclusions, which had a size of 1.5-2 um. The formation of the
multiphase inclusion begins with the formation of the phase melt L — Al(TiFe),0s. This phase additionally contains
manganese 2.55% (at.), Silicon 1.0% (at.), Nitrogen 4.23% (at.) (Fig. 2).

a b

Figure 2. Microstructure of multiphase inclusion (a) and diffractogram of chemical elements distribution

The phase (Ti o3 Fe 02) (N 03 C ¢2) is placed around it, with stereometry of TiN phase. The formation of the phase (Tio3
Feo2) (Nos Co2) occurs by peritectic reaction — L + Al(TiFe),03 — (Tigs Feoz) (No3 Coz). This phase is alloyed with
manganese up to 2.4% (at.), Silicon up to 0.3% (at.), Aluminum up to 2.0% (at.). It should be noted that the nitrides that
were formed during the crystallization of this alloy contained sulfur up to 0.9% (at.). In addition, the following inclusions
were identified in the microstructure using X-ray phase and micro-X-ray diffraction analyzes: oxides - Fe;AlO, with FeO
stereometry, (FeAl),O; with Fe,O3 stereometry, F21Ti18024N17C17, FesoAli5031; nitrides - FeTiN with stereometry TiN, Ti,
FeN (Ti41F626N27); carbonitrides - FC50N15C30, Fe3NC2, F63Ti2N3C (Feonizg N35C15), FeTiNC, Fez(NC), which were alloyed
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with manganese up to 0.5% ( at.), silicon 1.0% (at.), titanium up to 5.0% (at.). At doping the iron alloys with manganese,
silicon and titanium, any pure carbides of manganese, silicon and titanium do not exist, but there are complex carbides [11].
In addition, the formation of Fe, 7Mng3C, carbide was determined in the structure and phase FeMna, Fe,Si.

It should be noted that the inclusions found in the microstructure were located not only along the grain boundaries,
but also in the pearlite grain.

The presence of ferrite was observed around the inclusions and along the boundaries of perlite. On the diffraction
pattern, the a-iron lines were shifted toward larger angles compared to pure a-iron (Fig. 1, b). The obtained result can be
explained by the fact that the ferrite is alloyed with manganese, silicon, titanium, aluminum and the lattice parameter of
a-iron changes. Micro X-ray spectral studies of the surface of the samples performed in this work showed that ferrite
could contain up to 1.0% (at.) Manganese, 1.7% (at.) Silicon, 1.0% (at.) Titanium, 0.032% (at.) Carbon.

Thus, additional alloying with titanium and aluminum leads to the decrease in the content of manganese silicite in
ferrite in comparison with the data given in [6-7]. Perlite cementite was alloyed with manganese up to 2.0% (at.),
Titanium 1.2% (at.), Silicon 1.2% (at.), And aluminum 0.4% (at.).

It is known that the lattice parameter of the BCC of iron at room temperature has the numerical value of 2,862 A [12].
As can be seen from table 1, additional doping of the Fe-Mn-Si-C alloy with titanium, aluminum and nitrogen leads to
the increase in the lattice parameter of a-iron [6]. The obtained result can be explained by the fact that in the o-iron lattice
it is possible to replace iron atoms with manganese, silicon, titanium or aluminum.

Table 1. Lattice parameter, crystallite size, dislocation density, degree of microstresses in a-Fe

Lattice parameter, A | Block sizes L, A Degree of microstress Dislocation density, cm™
2.867 1184 1.05-10°3 28-10'°

The structure of a-Fe has the volume-centered lattice and belongs to the spatial group O, - Im3m with 8 atoms in

the first coordination sphere [13]. Each atom of the BCC lattice has six tetrahedral and three octahedral pores. Of the six
atoms surrounding the octahedral pore, two are closest to the others. The arrangement of carbon atoms in theBCC lattice
can be described as follows: the arrangement of carbon atoms in the octahedral pore, which has four nearest metal atoms
at the distance of 2.02 A, and two at the distance of 1.43 A, each metal atom has 8 neighbors, which are located on
distances of 2.48 A from each other.

To determine the solubility limit of manganese, silicon, aluminum, titanium in a-iron and the effect of these elements
on the solubility of carbon, the quasi-chemical method was used [14].

The interaction of Fe-Fe, Fe-C, Fe-Si, Fe-Mn, Fe-Al, Fe-Tit and Fe-V , atoms, where V , is the vacancy which can

be considered as follows: the interaction energies of atomic pairs Vo, Vigsi»> V Veemns Veear s Veeri- The energy of

FeVa >

interaction between metal and carbon atoms at the distance of 2.02 A is denoted by — Vee > Vic » Viic » Ve - FOr carbon
atoms located at the distance of 1.43 A — v ,v.., V.., V., .. The results presented in paper [7] were used for numerical

values of the interaction energy of pairs of atoms.

The free energy of ferrite can be determined by the formula: F = E —kT InW , where E is the internal energy of ferrite,
W is the thermodynamic probability of the placement of atoms in the nodes of the crystal lattice of ferrite, k = 1.38 - 10
23 J / K is the Boltzmann constant, T is the absolute temperature. Thus, the free energy of ferrite is determined as follows:

F= —8( Nee NeiVieri + Nee NeeVeere = Ny NeeVinnee + Ngi N e Vgiee )

~4(NgN Ve + Ny NeVe + N Nevge + Ny Nevre + NNy Vg, )=
~2(NgNeVieg + Ny NeViyoe + N NeVge + N Nevig + N Ny vig, )=
—KT(8(N, + Ny, + N, + N, + N, )(In(Ng, + Ny, + Ng; + N + Ny, ) -1 —
—8N, (InN,, —1)-8N,, (InN,, —1)—8N (In Ng —1)=8N;, (In N}, = 1)) -
—4(N¢ + Ny, )(In(N¢ + Ny, ) —1)=Nc(InNg —1) -

—Ny,(In N, -1)

To calculate the solubility of carbon in a-iron, we need to find the solution of the system of equations:

oF 0, oF 0, oF 0, oF 0. oF ~0, oF —0. (1
ON, ON,, ONg ON,,, ON, ON,

The resulting system of equations (1) is transcendental. Usually the solution of such equations can be obtained
graphically or numerically. But in the framework of this problem, it is expedient to consider the asymptotic solution of
the equations. To do this, we present the logarithm included in each of the equations of system (1) in the form of Taylor
series (this is acceptable under the conditions of its convergence):
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To obtain the asymptotic estimate of the solution of system (1), it suffices to consider the first two terms of the
development of logarithms.

The results of solving the system of equations showed that in o-iron it could dissolve in 0.016% (at.) Carbon,
manganese up to 1.3% (at.), Silicon - 1.0% (at.), and titanium up to 0.5% (at.). It should be noted that additional alloying
of Fe-Mn-Si-C alloy with titanium, aluminum and nitrogen leads to the decrease in the content of silicon, manganese and
carbon in a-iron [6-7].

The obtained results can be explained by the fact that additional alloying of Fe-Mn-Si-C alloy with titanium,
aluminum and nitrogen promotes the formation of complex carbides of oxides, nitrides and carbonitrides, and reduces the
content of doped elements in a-iron.

CONCLUSIONS

1. The analysis of the phase composition of alloys of Fe-Mn-Si-Ti-Al-NC system with the carbon content of 0.50-
0.60% (wt.), Silicon 0.80-0.90% (wt.), Manganese 0, 90-0.95% (wt.), Aluminum - 0.20-0.30% (wt.), Titanium - 0.02-0.03%
(wt.), Nitrogen - 0.015-0.02% (wt.), the rest - iron. It is determined that after crystallization and a number of phase
transformations the structure of the alloy was presented by a -iron, alloyed with cementite, oxides, nitrides and carbonitrides.

2. Using the quasi-chemical method we obtain or the dependence of the free energy of the solid solution of a-iron
doped with silicon, manganese and titanium. It was found that in a-iron it can dissolve in 0.022% (at.) carbon, manganese
up to 1.6% (at.), Silicon - 1.0% (at.), and titanium up to 0.5% (at.), which is in agreement with the experimental results.

3. It is established that the maximum solubility of carbon, manganese, titanium and silicon in a-iron of Fe-Mn-Si-C
alloys is lower in comparison with their solubility in the corresponding binary systems.

The work was performed within the project KC.013.17 “Development of a scientifically-coated complex of technological
solutions for the production of new generation railings with new operating authorities” (State Str. No. 0117U004145)
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JOCIIIKEHHS CTPYKTYPHOI'O CKJIAY CIIVIABIB CUCTEMMH Fe-Mn-Si-Ti-Al-N-C
TA PO3YUHHOCTI EJIEMEHTIB B a- 3AJII3I
H.IO. ®inonenko®”, O. 1. Babauenko®, I'. A. Kononenko®, O.C. Backesud®
8/[HinposcoKuil depacagrull MeOudHULl yHisepcumen
bInemumym wopnoi memanypeii im. 3.1. Hexpacosa HAH Yipainu (IYM HAHY)
CVrpaincokuil Oeparcagruil XiMIKO-MexXHON0SITUHUL YHIgepcumem
B po0ori npoBeneHe NOCITiKEHHS CTPYKTYPHHUX CKJIaJoBHX ciuiaBiB cucteMu Fe-Mn-Si-Ti-Al-N-C 3 BmicTom kap6ony 0,50-0,60 %
(mac.), cuminiro 0,80-0.90 % (mac.), manrany 0,90-0.95 % (mac.), amominiro — 0.20-0.30 % (mac.), Tutany — 0.02-0.03 % (mac.),
azoty — 0.015-0.02 % (mac.) pemra — 3aii30. i1 BU3HaYECHHS CTPYKTYPHOI'O CTaHy CIUIaBiB BUKOPHCTOBYBAIIM MIKPOCTPYKTYPHHH,
MIKPOPEHTTeHOCTIEKTPpaIbHUI Ta peHTrenodazopuii anamizu. [lokazaHo, mo micias KpucTamizamii Ta HU3KH (a30BUX IEPETBOPECHB
CTpYKTypa cIuiaBy Oyna HpeAcTaBlieHa O- 3alli30M, JIETOBaHMM IIEMEHTHTOM, OKCHIAMH, HITpHUIAMH Ta KapOoHIiTpuaamu. 3
3aCTOCYBaHHIM KBa3iXiMI4HOTO METOAY OTPUMAJH 3aJISKHICTH BIIbHOI €HEprii TBEpAOTO PO3UMHY (-3aiTi3a JIETOBAHOTO CHIIIIIEM,
MaHTaHOM Ta TUTAHOM. B 0-3ami3i Moxke pozummsTucek 10 0,016 % (at.) xapbony, manrany mo 1,3 % (ar.), cuminito — 1,0 % (at.), a
tutany 10 0.5 % (ar.), mo y3romKyeTses 3 eKCIIepUMEHTAIEHIME Pe3yIbTaTaMH.
Kuro4oBi ci10Ba: KOMIUIEKCHE JIETYBaHHS CTaJl aJTFOMiHIEM, THTAHOM 1 @30TOM; BKITFOYCHHS; OKCUIH; HITPUIM; KapOOHITPHIH; (EepuT,
BiJIbHA eHepris Gepury
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The results of computer simulation of the high-energy electrons passage through thin layers of titanium (Ti) and polyimide Kapton®
(C22H10N20s) in the energy range from 3 MeV to 20 MeV are presented. Simulation is carried out using the Geant4 toolkit. The
number of primary electrons is 6.24x107 for each series of calculations. The thickness of the titanium foil in the model experiment is
50 um, the thickness of the Kapton® film is 110 um. The energies of primary electrons are chosen as following: 3 MeV, 5 MeV,
10 MeV, 15 MeV, and 20 MeV. The purpose of the calculations is to reveal the possibility of using the Kapton® film in the output
devices of linear electron accelerators. It was necessary to calculate the probable values of the energy absorbed in a Kapton® film
and in a titanium foil for each value of primary electrons energy. Another important characteristic is the divergence radius of the
electron beam at a predetermined distance from the film, or the electron scattering angle. As a result of calculations, the energy
spectra of bremsstrahlung gamma-quanta, formed during the passage of electrons through the materials of the films, are obtained.
The most probable values of the energy absorbed in the titanium foil and in the Kapton® film are calculated. The scattering radii of
an electron beam for the Kapton® film and also for the titanium foil at a distance of 20 centimeters are estimated. These calculations
are performed for electron energies of 3 MeV, 5 MeV, 10 MeV, 15 MeV, and 20 MeV. A comparative analysis of the obtained
results of computational experiments is carried out. It is shown that the ratio of the total amount of bremsstrahlung gamma quanta in
the case of use the Kapton® film is approximately 0.56 of the total amount of bremsstrahlung gamma quanta when using the titanium
foil. The coefficients of the ratio of the electrons scattering radius most probable value after passing through Kapton® to the most
probable value of the scattering radius after passing through titanium are from 0.62 at electrons energy of 3 MeV to 0.57 at electrons
energy of 20 MeV. The analysis of the calculated data showed that the use of Kapton® (C22H10N20s) as a material for the
manufacture of output devices for high-energy electron beams is more preferable in comparison to titanium films, since the use of
Kapton® instead of titanium makes it possible to significantly reduce the background of the generated bremsstrahlung gamma quanta
and reduce the scattering radius of the electron beam.

Keywords: bremsstrahlung, Geant4-simulation, LINAC, Kapton® film, (C22H10N20s), interaction of radiation with matter, electron
angular scattering.

PACS: 07.05.Tp, 02.70.Uu, 81.40wx

Linear electron accelerators are used to solve various applied problems related to the processes and effects
occurring during the interaction of ionizing radiation with matter. These problems include irradiation of samples
required for research in nuclear and medical physics, in particular, the improvement of methods for the production of
radioisotopes. Applied studies of irradiated materials properties, as well as many other problems, are no less important
tasks. All these tasks in most cases require an electron beam with certain characteristics. For example, there is a
requirement to minimize the radius of the electron beam, as well as to reduce the bremsstrahlung background after
passing through the output device of the electron accelerator. Great attention is paid to the study of the influence of the
primary electron flux angular distribution on the irradiated object in work [1]. In particular, the study of the absorbed
dose distribution was carried out depending on the penetration depth of the electron beam. The electron scattering angle
at low energies (up to 10 MeV) was calculated for polyethylene layers. The layers thickness was more than 1 radiation
length. The results of these studies suggest the expediency of studying the angular scattering of electrons after passing
through thin polymer films, which could be used in the output devices of accelerators. We chose Kapton® (C22H10N205)
as an object to study the possibility of optimizing the accelerator beams parameters in the energy range from 3 MeV to
20 MeV. We took into account the physical and chemical properties [2, 3] of Kapton®, in particular, the Kapton®
density, the value of the critical energy, etc. Kapton® is a fairly stable material in the range from low temperatures to
+400°C [4]. Despite the widespread use of Kapton® [3, 4] in medicine, aircraft construction, astronautics, vacuum
technology, and other industries, the possibility of its use in accelerator technology has not been sufficiently studied.

MATERIALS AND METHODS
We carried out a computer simulation of the passage of electron beams of various initial energies through a
titanium foil. This simulation is carried out in order to study the possibility of optimizing the parameters of the output

T Cite as: T.V. Malykhina, S.G. Karpus, 0.0. Shopen, and V.I. Prystupa, East. Eur. J. Phys. 4, 124 (2021), https://doi.org/10.26565/2312-4334-2021-4-15
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devices of linear electron accelerators. The output window of a typical LINAC usually is made of titanium foil. We
consider the titanium foil thickness of 50 microns. This value of the titanium foil thickness is selected in accordance to
the real foil thickness used in the LINAC-300 accelerator at National Scientific Center "Kharkiv Institute of Physics and
Technology". The energies of primary electrons are equal to 3 MeV, 5 MeV, 10 MeV, 15 MeV, and 20 MeV in the
simulation. The fluencies of bremsstrahlung gamma quanta and the electron beam scattering radii are calculated at a
distance of 20 centimeters after the foil, since an irradiated target is supposed to be installed in this position. Similar
calculations are performed for the Kapton® film with a thickness of 110 um. This thickness of the Kapton® film was
chosen for our research because of studies of the mechanical properties of various thicknesses of Kapton® films were
carried out earlier in laboratory conditions. The obtained data were in good agreement with the data from the
manufacturers' catalogs [5], as well as with the literature data [6].

We have developed a computer program in the C++ language that uses the Geant4 toolkit [7-9] for modeling the
processes of interaction of radiation with matter. The primary electrons amount is 6.24x107, and the threshold Ec,: for
particle tracking [7] is 0.1 um. We have used the low energy eml ivermore model of the PhysicsList unit. This
model is based on the data of EEDL, EPDL libraries [9], and is applicable for electromagnetic processes modeling in
the energy range from 100 eV to 20 GeV.

The results of Monte Carlo simulation of the absorbed energy spectra in the titanium foil and in the Kapton® film
are shown in Figure 1. The calculation results are normalized to 1 primary electron. It can be seen that the most
probable value of the absorbed energy in the case of using Kapton® is slightly less than the most probable value of the
absorbed energy in the case of using titanium. The value of the absorbed energy is calculated for two values of the
primary electrons energy. These values are 3 MeV and 15 MeV. The most probable values of the absorbed energy in
Kapton® and titanium are obtained as a result of statistical data processing. The value of the electron energy absorbed
in Kapton® is 17 keV for both values of the primary electron energy. The most probable energy absorbed in titanium is
20 keV for primary electrons with energy of 3 MeV, and 21 keV for primary electrons with an energy of 15 MeV. The
statistical error is no more than 1%. The step of creating histograms when calculating the energy spectra is 1 keV.

Figure 1. Energy spectra of absorbed energy in the titanium foil and in the Kapton® film for primary electron energies of 3 MeV and
15 MeV (triangles indicate values for Kapton®, circles indicate values for titanium)

The total and average values of the energy absorbed in titanium and in Kapton® during the passage of 3 MeV
electrons beam, as well as 15 MeV electrons beam are presented in Table 1.

Table 1. Total (for Ne=6.24x107) and average values of energy absorbed in titanium and in Kapton®

Titanium 50 microns
Electrons Total absorbed energy, MeV Average value of absorbed energy, MeV
energy, MeV
3 Sum= 1.79x10° Sum/Ne= 0.0286
15 Sum= 1.82x10° Sum/Ne=0.0292
Kapton® 110 microns
Electrons Total absorbed energy, MeV Average value of absorbed energy, MeV
energy, MeV
3 Sum=1.514x10° Sum/Ne=0.0243
15 Sum=1.514x10° Sum/Ne= 0.0243
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The scattering radii of electrons at a distance of 20 cm after passing through a 50 um thick titanium foil are
estimated by the Monte Carlo method. A similar series of simulations is carried out to estimate the scattering radii of
electrons after passing through a Kapton® film with a thickness of 110 um. The distance of 20 cm after the foil is
chosen as the position at which we estimate the electron scattering radius, because the irradiated sample will be placed
at this position. The calculations are carried out for several values of the primary electrons energy. These values are
3 MeV, 5 MeV, 10 MeV, 15 MeV, 20 MeV. The number of simulated events is 6.24x107. The graphs characterizing the
value of the scattering radius of the electron beam after passing through the titanium foil, as well as after passing
through the Kapton® film, for each energy of primary electrons are shown in Figure 2. The corresponding values of the
scattering radii, as well as the comparison result, are presented in Table 2. The error in determining the scattering radii
of electrons is 0.1 mm. This error is due to the size of the histograms calculating step during data processing. Graphs of
changes in the values of the electrons scattering radii depending on the primary electrons energy for each of two
materials are shown in Figure 3.

Figure 2. The scattering radius of electrons of various energies after passing through the titanium foil as well as after
the Kapton® film at 20 cm distance after the film or foil

Table 2. The most probable values of scattering radii of electrons at the distance of 20 cm after the titanium foil or the Kapton® film,
as well as the ratio coefficient of the electron scattering radii

Electrons energy, The most probable scattering The most probable scattering The coefficient of
MeV radius (mm) of electrons after radius (mm) of electrons after | the scattering radii

the Kapton® film, 110 um the Ti foil 50 pm ratio

3 13 21 0.62

5 8 14 0.57

10 4 7 0.57

15 2.5 4.5 0.56

20 2 35 0.57

It can be noted (Fig. 2, Table 2) that with an increase in the primary electrons energy, the scattering radius
decreases both in the case of using titanium and in the case of using Kapton®. However, in the case of using the
Kapton® film, we have a much smaller scattering radius. For example, the scattering radius for 10 MeV electrons when
using Kapton® is 4 mm (Table 2). This value is even less than the scattering radius of 15 MeV electrons in the case of
using the titanium film. The scattering radius of 15 MeV electrons is 4.5 mm.

It can be noted that the general tendency towards a decrease in the electrons scattering radius persists with an
increase in the electron energy from 3 MeV to 20 MeV (Table 2). The scattering radius of electrons at the distance of
20 cm after passing through the Kapton® film is smaller than the scattering radius of electrons after passing through the
titanium foil. Therefore, we can assume that the use of the Kapton® film instead of the titanium foil in the design of the
linear electron accelerators output devices would make it possible to obtain narrower electron beam.

One of the tasks of this work is to determine the possibility of reducing the bremsstrahlung background after
passing through the output device of the electron accelerator. The energy spectra of bremsstrahlung gamma quanta at
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the distance of 20 cm after passing through the titanium foil, as well as after the Kapton® film, are shown in Figure 4.
The calculation step for each spectrum is 100 keV.

Figure 3. The comparison of the electrons scattering radii at the distance of 20 cm after the titanium foil (blue solid dots) as well as
after the Kapton® film (green open points)

Figure 4. The comparison of the bremsstrahlung spectra at the distance of 20 cm after the titanium foil as well as after the Kapton®
film for different values of the primary electrons energies

It can be seen (Figure 4) that the amount of bremsstrahlung gamma quanta at the distance of 20 cm after a 110 um
thick Kapton® film is less than the amount of bremsstrahlung gamma quanta after a 50 um thick titanium foil for the
same values of the primary electrons energy. The numerical values of the bremsstrahlung gamma quanta amount for
each material, as well as the coefficient of their ratio, are presented in Table 3.

Table 3. The numerical values of the bremsstrahlung gamma quanta amount (S) for each material, as well as the coefficient of their
ratio, at the distance of 20 cm after Kapton® or titanium

Electrons energy, MeV S (for Kapton®) S (for Ti) S(Kapton®) / S (Ti)
3 452486 804833 0.562
10 634884 1.148E6 0.553
15 676580 1.198E6 0.564
20 724679 1.309E6 0.554

Figure 5 shows the values of the bremsstrahlung amount at the distance of 20 cm after the foil. Data are
normalized to 1 primary electron.
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Figure 5. The comparison of the bremsstrahlung fluences at the distance of 20 cm after the titanium foil (blue solid points) as well as
after the Kapton® film (green open points)

Gamma quanta are formed as a result of the primary electrons passage through the titanium foil, or the Kapton®
film (Figure 5). It can be noted that in the case of using Kapton®, the fluence of bremsstrahlung gamma quanta is
significantly less.

CONCLUSIONS

A series of simulations of the electron beam passage through 50 um thick titanium foil, as well as through 110 um
thick Kapton® film, are carried out for electrons of various energies. The electron energies are 3 MeV, 5 MeV,
10 MeV, 15 MeV, and 20 MeV. The fluence values of bremsstrahlung gamma quanta after the passage of the foil as
well as after the film are obtained as a result of simulation. The most probable values of the absorbed energy in the
titanium foil and in the Kapton® film are calculated for each value of the primary electrons energy. The values of the
most probable scattering radius of an electron beam after passing through a 50 um thick titanium foil and after passing
through a 110 um thick Kapton® film were calculated for the same values of the primary electrons energy. A
comparative analysis of the obtained results of computational experiments is carried out. It is shown that the ratio of the
total amount of bremsstrahlung gamma quanta when using a Kapton® film is approximately 0.56 to the total amount of
bremsstrahlung gamma quanta when using a titanium film. The ratio coefficients of the most probable values of the
scattering radii of electrons at a distance of 20 cm after passing through Kapton® to those after titanium are from 0.62
at 3 MeV electrons energy to 0.57 at 20 MeV electrons energy.

Analysis of the calculated data showed that the use of Kapton® (C22H10N20s) as a material for the manufacture of
high-energy electron beam output devices is promising in comparison to titanium films. The use of Kapton® instead of
titanium makes it possible to significantly reduce the background of the produced bremsstrahlung gamma rays, as well
as to reduce the scattering radius of the electron beam. Additional studies of the material thermal stability are necessary
for the final decision on the experimental research.
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MOJEJIOBAHHS TPOXO/)KEHHS ITYYKA BUCOKOEHEPTETUYHHUX EJIEKTPOHIB
YEPE3 TOHKI IIIBKA TUTAHY TA KAIITOHY®
T.B. Masuxina®®, C.I'. Kapnycn®, O.0. Illonen®, B.1. IIpucryna®
aXapkiscokuil Haylonanvhul yHisepcumem imeni B.H. Kapaszina
bHayionanvhuii naykoguii yenmp «XapxiecoKuii (pizuKo-mexuiunutl incmumym»

IIpencraneHi pe3yibTaTH KOMII'IOTEPHOTO MOJENIOBAHHS IPOXOPKEHHS BHUCOKOCHEPreTHYHMX EJIEKTPOHIB 4epe3 TOHKI IIapu
tutany (Ti) Ta Kantony® (C22H10N20s) y miamasoni enepriii Bin 3 MeB mo 20 MeB. MozenioBaHHS MPOBEACHO 3 BUKOPHCTAHHIM
Gibmiorexu kiacip Geantd. KinbkicTh NEPBUHHUX €JEKTPOHIB aopiBHIOBana 6.24x107 mis koxHOi cepii pospaxyskis. Topmuna
THUTAHOBOI (OJIBTH Y MOJENBHOMY €KCHepuMeHTi nopiBHioBana 50 MM, ToBimuHa mwiiBku 3 Kantony® popiHioBana 110 MkwM.
Eneprii nepBuHHUX enekTpoHiB oOpani Takumu: 3 MeB, 5 MeB, 10 MeB, 15 MeB Tta 20 MeB. MeToto po3paxyHKiB € BHUSBICHHS
MOXKTMBOCTI BUKOPHCTaHHs IUTiBKH 3 KanToHy® y BHBIIHHX NPHUCTPOSX JIHIHHUX MPUCKOPIOBAYiB eIeKTpOHiB. ToMy HEoOXiaHO
PpO3paxyBaTH BipOTifiHI 3HAYEHHs MOTJIMHEHOI y KaNTOHI Ta y TUTaHi €Hepril Uil KOXHOI eHepril MepBUHHHUX eJIeKTPOHIB. Takox
BXITUBOIO XapaKTEPUCTUKOIO € PajiyC PO3XOKCHHS Iy4Ka €NEeKTPOHIB Ha TMEBHilM BiICTaHI BiX IUTIBKH, a00 KyT PO3CiIOBaHHS
€JIEKTPOHIB. Y pe3ysbTaTi Po3paxyHKiB OTPHMAHO €HEPreTUYHI CIIEKTPU TaIbMIBHHX TaMMa-KBaHTIB, IO YTBOPIOIOTHCS IMiA dac
MIPOXO/KEHHS eJIEKTPOHIB Uepe3 pedoBHHY IUIiBOK. Po3paxoBaHi HAaifOUIBII BipoTiAHI 3HAUEHHS ITOTJIMHEHOI y THTaHi Ta y KanToHi®
e”eprii. OiHeHi pajaiycd PO3XOKCHHS ITy4Ka CJEKTPOHIB JUIS IUTIBKM 3 KalTOHY, a TaKOX JIUIsl TUTAHOBOI IUTIBKM, Ha BiJCTaHI
20 cantumertpiB. Lli po3paxyHku mpoBeneHi s eHeprii enekrporiB 3 MeB, 5 MeB, 10 MeB, 15 MeB Tta 20 MeB. Ilpoenenuii
MOPIBHSUIBHUH aHaJIi3 OTPUMAHUX Pe3yJIbTaTiB OOUNCIIOBATBEHUX eKcliepuMeHTiB. [loka3zaHo, o KoedillieHT BiTHOIIEHHS CyMapHOT
KIJIBKOCTI TAJIbMiBHUX TaMMa-KBaHTIB y pa3i BUKopycTaHHs iiBky 3 Kantony® cranoButh npru6ianszHo 0.56 1o cymapHOi KinbKocTi
raJbMiBHAX TaMMa-KBaHTIB y pa3i BUKOPHCTAaHHs IUIBKH 3 THTaHy. KoedilieHTH BigHONIEHHs HAOUIBII BipOTiZHOTO 3HAUCHHS
pazniycy po3ciloBaHHS €JIeKTPOHIB micis npoxomkeHHs KanToHy® 1o HaiOimbII BipOTiJHOTO 3HAYESHHS pajiiyCy PO3CIIOBaHHS MiCs
tuTay jpopieHioe Bif 0.62 npu eneprii enexrponiB 3 MeB no 0.57 npu eneprii enexrponis 20 MeB. AHaii3 po3paxyHKOBUX JaHHX
[I0Ka3aB MepCIeKTUBHICTh BukopucTanHs Kantony® (Cz22H10N20s), sik MaTepialy [ BUTOTOBJICHHS BHBIIHUX IIPUCTPOIB ITy4KiB
BHCOKOCHEPTeTHYHUX eJICKTPOHIB y MOPIBHSIHHI 3 IUTIBKAMHU TUTaHY, OCKUJIBKH J0O3BOJISIE CYTTEBO 3HU3HUTH CYIYTHIH ()OH yTBOPEHHX
raJbMiBHAX TaMMa-KBaHTIiB Ta 3MEHIINTH PaiiyCc PO3CiIOBaHHS My4Ka eJICKTPOHIB.

KurouoBi cioBa: ranpmiBHe BunpominioBanHs, Geant4-mozenoBanHsl, JTiHIHHUN PUCKOPIOBaY eJIeKTPOHIB, miiBka 3 Kantony®,
C22H10N20s, B3aemMopist BUIIPOMIHIOBAHHS 3 PEYOBHHOIO, KyTOBE PO3CIIOBAHHS €IEKTPOHIB.



130

EAst EUROPEAN JOURNAL OF PHysIcs. 4. 130-134 (2021)
DOI: 10.26565/2312-4334-2021-4-16 ISSN 2312-4334

RESEARCH OF INTERACTION PROCESSES OF FAST AND THERMAL NEUTRONS
WITH SOLUTION OF ORGANIC DYE METHYL ORANGE'

Sergey P. Gokov?, “Yuri G. Kazarinov®?, (='Sergiy A. Kalenik?, ©“Valentin Y. Kasilov?,
Tetiana V. Malykhina®?, ©2Yegor V. Rudychev®?, ©2Vitaliy V. Tsiats’ko®*

aNational Science Center “Kharkiv Institute of Physics and Technology™
1, Akademichna str., 61108, Kharkiv, Ukraine
bKharkiv V.N. Karazin National University
4, Svobody sq., 61022, Kharkiv, Ukraine
*Corresponding Author: stek@kipt.kharkov.ua
Received September 28, 2021; revised October 25, 2021; accepted November 26, 2021

The emergence of powerful sources of ionizing radiation, the needs of nuclear energy, technology and medicine, as well as the need to
develop reliable methods of protection against the harmful effects of penetrating radiation stimulated the development of such branches of
science as radiation chemistry, radiation biology, radiation medicine. When an organic dye solution is exposed to ionizing radiation, it
irreversibly changes color. As a result, the absorbed dose can be determined. The processes of interaction of neutron fluxes with an aqueous
solution of an organic dye methyl orange (MO) — C14H14N303SNa, containing and not containing 4% boric acid, have been investigated. The
work was carried out on a LINAC LUE-300 at NSC KIPT. A set of tungsten plates was used as a neutron-generating target. The electron
energy was 15 MeV, the average current was 20 pA. The samples were located behind the lead shield and without it, with and without a
moderator. Using the GEANT4 toolkit code for this experiment, neutron fluxes and their energy spectra were calculated at the location of
experimental samples without a moderator and with a moderator of different thickness (1-5cm). An analysis of the experimental results
showed that when objects without lead shielding and without a moderator are irradiated, the dye molecules are completely destroyed. In the
presence of lead protection, 10% destruction of the dye molecules was observed. When a five-centimeter polyethylene moderator was
installed behind the lead shield, the destruction of dye molecules without boric acid on thermal neutrons was practically not observed. When
the fluxes of thermal and epithermal neutrons interacted with a dye solution containing 4% boric acid, 30% destruction of dye molecules was
observed due to the exothermic reaction 10B (n, a). The research has shown that solutions of organic dyes are a good material for creating
detectors for recording fluxes of thermal and epithermal neutrons. Such detectors can be used for radioecological monitoring of the
environment, in nuclear power engineering and nuclear medicine, and in the field of neutron capture therapy research in particular.
Keywords: organic dye, neutrons, dosimeters

PACS: 61.72.Cc, 61.80.Hg, 78.20.Ci, 87.80.+s, 87.90.+y, 07.05.Tp , 78.70.—¢

The emergence of powerful sources of ionizing radiation, the needs of nuclear energy and technology, as well as
the need to develop reliable methods of protection against the harmful effects of penetrating radiation stimulated the
rapid development of radiation chemistry, radiation biology, and radiation medicine. At present, intensive development
of chemical dosimetry methods is underway. The most convenient model objects for researching the processes of
interaction of ionizing radiation with a substance are liquid and solid solutions of organic dyes and pigments [1-14].
Organic dye solutions have intense absorption and fluorescence bands in the visible region of the spectrum. When the
dye solution is exposed to ionizing radiation, an irreversible loss of dye color occurs (a decrease in the intensity of the
long-wavelength band of the absorption spectrum). In this case, the shape of the absorption spectrum band, as a rule,
does not change.

Previous researches [12-13] have shown that irreversible radiation destruction of dyes in solutions occurs as a
result of the oxidation of organic dyes by radicals and radical ions formed during the radiolysis of solvents (OH", HO,",
etc.). A relatively stable product of the radiolysis of solvents, hydrogen peroxide, also participates in the decolorization
of dye solutions.

The rate of radiation destruction of a dye in a solution essentially depends on both the chemical nature of the dye
and the nature and physicochemical properties of the solvent. The lowest radiation resistance of dyes is observed in
aqueous solutions, the highest - in solvents whose molecules do not contain oxygen atoms (for example, in
dimethylamine), and in solid solutions (for example, in polymer films) [1-14]. So, from the decrease in the intensity of
the long-wave absorption band of the dye solution under the action of ionizing radiation, it is possible to determine the
value of the radiation dose. Thus, an organic dye solution can serve as a radiation dose detector and be used for
radiation monitoring of the environment [2-6]. For example, aqueous solutions of dyes can be successfully used to
visually determine the radiation dose in the range of 0.003 — 0.5 Mrad, and polymer films colored with dyes- 0.3 —
40 Mrad.

According to literature data, the USA and England produce polymethyl methacrylate and paper coated with
polyvinyl chloride containing a dye for use in dosimetry. Depending on the degree of degradation of the dye, it is
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possible to determine doses in the range from 0.1 to 6 Mrad. The US industry produces cellophane films containing
some colorants. These films are widely used to measure doses of various types of radiation because they change color
when exposed to them. The degree of discoloration is linearly dependent on the dose. In this case, the dose range is
from 0.1 to 10 Mrad. All these systems are characterized by the independence of the readings from changes in the dose
rate and temperature during irradiation. These systems retain their properties for a sufficiently long period of time after
irradiation, which greatly simplifies the measurement process. Before irradiation, they can be stored in the dark for a
long time. These systems can be used to determine the spatial distribution of absorbed doses that are received under the
influence of high-energy electrons. With their help, the processes of radiation processing of various materials are
controlled in production conditions. To solve such problems, a chemical dosimetry method [14] was developed at the
Pisarzhevsky Institute of Physical Chemistry of the Academy of Sciences of the Ukrainian SSR, based on the use of
films made of colored polyvinyl alcohol. Thus, irradiation of organic dyes can lead to various photochemical reactions.
At present, the nature of these processes is still poorly understood.

FORMULATION OF THE PROBLEM

In this work, the processes of interaction of neutron fluxes with an aqueous solution of an organic dye methyl
orange (MO) — C14H14N303SNa, containing and not containing 4% boric acid, have been researched. The work was
carried out on a LINAC LUE - 300 at NSC KIPT. The work was carried out with the aim of researching the processes
of interaction of neutrons with matter, as well as the possibility of creating detectors based on these materials for
registering fluxes of thermal and fast neutrons.

A number of nuclear reactions are used to register neutrons, such as: B (n, o) “Li, 5Li (n, ) T, *He (n, p) T,
elastic, inelastic scattering, etc. The methods used in the work are elastic neutron scattering and nuclear reaction
1B (n, a) "Li.

Elastic neutron scattering

In the case of researching fast neutron fluxes in the elastic scattering reaction, the neutron transfers part of its
kinetic energy to the nucleus. The neutron gives up the maximum share of energy in a central (head-on) collision with
nuclei. The mass of the neutron differs little from the mass of the proton. A neutron transfers all of its kinetic energy to
the nucleus of a hydrogen atom in the event of a central collision. Elastic neutron scattering by hydrogen nuclei is used
to register fast neutrons from recoil protons. In this work, an aqueous solution of methyl orange was used. Irreversible
radiation destruction of the dye occurred due to the radiolysis of water as a result of oxidation by
radicals (OH", HO;", etc.) and the kinematic destruction of dye molecules in collisions with fast neutrons.

Nuclear reaction °B (n, &) “Li
Natural boron consists of two isotopes: °B (18.2%) and B (81.8%). Slow neutrons interact intensely with the
nuclei of the 1°B isotope. In the exothermic reaction 1°B (n, o), o-particles and a Li nucleus appear. This reaction takes
place through two channels:

B+n—("Li)*+a+E;
VB+n—'Li+a+E,,

where E; and E; — the reaction energy, is released in the form of the kinetic energy of the reaction products. In the
first channel, the “Li nucleus is formed in an excited state with an excitation energy of 0.48 MeV. The excited state of
"Li is indicated by an asterisk. The transition of the nucleus from the excited state to the ground state is accompanied by
the emission of a y-quantum with an energy of E, = 0.48 MeV. Therefore, the first reaction channel can be rewritten as
follows:

VB +n—7Li+o+E,+Es.

The energy of the 1B (n, a) "Li reaction is 2.78 MeV. One part of the energy (E, = 0.48 MeV) is carried by the y-
quantum, the other part (E; = 2.30 MeV) is released in the form of the kinetic energy of the a-particle and the lithium
nucleus. At the same time, the Energy E; =2.30 MeV is made up of E, and E.i. The fraction of the a-particle is
E, = 1.47 MeV, and the fraction of the lithium nucleus is ELi = 0.83 MeV. The probability of the reaction proceeding
through the first channel is 93% for free neutrons with an energy of about 10 keV. Then this probability gradually
decreases, reaching a value of 0.3 at a neutron energy of 1.8 MeV and again increases to 0.5 at a neutron energy of
2.5 MeV. In the second channel, the B (n, «) 7Li reaction proceeds with a 7% probability for slow neutrons and,
accordingly, with a higher probability for fast neutrons. The reaction energy E, =2.78 MeV in this case is completely
carried by the o particle and the lithium nucleus.

Thus, when boric acid is added to the dye solution and it is irradiated with a flux of thermal neutrons, the above
reactions occur. In this case, the interaction of high-energy a-particles and “Li nuclei with dye molecules leads to their
destruction, and the presence of a gamma quantum in the first reaction leads to radiolysis of water and ionization of
atoms in molecules.
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EXPERIMENTAL RESEARCHES
The work was carried out at the NSC KIPT on the linear electron accelerator LUE — 300. The electron beam was
exposed to a neutron-generating target located at a distance of 40 cm from the output foil. The electron energy was
15 MeV, and the average beam current was 20 pA. The neutron-producing target was a set of tungsten plates. In the
immediate vicinity of the target, a lead shield was assembled against scattered electrons and the accompanying gamma
background 5 cm thick.

Figure 1. Experiment scheme

The schematic of the experiment is shown in Fig. 1. The dye solution in a glass test tube was placed inside a lead
shield at a distance of 15 cm from the electron beam axis. The irradiation time was 1 hour, which corresponds to a total
neutron flux of 10™ n/cm? at the location of the samples. The thickness of the lead shield was 5 cm. Between the lead
shield and the test tube, there was a moderator made of polyethylene with a thickness of 1-5 cm.

Figure 2 shows a photograph of the output of the LUE-300
accelerator and the lead shielding of the samples under study.
Using the GEANT4 program code [9] for this experiment, the
energy spectra of neutron fluxes inside the lead shield at the
location of the experimental samples were calculated. The
simulation results are shown in Fig.3. Six cases were
considered: 0 - the spectrum of neutrons inside the shield at the
location of the sample without a polyethylene moderator, 1-5-
spectra of neutrons inside the shield with a gradual increase in
the thickness of the moderator from 1 to 5 cm. From Fig. 3 it
can be seen that with an increase in the thickness of the
moderator layer, the number of fast neutrons decreases
significantly (with an increase in the thickness of the moderator
from 0 to 5cm, the number of fast neutrons decreases by a
factor of 10). At the same time, the number of thermal neutrons
increases insignificantly, approximately 2 times in comparison
Figure 2. Photo of the exit of the LUE — 300 accelerator ~ With the case without a moderator. The total neutron flux for
and the lead shielding of the samples under study. the case without a moderator at the location of the samples for
the presented experiment was 10! n/cm?,

Several experiments were carried out in the work. In one case, tubes with an aqueous solution of the organic dye
methyl orange without boric acid were placed inside and outside the lead shield at a distance of 15 cm from the neutron-
producing target.

The main absorption spectra of the irradiated and unirradiated dye are shown in Fig. 4

Fig. 4 that when objects without lead shielding and without a moderator are irradiated, the dye molecules are
completely destroyed. This is mostly due to their interaction with scattered electrons and gamma quanta. In the presence
of lead shielding, a 10% destruction of dye molecules was observed due to their interaction with fast neutron fluxes.

In another case, one tube with an aqueous solution of an organic dye containing boric acid and the second tube
without boric acid were located inside a lead shield in the presence of a polyethylene moderator 5 cm thick. These test
tubes were located at a distance of 15 cm from the neutron-forming target. The main absorption spectra of the irradiated
and unirradiated dye with and without boric acid are shown in Fig. 5 and 6.

In Fig. 5 and 6, it can be seen that when a polyethylene moderator was installed after a lead shield 5 cm thick and
in front of the target, the destruction of dye molecules without 4% boric acid on thermal neutrons was practically not
observed. The target consisted of test tubes with solutions of dye (MO)- CisH14N303SNa. When a dye solution
containing 4% boric acid interacted with fluxes of thermal and epithermal neutrons, a 30% destruction of dye molecules
was observed due to the exothermic reaction 10B (n, o). Researches have shown that solutions of organic dyes, on the
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one hand, can be a good material for creating detectors of ionizing radiation, in particular, for fluxes of thermal and
epithermal neutrons. On the other hand, solutions of organic dyes are a convenient object for studying the processes of
interaction of ionizing radiation with matter as a whole.

Figure 3. Simulation results using the GEANT4 code of the Figure4. Main absorption spectra of irradiated and
energy spectra of neutron fluxes from a neutron-producing unirradiated dye.l - before irradiation; 2 — irradiated with
target (electron energy 15MeV, current 20 pA) with  Pb shield; 3 —irradiated without Pb shield

polyethylene moderators of different thicknesses: 1-5cm and

without them.

Absorb

0.2

0.0

200 ' 400 ' 600
Wavelength (nm)

Figure 5. Optical absorption spectra of an aqueous solution Figure 6. Optical absorption spectra of an aqueous solution

of a dye before (1) and after (2) irradiation with neutron of a dye with boric acid before (1) and after (2) irradiation

fluxes in the presence of a polyethylene moderator with neutron fluxes in the presence of a polyethylene
moderator.

CONCLUSION

In this work, the processes of interaction of neutron fluxes with an aqueous solution of an organic dye methyl
orange (MO) - C14H14N303SNa, containing 4% boric acid, and with an aqueous solution of the same dye without boric
acid were investigated. In the experimental and simulated parts of the work, these samples were located behind the lead
screen and without it. Also, a polyethylene moderator with a thickness of 0 to 5 cm was used in the work.

The energy spectra of neutron fluxes at the location of the experimental samples were calculated using the
GEANT4 program code.

An analysis of the experimental results showed that when objects without lead shielding and without a moderator
are irradiated, the dye molecules are completely destroyed. This happens mostly due to organic dye interaction with
scattered electrons and gamma quanta. In the presence of lead shielding, 10% destruction of dye molecules was
observed due to their interaction with fast neutron flux. When a five-centimeter polyethylene moderator was installed
behind the lead shield, the destruction of dye molecules without boric acid on thermal neutrons was practically not
observed. When the fluxes of thermal and epithermal neutrons interacted with a dye solution containing 4% boric acid,
30% destruction of dye molecules was observed due to the exothermic reaction °B (n, a).

The researches have shown that a solution of organic dye MO is a good material for creating detectors for
recording fluxes of thermal and epithermal neutrons, which currently have no analogues. Such detectors can be used for
radiation monitoring of the environment, in nuclear power engineering and nuclear medicine, and in the field of neutron
capture therapy research in particular.
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JOCJIKEHHS IMTPOLECIB B3AUMO/IIi MOTOKIB IIBUIKHUX I TEIIJIOBUX HEMTPOHIB 3 PO3YWHOM
OPTAHIYHOI'O BAPBHUKA METUJIOBUM OPAHKEBUI
C.I1. Toxog?, FO.T'. Kazapinos®?, C.0. Kanenux?, B.I. Kacinos?, T.B. Mamuxina®®, E.B. Pyaguues®?, B.B. Ilanbko?
8HayionaneHutl Haykosutl yenmp XapKiscoKuil Qizuxo-mexHiunuLl iHCmumym
eyn. Akademiuna, 1, 61108, Xapkis, Vkpaina
b Xapriecoruii nayionanvnuil ynisepcumem imeni B.H. Kapasina
matioan Ceoboou, 4, 61022, Xaprie, Yrkpaina

[MosiBa MOTYXHHUX JKEpeN iOHI3yI0YOro BHUIIPOMIHIOBAHHS, MOTPEOM SACPHOI CHEPreTHKH, TEXHOJIOTIH 1 MEIMIHMHH, a TaKOXK
HEOOXiJHICTh PO3POOKH HAAIHMX CHOCOOIB 3aXMCTy BiA LIKIUIMBOI Aii MPOHHMKA4Oi pamiamii CTUMYIIOBAIM PO3BHUTOK TaKHX
ranmy3el Hayky, K pamgiamidiHa ximis, pamianiiiHa Oiomoris, paxiamiiina meauuuHa. [Ipy BIUIMBI 10HI3YIOYOTO BHIIPOMIHIOBaHHS HA
PO3UYMH OpraHiuHOrO OapBHHKA BiAOYBa€TbCs HOro HEOOOPOTHE 3HEOApBICHHS. Y HACTIJOK YOTO, MOKHA BH3HAYWTH BEIHYHHY
MOTJIMHEHO1 03U. Y MaHid poOOTi JOCTIKyBalUCS TPOLECH B3a€MOil MOTOKIB HEHTPOHIB 3 BOAHHUM pPO3YHHOM OPTaHIYHOTO
GapBHuKa MeTrIoBHi opamkeBuil (MO) - C14H14N303SNa, o mictuts i He MicTuTh 4% GopHoi KucnoTH. Po6oTa BUKOHYBanacs Ha
niniitHoMy npuckoprosadi enekTpoHi JIYE-300 HHII X®TI. V sxocti MimieHi, mo IpogyKye HEHTPOHU, BUKOPHCTOBYBaBCs Habip
Bonb(pamoBux miractud. EHeprist enexTponiB cranoBmwia 15 MeB, cepenniit ctpym 20 MkA. 3pa3ku nepeOyBaii 3a CBUHLEBHM
3aXUCTOM i 6€3 HbOTO 3 OTEeILTIoBa4eM i O0e3 Hboro. 3 BUKopUcTaHHIM 0i0mioTekn kinaciB GEANT4 st taHOro eKcriepuMeHTy Oyiiu
PO3paxoBaHi MOTOKK HEHTPOHIB 1 IX €HEPreTHyHI CHEKTPU B MICILIi PO3TalllyBaHHS €KCIIEPUMEHTAIBHUX 3pa3KiB 0e3 CIOBUIbHIOBAYA i
3i croBinbHIOBaYeM pizHOi ToBumHM (1-5 cM). AHami3 pe3ysibTaTiB eKCIEPUMEHTY [MOKa3aB, IO MPH ONPOMIHEHHI 00'ekTiB 0e3
CBUHIIEBOTO 3aXHCTY i 0e3 oTerunoBaya BinOyBaeThCs MOBHE pyWHYBaHHS MOJeKyd OapBHHKaA. [Ipu HasBHOCTI CBHHIIEBOI 3aXHCTY
cnoctepiranocs 10-mponeHTHe pyiiHyBaHHS MoJieKyn OapBHUKa. [IpW ycTaHOBLI I'ATH CaHTHMETPOBOTO MOJiETHICHOBOTO
CIIOBUIFHIOBAYA 33 CBHHIICBHM €KPaHOM PYilHYBaHHSI MOJIeKyJ OapBHHKA 6e3 OOpHOI KHCIOTH Ha TEIUIOBUX HEHTPOHAX MPAKTHYHO
He crocTepiraiocs. IIpy B3aeMozii MOTOKIB TEIUIOBUX 1 EIITEINIOBHX HEHTPOHIB i3 PO3YMHOM OapBHUKA, IO MICTHTH 4% OGopHY
KHMCJIOTY, croctepiranocs 30% pyifHyBaHHS MoJieKyNl OGapBHMKAa 3a PaxyHOK MNpOTikaHHS ek3oTepMiunoi peakuii °B (0, a).
IIpoBeneHi AOCTIPKEHHs TOKa3ald, IO PO3YMHHM OpPraHIYHMX OApBHMKIB, € XOPOIUMM MaTepiaJioM IJIsi CTBOPEHHS JIETEKTOPIB
peectpalii MOTOKIB TEIUIOBHX 1 CHITEIJIOBHX HEHTPOHiB. Taki IETEKTOpH MOXYTh BHKOPHCTOBYBATHCS JUIA pajialiiiHOro
MOHITOPHMHTY HaBKOJIMIIHBOTO CEPEIOBHINA, B SACPHIN CHEPreTUIl 1 sIepHi MEAMIMHI, 30KpeMa B raiy3i JOCIiKeHb HEHTPOH-
3aXOIUTIOBAIbHON TeparTii.

KurouoBi ciioBa: opranigyanii 6apBHUK, HEUTPOHH, TO3UMETPH
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The structure and strength properties of vacuum aluminum condensates alloyed with iron in the concentration range of 0.1 — 3.2 at. %
is studied in the paper. It is shown that up to a concentration of about 2 at. % Fe, the grain size decreases, the strength properties
increase and the lattice parameter values of these objects remain unchanged. It is found that at an iron concentration of up to ~ 2 at. %
its atoms are concentrated in the grain boundaries of the aluminum matrix metal in the form of grain boundary segregation. At high
concentrations, the structure of condensates is a supersaturated solution of iron in the FCC crystal lattice of aluminum. Highly
dispersed AlisFes intermetallic compounds are present at the grain boundaries and within the volume of grains. It has been found that
the Hall-Petch coefficient for one-component aluminum condensates is 0.04 MPa-m'?2, which is typical for this metal. For Al-Fe
condensates, a positive deviation from the Hall-Petch dependence is observed and the coefficient k increases to 0.4 MPa-m!? for a
structure with grain boundary segregations and to 0.14 MPa-m"? for condensates containing intermetallic compounds. The obtained
experimental results are explained by the different structural-phase state of the grain boundaries of the aluminum matrix.

Keywords: Grain boundary segregation, vacuum condensate, intermetallic compound, Al-Fe, grain size.

PACS: 61.66.Dk, 64.75.0p, 68.35.Fx, 68.55.Ln, 81.05.Ni, 81.10.Fq, 81.15.Kk

The level of strength properties of nanostructured metals is mainly determined by grain boundary hardening. Its
value depends on the grain size and the state of the grain boundaries. A large number of theoretical and experimental
studies are devoted to the problem of dispersing the grain structure of metallic materials. Less attention has been paid to
the study of the chemical composition and structure of grain boundaries. First of all, this was due to the problems of
testing grain boundaries at the atomic level. As a result, it became possible to purposefully influence the properties of
grain boundaries by varying their chemical composition and structural-phase state, which can lead to a dramatic
increase in various properties of nanostructured metals. For example, alloying of aluminum films, foils, or coatings
obtained by physical vapor deposition in vacuum (PVD-technology) with iron allows reducing the grain size of these
materials to nanoscale dimension, increasing their strength properties and recrystallization temperature. As a result,
these objects are widely used in the aviation and aerospace industries, primarily in parts exposed to thermal effects
[1-3]. At the same time, the physical mechanisms of the modifying effect of iron on aluminum are currently
controversial and insufficiently studied.

In this regard, the purpose of this work is to study the effect of iron concentration on the structure and strength
properties of vacuum Al-Fe condensates.

LITERATURE REVIEW
The grain boundary hardening of metallic materials is described by the Hall-Petch strengthening [4, 5], which for
the yield strength has the following form

oy =0y + kd™/?

where oy is the yield strength, oy is the resistance to the motion of dislocations in a single crystal, K is the Hall-Petch
coefficient, d is the grain size.

The authors of various studies use the Hall-Petch equation to describe various strength properties: tensile strength,
yield strength, hardness, however, the most correct is to use the yield stress in order to avoid veiling effects associated
with strain hardening, brittleness, plasticity, etc. [6].

For the majority of one-component metals and alloys in a wide range of grain sizes from several to hundreds of
micrometers, the constancy of the values of the exponent (-1/2) and the k value is maintained [7]. At the same time, in a
number of studies [8, 9] facts of deviation from dependence (1) are noted both due to the change in the value of k and
the exponent from -1/2 to -1. To explain these experimental results, many theoretical models have been proposed [6],
among which the most famous are the following. 1. Compositional model of the grain structure, suggesting different
properties of grain boundaries and intragranular volume, predicting changes in the exponent depending on grain
size [10]. 2. Dislocation mechanisms, which involve changes in the value of k due to various ways of transferring
deformation through the grain boundary [11]. 3. Models providing various options for the transition of translational
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deformation mechanisms to rotational [12]. For nanostructured aluminum and its alloys, these circumstances are
enhanced due to a significant spread in the values of the Hall-Petch coefficient, even for a single-component metal, the
value of which is in the range of 0.02 — 0.29 MPa-m'?, depending on the production methods [11, 13], the method of
the grain size measurement [6, 13], chemical purity of metal [14], etc. The authors of some studies have noted both
positive [7] and negative deviations from the Hall-Petch dependence [15]. It should be noted that there is no
unambiguous interpretation of the observed experimental results in the available literature [6]. An important feature of
these studies is the underestimation or ignoring of impurities, alloying elements or modifiers, which can radically
change the structural-phase state of grain boundaries. Suffice it to note that the content of the second component
constituting ~ 1-10* at. % in the volume of a matrix metal with a grain size of about 100 pum is capable of covering the
entire area of grain boundaries with a monoatomic adsorption layer [16]. This state of the adsorption layers provides for
the formation of strong interatomic bonds between the segregating substance and the matrix metal. As a result, the
cohesive strength of grain boundaries increases, the tendency to brittle intercrystalline fracture increases and other
properties improve. Depending on the combination of physical and mechanical properties of the constituent components
of the metal, such grain boundary segregation can significantly change the strength and other properties of metals in
general [17, 18].

RESEARCH METHODOLOGY

The objects of study were Al and Al-Fe condensates up to 50 um thick, obtained by the PVD method, by
evaporation of the constituent components from different sources and subsequent condensation of a mixture of their
vapors on a non-orienting substrate in vacuum. The substrate temperature was 200-250°C. The concentration of
alloying elements was monitored by the X-ray spectral method. Mechanical tests were carried out at room temperature
in the active tension mode with a strain rate of 0.36 mm/min on a TIRATEST-2300 setup. The samples had the
following geometry: width — 3 mm, thickness — 30 um, length — 30 mm. Thus, the test conditions and geometric
dimensions of these objects correspond to the methodology developed in [19]. The structure of the condensates was
studied by X-ray diffractometry, light and transmission microscopy using DRON-3M, OptikaM XDS-3Met, and
JEM-2100 devices, respectively.

RESULTS
Fig. 1, 2, 3 shows the concentration dependences of the grain size (d), lattice parameter (a) and yield strength (oy)
of the aluminum matrix on the iron content in the condensates. It can be seen that up to a concentration of about 2 at. %,
the value of d decreases and the value of a remains. It should be noted that the observed increased solubility of Fe is
characteristic of such objects and exceeds the equilibrium solubility at room temperature, which is 0.025 at.% [20].

Figure 1. Dependence of the grain size of aluminum on the concentration of Fe.

Figure 2. Dependence of the crystal lattice parameter of aluminum on the concentration of Fe
1 — lattice parameter, 2 — Vegard’s law.
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Figure 3. Dependence of the yield strength of aluminum on the concentration of Fe.

The electron diffraction patterns contain only diffraction reflections belonging to the FCC lattice of aluminum
(Fig. 4). With a further increase in the iron content, the diffraction reflections of the intermetallic compound with the
stoichiometric composition Al;3Fes appear in the electron diffraction patterns (Fig. 5).

a b c
Figure 4. Electron-microscopic images of aluminum condensate
a — bright field image, b — dark field image, ¢ — electron diffraction pattern.

A decrease in the lattice period of the FCC aluminum matrix is also observed, which indicates the formation of a
supersaturated solution of iron in aluminum (Fig. 2).

AL (200)
“AL(LLD

LAl (220)

L4

a b C

Figure 5. Electron-microscopic images of Al-3.2 at. % Fe condensate
a — bright field image, b — dark field image, ¢ — electron diffraction pattern.

In the entire range of concentrations, an increase in the yield stress occurs (Fig. 3). It should be noted that the yield
stress of unalloyed condensates is an order of magnitude higher than that of single-component aluminum obtained by
crystallization from a melt, which strongly depends on the chemical purity of the matrix metal. For example, for
aluminum A99 the yield stress is 10 MPa, for A8 is 20 MPa, and for A6 is 30 MPa [20].

These experimental results and the data of [17] allow us to conclude that in the concentration range of 0.1 - 2 at. %
iron atoms are located in grain boundaries in the form of grain boundary segregation. At such iron content within the
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grain, the structure is uniform, the grain size changes due to the blocking effect of monoatomic segregation of iron
atoms during the condensate formation. According to the Seah theory [21], such grain boundary segregation of Fe in
aluminum should increase the cohesive strength of grain boundaries. With a further increase in the iron content (over 2
at. %), a fundamental change in the structural state of the condensates occurs. The aluminum matrix is a supersaturated
solution of iron in the FCC lattice of aluminum, as evidenced by a decrease in the lattice parameter (Fig. 2).
Simultaneously, first at the grain boundaries, and then in the volume of the aluminum matrix, the formation of highly
dispersed intermetallic compounds Al;3Fes occurs (Fig. 5) [17].

Figure 6. Hall-Petch dependences: 1 —[7, 22], 2 — Al condensates, 3 — Al-Fe condensates (up to 2 at. % Fe),
4 — Al-Fe condensates (over 2 at. % Fe).

Thus, there are three concentration regions with the following structural states: one-component condensates; two-
component single-phase condensates with an iron concentration of up to 2 at. %, the grain boundaries of which contain
segregation of iron, presumably in an atomic form, the so-called 2D structures; and finally condensates containing more
than 2 at. % Fe, having a different intragranular structure and state of grain boundaries. These distinctive circumstances
are reflected in the Hall-Petch dependence shown in Fig. 6. The value of the Hall-Petch coefficient determined for one-
component aluminum is 0.04 MPa-m'?, which is in good agreement with the literature data for high-purity aluminum
obtained by crystallization from the melt. For condensates containing grain-boundary monolayer segregation, the Hall-
Petch coefficient increases significantly to 0.4 MPa m'? (plot 3, Fig. 6). A further increase in the iron concentration
leads to a decrease in the slope of the Hall-Petch dependence and the value of the coefficient k is 0.14 MPa m'?. Thus,
in the concentration range from 0.1 to 3.2 at. % Al-Fe condensates have different states of grain boundaries and
intragranular volume, resulting in a change in the value of k. Grain-boundary segregation of iron in the form of
monoatomic layers increase the value of the k from 0.04 MPa-m'? to 0.4 MPa-m'?, that is, there are positive deviations
from the Hall-Petch dependence. It should be noted that a similar effect was observed by the authors of [8], who paid no
attention and did not study the possibility of the formation of grain boundary segregation of iron.

Intermetallic compounds formed during condensation of a vapor mixture of aluminum and iron in the grain
boundaries lead to the destruction of the adsorption layers and, as a result, the value of k decreases. For these objects,
the level of strength properties is determined by the total action of solid solution, dispersion and grain boundary
hardening.

CONCLUSIONS

1. The structure and strength properties of one-component and alloyed with iron aluminum condensates have been
studied.

2. It was found that for one-component aluminum condensates the Hall-Petch dependence is observed. The Hall-
Petch coefficient is 0.04 MPa m"2. This is in good agreement with the literature data obtained for high-purity aluminum
crystallized from the melt.

3. Alloying with iron up to 2 at. % of aluminum condensates leads to a positive deviation from the Hall-Petch
dependence and increases the Hall-Petch coefficient to 0.4 MPa-m'2.

4. Al-Fe condensates containing more than 2 at. % Fe, which is located within the grain boundaries of the matrix
metal in the form of intermetallic compounds, have a Hall-Petch coefficient of 0.14 MPa-m"2. This value is higher than
the analogous value for single-component aluminum, but less in comparison with condensates with grain-boundary
segregations of iron in the form of monolayers.
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MO3UTUBHE BIAXWJIEHHS CIHIBHOIIEHHSA XOJUIA-IETYA JJIS1 KOHAEHCATY AJTFOMIHIIO,
JIETOBAHOT O 3AJII30OM
€.A. JIynenko?, A.b 3yokos®, M.B. XKanbko®, €.B. 303yasa®
8HayionaneHuil Haykoeuil yenmp «XapriecbKkutl (i3uKO-mexHIYHUL IHCMUmMYm»
eyn. Akademiuna, 1, m. Xapxis, Ykpaina, 61108
PHTY «Xapxiecokuii nonimexuiunuii incmunym»
eyn. Kupnuuosa 2, m. Xapkis, Yxpaina, 61002
B po6oTi BUBYEHO CTPYKTYpY i XapaKTEepHUCTUKH MIIHOCTI BaKyyMHHX KOH/EHCATIB aJIOMIiHIilO, JICTOBAHUX 3aJIi30M B Iiana3oHi
xonnenTpanii 0,1 — 3,2 at. %. [lokazaHo, mo 10 KOHIEHTpaIil TprOIH3HO 2 aT. % 3ami3a BigOyBaeThCs 3HIDKCHHS PO3MIpY 3€pHa,
I ABUIYIOTHCS. XapaKTEPUCTHKU MIITHOCTI 1 30epiraeTbesl 3HaUSHHS IIepiofy KPHUCTANIYHOI PEeNITKH JaHuX 00'ekTiB. BcraHoBneHo,
o mpu BMicTi 3amiza mo ~ 2 ar. % Moro aTomu 30cepemkeHi B IPAHMILAX 3epeH MATPHUHOIO MeTaly — adIOMIHIK y BV
3epHOrpaHUYHKX cerperanii. [Ipy BeJMKMX KOHIEHTPALisX CTPYKTypa KOHIEHCATIB € IepecHMYeHMM po3unmHoM 3aiiza B ['LIK
KpPHUCTANIYHIN pewiTui amominito. Ha rpanunsx i BcepeauHi 00’eMy 3epeH NMPUCYTHI BUCOKoAWCIepcHi iHTepMetawtian AlisFes.
BusiBnieHo, 1o A OAHOKOMIIOHEHTHHX KOHJCHCATIB aJIOMIiHII0 BUKOHYETHCS 3aiexHicTh Xosua-Ilerua. Bennuuna koedimieHra
Xomna-Tletda cranosuts 0,05 MITa-M'2, ska xapakrepHa s uboro mMerany. Jis konpencaris Al-Fe crocrepiraeTbest no3uTuBHE
Bigxunenns Bin 3anexnocti Xomna-Ilerua i koediuient k 36impmryerscs po 0,4 MIla-mMY? s cTpyKTypH 3 3epHOIDaHHYHONO
cerperamico i g0 0,14 MIla-M"? a1 KoHueHcaTiB, sKi MicTaATh iHTepMeramniaun. OTpUMaHi eKCIEPHMMEHTaIbHI pe3yldbTaTH
TIOSICHIOIOTHCS PI3HUM CTPYKTYpPHO-(ha30BHM CTAaHOM T'PAHHMIIb 3€PEH alFOMiHI€BOT MAaTPHII.
Kurouosi c1oBa: 3epHorpaHndHa cerperamis, BAKyyMHHI KOHJEeHcaT, inTepmeranin, Al-Fe, po3mip 3eprHa
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The paper presents the experimental results of light radiation from Y203 ceramics caused by X-rays with energy up to 50 keV. The
samples were made from commercial Y203 nanopowder by pressing and subsequent sintering in air at different temperatures from
1300 to 1500°C. Some samples sintered at 1500°C were additionally annealed at 1000°C for 10 hours. X-ray diffraction analysis of all
samples did not reveal differences in the crystal structure that could be explained by heat treatment during sintering and annealing. The
spectra of light emission in the wavelength range of 250-750 nm showed the presence of radiation from the electronic transitions of
YO structures on the background of the luminescence of trivalent yttrium oxide. The presence of such lines of YO systems were
observed also for the powder, which allows us to conclude that these structures appear on the surface of the crystallites during
production. As the sintering temperature of the sample increased, the intensity of optical radiation increased. A significant difference
in the effect of both temperature and sintering (annealing) time on the intensity of light emission of yttrium oxide was revealed. The
intensity of the luminescent band, which is associated with the self-trapped exciton, increased with increasing thermal contribution (to
estimate the contribution, we introduced a parameter equal to the product of temperature and the time of thermal action). The increase
in spectral intensity in the second, third, fourth, and fifth line systems (especially for the system of lines with a maximum
of A=573.5 nm) considerably exceeded the one for self-trapped exciton. Our experimental results on the second, fourth and fifth systems
of lines, which coincide well with the molecular lines YO, suggest that the heat treatment of the samples sintered from pressed Y203
powder leads to an increase in YO structures on the surface of the crystallites.

Keywords X-ray light emission, yttrium oxide, spectrum, YO structure, powder sintering.

PACS: 78

Development of new technologies is associated with the use of materials basing on wide class of inorganic refractory
compounds (oxides, carbides, nitrides, borides and others), which, in addition to high melting temperatures, have high
resistance, high fire-resistant and anti-corrosion properties in combination with important electrophysical and optical
characteristics [1-2]. The sintering process is of particular importance for powder formation of ceramics. Herewith
powder consolidation technologies can be divided into two main methods. The first is the molding of a material pressed
at room temperature followed by sintering; the second, called sintering under pressure, is the simultaneous pressing and
sintering of powders [1].

In most materials, including ceramics, physical and mechanical properties depend on the homogeneity of structure
and density. As a rule, with increasing porosity, these characteristics decrease. The initial powders of ceramics of different
fractions are subjected to different methods of shaping and heating at different rates. The larger the size of ceramic
specimen, the slower it is necessary to raise the temperature during sintering, sometimes up to 0.1+10 degree per minute,
to suppress nonuniform heating processes caused by low thermal conductivity of oxides: nonuniform solidification
contraction of ceramics on the surface and in the middle of specimen. At nonoptimal heating rate, ceramics with a large
number of macro- and microdefects (pores, macro-and microcracks, dislocations) are formed. For small samples
(laboratory) the rate of temperature rise can be much higher.

Among a wide class of ceramics, yttrium oxide (Y203) is of particular interest. This material has many applications,
such as a supplement component in the processing of ceramic materials, substrates for semiconductor films, optical
windows and doped with rare earth components elements for lasers and so on [3]. Structural stability in combination with
unique mechanical properties also permits to consider Y,Os as an interesting material for other applications. Its optical
properties have been widely studied in terms of its use as a host matrix material for doping with rare earth ions such as
samarium, erbium, gadolinium and europium for luminescence applications [see, for example, 4-6]. As for pure yttrium
oxide, its optical properties have been less studied, nevertheless, in recent years a number of works has paid attention to
its luminescent properties in connection with new possibilities of using as active elements of solid-state lasers [7-8] and
luminophores [9].

Due to spectroscopic study (spectroscopy is the most versatile remote monitoring tool) astronomers have revealed
presence of YO-components in various astrophysical sources. That is why YO-molecule spectrum is of considerable
astrophysical interest because it is one of the main features in the spectra of cool star atmosphere [see, for example, 3-4].
Note that the presence of isolated YO-lines in the spectra of sintered ceramics of Y,03 samples was confirmed in a number
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of works [12-13]. The authors [12] identified series of narrow bands that are located in the blue (435-510 nm), orange
(515-640 nm), red (645-700 nm), and infrared (785-840 nm) spectral ranges as most pronounced in the spectra of
commercially available powder and Y03 ceramics. They assumed that these series are emitted by bound YO-radicals,
which are a part of the surface structure of yttria crystals. In our earlier experimental work [13], we also paid attention to
the fact that isolated YO molecular lines were observed in the spectrum of ceramics sintered from yttrium oxide (sintering
of the samples compacted from pure Y03 nanopowder).

This paper deals with an experimental study of X-ray light emission of Y03 (nanopowder and ceramics) making an
emphasis on changes in spectral series which are responsible for YO band systems depending on heat treatment of the
samples.

EXPERIMENT

The experiment were done with commercially available yttrium powder «ITO-Lyum», consisting of pure Y20;
(purity of the powder was approximately 99.9828 %). The samples were produced by compaction procedure of the
powder. «ITO-Lyum» powder hitch with mass of 1 g were placed inside the cylindrical pressform with a diameter of
10.8 mm. A hydraulic press worked in the following regime: the pressure inside the pressform was grown from 0 up to
the value of 3000 kgf per cm? (327.5 MPa) during 1 minute without an additive exposure at maximum pressure. So
pressed cylindrical pellets of 10 mm in diameter and approximately 3 mm thickness were prepared. Thermal treatment
was performed in commercial electric furnace «Naberthem LHT 04/18». To avoid possible penetration of impurities into
the sample (contamination by volatile oxides from the furnace) we used special a container made from the same yttrium
oxide ceramics. Sintering was carried out in in air atmosphere. The heat treatment cycle included the following stages
(see Fig. 1): 1) slow increase of the temperature during approximately 3 h (the average rate was 8+10 °C per min) up to
sintering temperature 1300 °C (sample #1), 1400 °C (sample #2), 1500 °C (sample #3); 2) sintering at this temperature
for 1 h; 3) cooling to room temperature for 4 h in an air atmosphere. Some of the samples were additionally annealed at
1000 °C for 10 h, followed by cooling for the same time (the sample #4). It is generally accepted that sintering of yttrium
oxide ceramics begins at temperatures of about 700 °C [15] (Fig. 1 shows the area (filled by gray color) that corresponds
to the most efficient sintering process).
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Figure. 1. Typical heat treatment shown by the example of the sample T=1500 °C.

The samples were examined by some diagnostics: X-ray diffraction analysis (XRD) and Scanning electron
microscopy (SEM). Light emission excited by X-ray irradiation was studied on spectrometric complex (see details
in [13]). X-ray vacuum tube source operated at voltage of up to 50 kV. Spectra were measured by grating monochromator
at wavelength range of 250-750 nm. The measuring channel was calibrated with taking into account corresponding
spectral sensitivity of the apparatus.

RESULTS AND DISCUSSION
X-ray diffraction

X-ray diffractometer DRON-4-07 (Cu-Ka radiation with applying Ni selectively absorbing filter, diffracted radiation
was registered by a scintillation detector) was applied for crystallographic analysis of the samples. X-ray diffraction
pattern showed presence of single-phase and cubic yttrium oxide (space group No. 206). No traces of other phases were
found within the sensitivity of the method. XRD demonstrated that the samples #1-4 were almost identical; no significant
differences were found in the pattern.

The lattice parameters were slightly higher than database (ICDD PDF-2 International database). The distribution of
the intensities of the diffraction lines corresponded to a polycrystalline non-textured state.
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Scanning electron microscopy

SEM-examination of our ceramics was done by means of commercial Scanning Electron Microscope
JEOL JSM-7001F. Fig. 2 shows the morphology of Y,0s;. The prepared samples showed good morphology and
homogeneity with grains of nano- and micro- sizes. We have seen that the images for plane surface and fresh cleavage
demonstrated no noticeable differences. SEM-study of the the samples #3 and #4 demonstrated minor differences in the
images before and after additional 10 h annealing, which indicates the absence of significant changes in the structure of
Y03 ceramics associated with long heating. Also, no significant difference was found on the surfaces and fresh cleavage
of the additionally annealed sample.

a b
Figure. 2. SEM-image of Y203 (sample #3, T=1500 °C): a is plane surface, b is fresh cleavage.

Luminescence measurements

Figure 3 shows typical light emission spectra induced by X-ray irradiation for powder and ceramics, sintered at
1500 °C (sample #3). To compare the spectra for different samples and experimental conditions, we performed the
normalization to the maximum value of the first band, which is usually associated with self-trapped exciton (STE) [16].
As it could be seen, the spectra contained one wide band and four systems of lines, which we have already observed
earlier [13]. The maxima of the first band lied near 350 nm, the other maxima of line systems were 487 nm, 545 nm,
573.5 nm and 670.5 nm. It should be noted that the spectrum observed for ceramic sample #3 was also similar to the
spectra for samples #1, #2 and #4.The origin of light generation of the bands has been already discussed [13]. We only
note that the first broad band is associated with an exciton [16], while the second, fourth, and fifth systems of lines are
identified with good accuracy as lines of molecular yttrium oxide [17]. The origin of the third peak has not yet been
established and requires further research. As for the doublet in the region 314-316 nm, its identification turned out to
be difficult, since it did not correspond to any known radiation from up-to-date atomic and molecular spectral
databases.

As can be clearly seen from Fig. 3 for the spectra of the powder that was not subjected to heat treatment, the lines
associated with YO molecule system of lines are small, except for a peak at approximately A=573.5 nm. For samples that
were heat treated, the situation changed. The emission peaks of YO molecules have increased significantly compared to
the maximum of the STE band. Heat treatments with the temperatures at which the samples were sintered hardly led to a
significant increase in the size of Y,0; crystallites, and, consequently, to an increase in the maximum of the band
associated with STE light emission. The significant increase in YO systems of lines is apparently associated with a
significant increase in the number of YO structures on the crystal surface.

The processes of sintering and annealing of powder ceramics strongly depend on both temperature at which these
processes effectively occur and on the time of exposure of the sample to these temperatures. As we mentioned above,
yttrium oxide the sintering and annealing processes begin to proceed effectively at temperatures above 700 °C [15]. We
took into account the influence of these factors on the properties of the samples under study by applying such a parameter
as temperature multiplied by the time of exposure of a given temperature to the sample (some analogy of the energy
contribution parameter). We calculated the value of this parameter for our samples and plot the dependences of the
maximum values of the light intensities for 5 band systems on the energy contribution parameter during heat
treatment (Fig. 4).

As it can be seen from the figure, with an increase of the energy contribution parameter, the intensity of the line
systems associated with YO structures increases. The last points for all experimental curves, corresponded to the sample
#5 sintered at a temperature of 1500 °C with additional annealing at a temperature of 1000 °C, tend to influence slightly
the YO line system light emission.
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Figure 3. X-ray luminescence spectra of yttrium oxide powder and ceramic sample (sintering temperature of 1500 °C).

The numbers from 1 to 5 indicate the wavelength ranges of the corresponding first band and systems of lines (vertical bars are
shown to guide eye, it indicate the borders of the bands).
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Figure 4. Luminescence light intensity as function of sintering temperature multiplied by time
for different wavelength bands of Y203 spectra.

CONCLUSIONS

The performed study of the light emission from the powder and sintered ceramics exposed to X-ray irradiation up
to 50 keV made it possible to conclude the following. As shown by X-ray structural analysis, as a result of sintering and
annealing, Y20s; crystal lattice does not change, and new types of the crystal lattice are not formed. Meanwhile, the
luminescence measurements revealed that besides light emissions associated with Y,03 band systems corresponded to
self-trapped exciton decay (generation of radiation in the entire volume of ceramics), there were intensive YO band
systems (molecular character of the spectral lines pointed out on light emission from molecule structures on surface of
the crystallites). The linear structure of the YO spectra suggests that YO structures are weakly bound to Y;O3 crystal
structure. The influence of the sintering temperature on peak maximum intensities, which allows us to talk about growth
of energy contribution to the Y03 pellet, leads to an increase in the intensity of the band and systems of lines associated
with YO structures. The presence of YO structures on the surface of the initial ITO-LUM powder, which is clearly seen
on the spectra, makes it possible to draw a conclusion about the synthesis of these structures during production process
of Y03 powder. It should be noted that the number of these structures on the surface of Y03 crystallites increasing with
heat treatment process.
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JIIOMIHECHEHIISI OKCUAY ITPIIO, CIPUYUHEHA PEHTTEHIBCBbKUM OITPOMIHEHHSAM
C. Kononenko, O. Kananrap’san, B. )Kypenxko, B. Uimkauna, C. JInToBueHKo
Xapxiscoxui Hayionanonuii ynieepcumem im. B.H. Kapasina
61022, Vxpaina, m. Xapxis, ni. Ceoboou, 4

HaBemeHo pe3ynbTaTH eKCIEPUMEHTANbHAX JOCHIKCHb CBITIOBOTO BHUIPOMiHIOBaHHS KepaMmikd Y203, CHIpHYUHEHOTO
PEHTTeHIBCHKHM BUIIPOMIHIOBaHHAM 3 eHepriero 1o 50 xeB. 3pa3ku BUroToBISsUIHCS 3 KOMepLiifHOoro HaHonopomky Y203 MeTomoM
IIpecyBaHHs Ta MOJAIBIIOTO CHIKaHHS B aTMocdepi MoBiTps 3a pizHuX TemmepaTyp Bing 1300 no 1500°C. [eski 3pa3kw, credeHi 3a
temneparypu 1500°C, monarkoBo BigmamoBaiucs 3a Temneparypu 1000°C mporsirom 10 rogmH. PeHTreHOCTpYKTYpHI TOCTIPKEHHS
BCIiX 3pa3KiB He BHSBIIIM BiIMIHHOCTEH y KPHUCTaNI4HIIl CTPYKTYpi, SIKi MOTJIHM OyTH MOB's3aHi 3 TeMIIepaTypHOI0 00pOOKOIO TiJ| Jac
crikaHHA Ta Bignany. CrieKTpH CBITJIOBOTO BHIPOMIHIOBaHHS B fiara3oHi 250-750 HM moka3yloTh HasSBHICTH BHIIPOMIHIOBAHHS BiJ
eJIeKTpOHHUX TiepexoiB YO CTPYKTyp Ha TJIi JEOMiHECHCHINT OKCHIY TPUBAJICHTHOIO iTpito. HasBHICTH TAKOrO BHIIPOMIHIOBAHHS
OyI10 3ahiKCOBaHO i JUIS MOPOIIKY, IO JO3BOJISAE 3pOOUTH BHCHOBOK LIOJO BUHUKHEHHS LUX CTPYKTYpP Ha ITOBEPXHI KPHCTAJITIB y
mpoleci BUPOOHUITBA. 3i 3POCTAHHSAM TEMIEPAaTypU CIIKAHHS 3pa3ka IHTCHCHBHICTh ONTHUYHOTO BHIIPOMIHIOBAHHS 3pOCTala.
BusiBiIeHO CYTTEBY BiZIMIHHICTP BILUIMBY SIK TEMIICPATYPH, TaK i yacy crikaHs (Binany) Ha iIHTCHCHBHICTb JTIFOMiHECIICHIIIT Ta CBIUCHHS
OKCHIIB iTpit0. IHTEHCHBHICTH JIFOMIHECIICHTHOT CMYTH, sIKa MOB'A3YETHCS 13 CAMO3aXOIUIEHUM €KCUTOHOM, 31 3pOCTaHHSM TEIUIOBOTO
BKJIaJly 3pocTaia (JUis OLiHKH BKJIaAy MH B POOOTI 3ampoBajiiid mapamerp, 1o JOPIiBHIOE JOOYTKY TEMIEPaTypH Ha 9ac TEIIOBOTO
JisiHHS). 3pOCTaHHs iHTEHCHBHOCTI BUIIPOMIHIOBaHb Y APYTiid, TPeTiii ueTBepTii i m'aTii cucremax JiiHii (0cOOIMBO IS CHCTEMH JIiHIH
3 MakCUMyMoM A=573,5 HM) MOMITHO MEPEBHILYBAJIO TaKe JJIS CaMO 3aXOIUICHOro eKCUTOHY. OTpUMaHi HAMH EKCIEPUMEHTANbHI
pe3yJIbTaTH IMOIO0 JPYroi, YeTBEPTOi Ta MATOI CHCTEM JIiHiH, sKi g00pe 30iraroTbes MosieKyasapHUMH JiHisMu YO, T03BOJSIOTH
NPUITYCTHTH, II0 TeIyIoBa oOpobKa 3pa3KiB KepaMiky, CHedYeHOi 3 mpecoBaHoro mopoiky Y203, npusBoanTb 10 30iibmeHHs YO
CTPYKTYp Ha IIOBEPXHIi KPUCTAJIITIB.

Kuro4oBi ci10Ba: peHTreHiBChbKa eMicist CBiTiIa, okeus iTpito, cektp, YO cTpyKTypa, 3amikaHHs MOPOILIKIB.
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Good quality potassium bisulphate (KHS) single crystals have been grown by slow evaporation method at room temperature. The KHS
crystal was found to be crystallizing in orthorhombic crystal structure with Pbca space group. The photoluminescence behaviour of the
crystal was analysed in the visible region. This study disclosed that the grown KHS crystal has intense blue emission peak at 490 nm.
Impedance analysis was performed to investigate the frequency dependent electrical characteristics at various temperatures. From the
impedance studies the bulk resistance, grain boundary resistance and DC conductivity values of the grown crystal were found out. The
KHS crystal was subjected to TGA/DTA and the results have been investigated. The electrical parameters like Fermi energy and
average energy gap of KHS crystal have been determined. The evaluated values are used to estimate the electronic polarizability. The
intermolecular interactions were predicted using Hirshfeld surface analysis. This analysis exhibited that the utmost contribution to the
crystal structure was the K-:-O (46.7%) interaction. The 2D fingerprint plot provides the percentage contribution of each atom-to-atom
interaction. Since KHS material is a centrosymmetric crystal, it could be used for third order nonlinear optical (NLO) applications.
Keywords: Inorganic crystal; solution growth; XRD; photoluminescence; impedance; TGA/DTA; electronic polarizability; 3-D
Hirshfeld surface.

PACS: 81.10.Dn, 81.10.-h

In recent years, single crystals with good electrical, thermal, and nonlinear optical properties are in high demand for
the development of solid state devices. Accordingly, many researchers have focused on the feasibility and applicability
of crystal in the fabrication of devices [1]. Nowadays, the study of NLO materials has garnered much attention since its
technological needs are obvious [2]. Some researchers have reported that the inorganic crystals gaining its popularity in
the area of nonlinear optics owing to its good physical and chemical stabilities [3]. Many useful inorganic crystals have
been discovered and used in laser sources. One such inorganic NLO active substance is potassium bisulphate, often known
as potassium hydrogen sulphate (KHS). Though KHS is reusable, affordable, non-toxic and can be employed in both
homogeneous and heterogeneous conditions, only few research works have been reported to understand its physical
properties. Loopstra has reported the crystal structure of KHS crystal [4]. And the thermoelastic properties of single
crystals of KHS have been studied by some investigators [5, 6]. To the best of our knowledge, here we are reporting for
the first time the photoluminesnce behaviour, electrical properties and intermolecular interactions of the KHS crystal.
Also the experimental and theoretical value of density of the KHS crystal has been compared.

GROWTH OF KHS CRYSTAL
The mixture to grow single crystals of KHS was prepared from high grade potassium hydrogen sulfate using aqueous
solution. The solution was stirred for three hours using magnetic stirrer. The prepared mixture was then filtered and placed
undisturbed in a reasonably dustless atmosphere. The KHS crystal was harvested within 30 days. The photograph of the
grown KHS crystal is shown in Fig. 1.

RESULTS AND DISCUSSION
Structural characterization

The grown KHS crystal was exposed to single crystal X-ray diffraction investigations using MoK, radiation ENRAF
NONIUS CAD4 diffractometer to identify the crystal system. The data acquired from single crystal XRD investigation
displayed in Table 1 shows that the KHS crystal belongs to the orthorhombic crystal system with Pbca space group and
16 molecular units per unit cell. The results of this study appear to be in excellent accord with the published values [4].
Because the Pbca group is a centrosymmetric space group, no second order nonlinear optical (NLO) characteristics will
be observed in this sample.

T Cite as: K. Thilaga, P. Selvarajan, and S.M. Abdul Kader, East. Eur. J Phys. 4, 145 (2021), https://doi.org/10.26565/2312-4334-2021-4-19
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Figure 1. Grown crystal of KHS

Table 1. Single crystal XRD data for KHS crystal

Chemical formula
Refinement method
Molecular weight
Crystal habit
Crystal Symmetry
Space group

N= ™™ O o

Volume of unit cell
Density

KHSO4

Full matrix Least square method
136.17 g/mol
Colorless, transparent
Orthorhombic

Pbca

8.411(4) A

9.802 (3) A
18.961(2) A

90°

90°

90°

16

1563.23(4) A3
2.313 glcc

Figure 2. PL spectrum of the KHS crystal excited at 320 nm.

Photoluminescence studies

The PL analysis of KHS single crystal was performed out in the range between 350- 600 nm with an excited wavelength
320 nm and it is shown in Fig. 2. The prepared KHS crystal shows both UV and broad visible emissions. The strength of the
peak emitted in the visible range is higher when compared to the UV region. The PL spectrum recorded indicates a less
intense UV emission at ~ 359 nm and the blue emission bands at ~ 412 nm, ~ 438 nm and ~ 490 nm. And the emission in
the UV and visible region is attributed to the free exciton recombination through an exciton—exciton collision process and
the presence of intrinsic defects respectively [7]. The occurrence of charge transfer [8] in the molecules might explain the
sharp emission peak at 490 nm. The spectrum indicates that the KHS crystal can be beneficial for fluorescence in blue LED

applications [9].
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Impedance Studies
Impedance analysis was used to understand the electrical behaviour of the KHS crystal. Fig. 3 and 4 depict changes
in the real (Z’) and imaginary (Z ”) portions of impedance for the KHS crystal against frequency. As seen in the graph,

the real part (Z ’) of impedance drops as the temperature and frequency rises. Fig. 4 shows that the amplitude of Z" rises
at first, then declines with increasing frequency after reaching a peak (Z max ) . As the temperature rises, the peak widening

and shift to higher frequency regions is observed which shows the presence of an electrical relaxation phenomenon.
Moreover, the impedance curves at all temperatures were combined at higher frequency due to a decrease in space charge
polarization [10].

Figure 3. Real term of impedance against frequency Figure 4. Imaginary term of impedance against frequency

Fig. 5 shows the Nyquist plots for the grown KHS crystal between Z'and Z" of impedance at various temperatures.
The existence of a single semicircular arc and spike suggests that the material's electrical characteristics are mostly
attributable to bulk and grain boundary influences [11]. Table 2 shows the bulk resistance R, as well as the grain

boundary resistance Ry, of the sample derived from the plot. The data clearly shows that when the temperature rises, Ry,
and R, decreases. Furthermore, this finding supports the insulating nature of KHS sample. Moreover the conductivity

of the KHS crystal presented in table 2 was estimated using the formula [12] o =d /AR, , where A is the area of the

face of the crystal in contact with the electrode and d is the thickness of the KHS crystal. The low conductivity of grown
KHS crystal supports its quality of dielectric material.

Figure 5. Nyquist plot for KHS crystal

Table 2. Bulk resistance, grain boundary resistance and DC conductivity values of the KHS crystal

Temperature (°C) Bulk resistance R, Grain boundary resistance Ry, DC conductiyity
(ohm) (ohm) (ohm m)
30 4.40 x 108 2.63 x 108 2.49 x 106
50 4.00 x 10° 1.90 x 105 2.74x 10°
70 1.90 x 10° 1.02 x 105 5.76 x 105
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Thermal studies

The thermal feature of KHS crystal was investigated using the Perkin EImer STA 600 TG-DTA instrument in the
temperature range of 40-730 °C. In a nitrogen environment, the experiment was performed at a pace of 10 °C per minute.
Fig. 6 shows the TGA and DTA graph of the KHS crystal. At the beginning of experiment, mass of the sample was 19.90
mg and it had a mass of 14.4 mg at the end. The slight weight loss in the TGA curve over the temperature range 40-50 °C
is attributed to the removal of adsorbed water molecules by the sample from the atmosphere. Chemical dehydration is
responsible for the endothermic peak at 195°C. And the peak in the DTA curve at 210°C, which corresponds to the weight
loss in the TGA curve, indicates simultaneous melting and disintegration of the KHS crystal. The wide peak after the
disintegration point is due to the evaporation of gaseous materials [13-15]. Thermal stability of the grown KHS crystal
ascertains that they may be used at higher temperatures [16]. The result indicates that 72% of the sample retained even at
720°C. Hence the sample has an imperative quality for device manufacturing.

Figure 6. TG/DTA curves for KHS sample

Electronic polarizability of KHS crystal
The tendency of a charge distribution to be deformed from its usual shape when an electric field is applied to a sample
consisting of atoms or molecules is known as electronic polarizability. The estimation of electronic polarizability relies upon
certain solid state parameters such as plasma energy of valence electron (Ev ) , Fermi energy (EF ) and Penn gap energy (E b )

. The value of E, is estimated from the following equation

E, =288(z'x p)/M]"

where Z' is the number of valence electrons of KHS molecule, p is the density of the crystal and M is the molecular
weight of KHS crystal. Here M =136.17 g mol?, p=2.313 g/cc, Z'= 32.
Penn gap energy or average energy gap can be estimated using the dielectric constant [17] from the relationship

E, = E\,(‘e'—l)_]/2 where ¢' is the dielectric permittivity, often known as the dielectric constant, has a value of 4.5 at

1 MHz [18]. Fermi energy is the kinetic energy of particles in their most occupied state, and it may be calculated
theoretically using the equation Ep =0.2948 x E;‘/3 . Table 3 shows the calculated values of E, , E, , and E for the

KHS crystal.
The electronic polarizability (a) of KHS crystal may be determined using the Penn analysis from the relationship

o = |E2s)/(E,S +3E2 |x(M/p)x 0.369x 102

where S =1- (Ep JAEg )+ ]/3(E o /4EE )2 is a specific constant of the material [19, 20]. The electronic polarizability of

the KHS crystal is determined to be 2.196 x 10-% ¢cm? using Penn analysis.
The value of « of KHS crystal may also be computed using the Clausius-Mossotti relation given below

a = (3M/4mNp)|(e'-1)/(z"+2)]

where N is the Avogadro’s number [21] and the estimated value of electronic polarizability is 1.256 x 1023 ¢cmd. The
results show that the electronic polarizability of KHS crystal determined using both techniques is almost identical.
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Table 3. Values of E, , Ep ,and Ep for KHS crystal

Energy parameters Values (eV)
Plasma energy (Ev ) 21.233
Penn gap energy (Ep) 11.350
Fermi energy (EF) 17.315

Experimental determination of density of crystal
Flotation method was employed to estimate the density of the KHS crystal. A tiny part of crystal was submerged in
the mixture of liquid bromoform and carbon tetra chloride in a specific gravity container. When the sample was in the
condition of mechanical equilibrium, the density of both the crystal and the combination of liquids would be equivalent.
Then using the following relation density can be estimated

p =g —wy )/(w, —w)

where w, represents the weight of a specific gravity bottle, w, and w; represents the weight of a specific gravity bottle

filled with water and the solution mixture respectively. The experimentally estimated density of KHS crystal is 2.325
g/cc, which is nearly identical to the density of KHS crystal, determined using the XRD technique [22].

Kurtz-Perry powder technique for SHG

The Kurtz and Perry approach was used to determine the second harmonic generation (SHG) efficiency of the
powdered form of the grown KHS crystal [23]. Nd: YAG laser beam (A = 1064 nm) of very high intensity with a pulse
length of about 6 ns was incident over the prepared material. The reference sample in this experiment was KDP. The
grown crystal was crushed into a powder with a grain size of 300-350 m and the SHG was measured. It is noticed that no
green radiation is emitted during the experiment. However, at an input energy of 0.70 J, the typical KDP sample produced
green radiation with a SHG signal of 8.90 mJ. From the SHG analysis it is observed that the magnitude of SHG for the
KHS sample is zero and is attributed to the centrosymmetric nature of the grown crystal. Third order NLO property (Z-
scan) analysis of KHS sample is in progress.

Hirshfeld surface analysis
The Crystal Explorer 17.5 programme was used to analyze Hirshfeld surfaces and generate the corresponding 2D
fingerprint plots for the KHS crystal. The intercontacts in the KHS crystal were seen utilizing the normalized contact
distance d ., , distance between Hirshfeld surface and the closest atom inside the surface d; and distance between

Hirshfeld surface and the closest atom outside the surface d, maps on the Hirshfeld surface displayed in Fig. 7.

a) b)

c) d)
Figure 7. The Hirshfeld surface of the compound mapped with a) d,,,, b) d; c¢) dg d) shape index
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The surfaces were made transparent so that molecules and the crystals interacting environment could be seen clearly.
The colors red, white and blue in the d,,, mapped Hirshfeld surface show that the interatomic contacts [24-26] are

shorter longer, Van der Waals separated and longer respectively. The bright red zone in the d,,,, mapping shows the

presence of hydrogen bond interactions (S-HO) in the Hirshfeld surface of the investigated crystal. The shape index
elucidates molecular packing in more depth. The donor of an intermolecular interaction is represented by the blue bump-
shape with a shape-index greater than 1, while the acceptor is represented by the red hollow with a shape-index less
than 1. The hydrogen-donor and hydrogen-acceptor groups were represented by the blue and red areas on the shape-index
map of KHS crystal displayed in Fig. 7 d). Fig 8 shows a 2D fingerprint plot depiction of a Hirshfeld surface. With 46.7
percent of the Hirshfeld surface of the title molecule, the K...O intercontact makes a significant contribution. Other
intercontacts discovered in the Hirshfeld surface of the investigated compound include O...0 (27.9%) and S...O (25.4%).

a) b)

c) d)
Figure 8. a) title compound b) K..O c) O..0 d) S..O interactions and their contribution to the Hirshfeld surface

CONCLUSION

High optical quality single crystals of KHS were grown by slow evaporation technique. The crystal structure and
space group of grown KHS crystal were determined by XRD technique. The photoluminescence feature of the grown
crystal indicates that it is appropriate for the photonic devices manufacturing. The electrical properties have been studied
using impedance spectroscopic technique and can be used as a tool to identify the good quality dielectric crystal. Thermal
steadiness and decomposition point were found by TGA/DTA analysis and it suggests that the sample can be employed
for device fabrication. The solid state electronic parameters and the electronic polarizability of KHS crystal were
calculated. And the SHG analysis divulges that the KHS crystal is centrosymmetric. The percentages of the intermolecular
interactions of the grown sample are revealed using 3D Hirshfeld surface analysis and 2D fingerprint plots.
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BucokosikicHi MoHOKpucTanu Oicyibdary kamito (KHS) Oymu BHpolueHi METOZOM MOBIJIFHOIO BHIIAPOBYBAHHS INpPH KiMHATHIH
Temneparypi. Beranosneno, mo kpucran KHS kpucraizyerscss B poMOiuHiil KpucTasigHii CTpyKTypi 3 pocTopoBoro rpymoro Phca.
IpoanasnizoBaHo MOBEAIHKY (OTOMOMIHECHCHIIIT KpHCTana y BUANMIil obmacti. Lle mocmmipKeHHs mokas3aso, 10 BUPOIICHHH KPHUCTal
KHS wmae iaTeHcHBHMIA cuHil mik emicii mpu 490 HM. i1 DOCTIHKEHHS YaCTOTHO-3aJISKHHUX EIEKTPUYHHUX XapaKTEPHCTHK MPHU Pi3HUX
TeMIIepaTypax IIPOBOIHIIN aHANI3 IMIIeIaHCy. 3 TOCIIPKEHb iMITeJaHCy OyJIH BUSBIICHI BETUIHHH 00’ EMHOTO OTIOPY, ONOPY MEX3EPEHHUX
MEX 1 HPOBIMHOCTI MO TOCTiHOMY cTpyMmy BupoiueHoro kpucrana. Kpucran KHS 6ye mimmanuit TGA/DTA, i pesynbratu Gyin
JociipKkeHi. BusHaueHo Taki enekTpu4Hi mapameTpH, sk eHepris @epwmi Ta cepenHs eHeprernyHa inupuHa kpucrana KHS. Onineni
3HAYEHHS BAKOPUCTOBYIOTHCS [UTS OL[IHKH €IEKTPOHHOT MOJISIpU3y€eMOCTi. MbKMOJIEKYJIIpHI B3aeMoii Oy nepeadateHi 3a J0HoMOror
anaizy noepxHi ['iptudernsa. Lleit anasmi3 nokasas, 110 HaiOUIBIINM BHECKOM Y KPHCTaJi4uHy CTPYKTYpy Oyia B3aemois K---O (46,7%).
JBoBuMipHa niarpama BiZOWTKIB Hagae BiJICOTKOBHI BHECOK KOXKHOI B3aemomii atoma 3 aromoM. Ockinbku Marepian KHS €
LEHTPOCUMETPHYHUM KPUCTAIIOM, HOTO MOYKHA BUKOPHCTOBYBATH JUIsl HEMIHIHHO-ONTHYHKX 10/1aTKiB TpeThoro nopsaxy (NLO).
KurouoBi cioBa: HeopraHiunuit Kpucrai; 3pocranHs po3uuHy; XRD; doromominecuenuis; imnenanc; TGA/DTA, enexTpoHHa
nosspusyemictb; 3-D noepxus [Nipmdensbaa.
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Accumulation of carbon dioxide in the Earth's atmosphere leads to an increase in the greenhouse effect and, as a consequence, to
significant climate change. Thus, the demand to develop effective technologies of carbon dioxide conversion grows year to year.
Additional reason for research in this direction is the intention of Mars exploration, since 96% of the Martian atmosphere is just
carbon dioxide, which can be a source of oxygen, rocket fuel, and raw materials for further chemical utilization. In the present paper,
the plasma conversion of carbon dioxide have been studied in the dc glow discharge at the gas pressure of 5 Torr in a chamber with
distributed gas injection and evacuation from the same side for the case of narrow interelectrode gap. The conversion coefficient and
the energy efficiency of the conversion were determined using mass spectrometry of the exhaust gas mixture in dependence on CO2
flow rate and the discharge current and voltage. Maximum conversion rate was up to 78% while the energy efficiency of the
conversion was always less than 2%. It was found that the discharge at this pressure can operate in normal and abnormal modes and
the transition between the modes corresponds just to the maximum value of the conversion coefficient for a given gas flow. It was
shown that even in anomalous regime, when the cathode is completely covered by the discharge, the discharge contraction occurs in
whole range of parameters studied. The anode glow and the plasma column outside the cathode layer occupy the central part of the
discharge only that reduces the conversion efficiency. Optical emission spectra from the carbon dioxide plasma were measured in the
range of 200-1000 nm, which allowed to make a conclusion that the Oxygen atom emission is mostly origins from the exited atoms
appearing after dissociation rather than after electron impact excitation.

Keywords: carbon dioxide, plasma conversion, dc glow discharge

PACS: 52.80.Hc

In recent years, the processes of conversion of carbon dioxide (CO) have attracted considerable attention of
researchers [1-3] due to at least two reasons. First, the accumulation of CO; in the Earth's atmosphere leads to an
increase in the greenhouse effect and, as a consequence, to significant climate change. The main source of carbon
dioxide emission into the atmosphere is energy enterprises that burn fossil fuels and organic materials. In order to
reduce the concentration of CO; in the atmosphere, it is necessary both to reduce its emission by various sources and to
develop effective methods for its utilization. Secondly, humanity plans to explore Mars and other planets and satellites
of the solar system. However, 96% of the Martian atmosphere is CO; [3]. Under such conditions, it is possible to
convert carbon dioxide molecules into carbon monoxide CO and oxygen O.. In this case, carbon monoxide CO can be a
raw material for further chemical utilization, and the CO/O, mixture has proven itself as a rocket fuel [3].

Plasma methods are among the most efficient for CO, conversion. Detailed studies were carried out with dielectric
barrier discharges [4-6], gliding arc [7-9] and microwave [10-13] discharges. There are also a small number of studies
on CO; conversion in nanosecond pulse discharge [14], corona [15, 16], glow [17-19], radiofrequency CCP [20, 21],
capillary [22] and other types of discharges [23, 24]. Recently, a number of review papers have appeared (see for
example [1, 2]), where the advantages and disadvantages of various methods of CO, conversion are analyzed in detail
as well as applicability of various types of gas discharges for this process.

All plasma methods investigated to date can be divided into three different groups. Discharges of the first group
(dielectric barrier, glow, microwave discharges, radiofrequency CCP, ICP [23]) allow to obtain high conversion
coefficients (the ratio of the number of converted molecules to the initial number of CO, molecules entering the plasma
volume) of more than 50%, but at the same time the energy efficiency of the conversion (the fraction of the discharge
power spent specifically for the conversion of CO, molecules) is of the order of 1-10% and lower. The second group of
discharges (gliding arcs) gives the opposite results — the energy efficiency of the conversion can exceed 50%, but the
conversion rate is usually small and comparable to 10%. In the discharges of the third group (nanosecond pulse, corona,
pulsed corona discharges [25]), both the conversion rate (less than 30%) and the energy efficiency of the conversion
(less than 10%) are quite low. Obviously, these three groups can hardly be called effective for an economically viable
production process for the conversion of carbon dioxide. Therefore, additional searches for optimal plasma technologies
are needed. To do this, it is necessary to find out what types of discharges and chamber geometries will allow one to
simultaneously obtain high values of both the conversion rate and the energy efficiency of the conversion.

In our recent work [19], the process of CO. conversion in DC discharge performed in the device possessing the
distributed same-side gas supply and pumping for the distance between the electrodes of 60 mm was already
investigated. In that work, the conversion rate reached 70%, but the energy efficiency of the conversion remained low
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and usually did not exceed 1-3%. The reason for this was revealed in [26], where it was shown using the COMSOL
software that with the large gap between the electrodes (as was the case in [19]), gas molecules between entering the
discharge chamber and exit into the pumping system spend longer time in the discharge chamber than is necessary for
their effective conversion in plasma that leads to excessive power loss. Therefore, in this work, we investigated the CO,
conversion process for lower distance between the electrodes (11 mm).

EXPERIMENTAL
For the experiments, a discharge chamber was used, in which the CO, feeding and reaction products evacuation
are performed through the same electrode (shower-like electrode, see photo in Fig. 1). This electrode had 265 holes
evenly distributed over its surface. The inlet and outlet holes are located on a regular hexagonal grid with a step of 5
mm along the diagonals. This electrode was grounded to prevent parasitic discharges in the holes and in the pipes
connected to it. The second, solid electrode was supplied with a positive voltage from the DC power supply; therefore,
it was the anode. The electrodes were made of stainless steel.

Figure 1. Photo of shower-like electrode

Turbomolecular and rotary vane pumps were used to evacuate the vacuum chamber. The electrodes described
above were external, a section of a quartz tube with an inner diameter of 93 mm was sealed between the electrodes
spaced by 11 mm gap. Note that in narrower gaps the ignition of the discharge will be difficult, since the breakdown
curves are shifted to the range of high gas pressures [27, 28]. The experiments were carried out at carbon dioxide
pressure of 5 Torr. To measure the gas pressure, a Baratron 627 capacitive manometer (MKS Instruments) with a
maximum measured value of 10 Torr was used. The carbon dioxide flux Q varied from 1 sccm to 200 sccm using a
mass-flow controller.

The CO; conversion rate can be estimated using mass spectrometry of the exhaust gas. The gas mixture leaving
the discharge chamber consists mainly of CO,, CO, O and O,. Using a thin capillary with inner diameter of 1 mm, the
analyzed portion of gas was taken from the pumping system near the outlet of the discharge chamber and fed through a
valve into the ROMS-4 mass spectrometer pumped by separate ion pump. Note that oxygen atoms recombine on the
walls of the capillary with the formation of O, molecules. The ion peak in the mass spectrum corresponding to the 16th
mass (O*) origins from O, molecules dissociation in the mass spectrometer ionizer. Therefore, we analyzed the peaks of
M =28 (CO"), M = 32 (O;*) and M =44 (CO;*) mass. Before each experiment, the mass spectrum of the residual gas in
the mass spectrometer was measured and then subtracted from the obtained mass spectra of the analyzed gas mixture.

The optical emission of the discharge was measured by optical emission spectroscopy. The optical fiber was in a
fixed position 5 mm from the grounded cathode electrode (almost in the center of the gap between the electrodes) and
supplied the collected discharge radiation to the Horiba iHR-320 optical spectrometer. This spectrometer has a
diffraction grating of 1800 lines/mm allowing spectrum measurement in wide wavelength range (200-1000 nm), with
high resolution (better then 1 A).

Note that the following three parameters are used to characterize the process of carbon dioxide conversion:
specific energy input (SEI), absolute conversion coefficient y and energy efficiency of the process n. Specific energy
input is the ratio of the power supplied to the discharge to the value of the gas flow:

P[kw ]
d -
d—T[L-mln 1}
6.24-10% [ev -kJ ’1]~24.5[L-mol’1J
6.022.10% [morl]

SEI [J -cm‘3] = -60[s-min‘1]x

where P is the power, dm/dt is the gas flow rate. The absolute conversion rate is the ratio of the number of CO,
molecules that have been converted as the gas passes through the plasma volume to their initial number:
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where Nin and Noy: are CO; fluxes entering and pumping out of the chamber, respectively. Energy efficiency compares
the energy consumption of a given conversion technique with the standard enthalpy of the process:

AR
7= g
where AH =2.93 eV per molecule.

Thus, SEI, conversion coefficient ¢ and energy efficiency n can be determined if the concentration of CO,
molecules without plasma and with a burning discharge were measured using a mass spectrometer, while
simultaneously registering the power P deposited into the plasma and gas flow Q fed into the chamber. This technique
is described in detail in [23, 24].

EXPERIMENTAL RESULTS
Let us consider our results obtained for a carbon dioxide pressure of 5 Torr. This pressure is interesting because
the average atmospheric pressure of Mars is close to this value, therefore, a significant part of the experiments of other
authors on the conversion of CO- were carried out precisely for this pressure.
Figure 2 shows a photograph of the discharge with current of 100 mA for the considered CO, pressure. At a lower
current the normal mode is observed where the discharge covers only a part of the cathode surface.

Figure 2. Photo of the discharge at CO2 pressure of 5 Torr, gas flow rate of 2 sccm, and discharge current of 100 mA.

In this case, an increase in the current (until the moment of complete coverage of the entire cathode by the
discharge) occurs at a constant or even decreasing voltage across the electrodes [29]. Figure 3 shows that the current-
voltage characteristics of the discharge have two branches: falling (the current decreases with increasing voltage) and
growing (current and voltage increase simultaneously).

5 Torr I
ol
4001 a - —@— Current
< 300t —O— Power
";’ 200+ L
o
o 100t
<“ 1 1
E_ 400 450 500 400 420 440 460
< 500f 500
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Figure 3. Dependences of the current and the power supplied to the discharge on the applied voltage at various gas flow rates (2
sccm, 5 scem, 20 scem and 200 sccm).

The falling branch belongs to the normal mode. The growing branch describes an anomalous regime in which the
cathode surface is already completely covered by the discharge, and to further increase the current, it is necessary to
increase the voltage across the cathode layer (and over the entire discharge gap) to enhance the ionization production of
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charged particles. The values of the power supplied to the discharge presented in Fig. 3 will be used below to determine
the SEI and the energy efficiency n of the process.
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Figure 4. Dependence of the voltage across the electrodes and the Figure 5. Optical emission spectrum measured at carbon
power applied to the discharge on the gas flow Q at the pressure of 5 dioxide pressure of 5 Torr, flow rate of 5 sccm, and
Torr and the current of 300 mA discharge current of 300 mA.

Note that even when the discharge completely covers the cathode surface the glow occupies only a part of the
anode area. If the distance between the electrodes is increased, then, starting from the anode, with a sufficiently large
gap, a contracted positive column is formed, which occupies only a part of the cross section of the discharge tube. The
photograph of the discharge shown in Fig. 2 shows that the cathode layer (which is practically invisible) and the
negative glow jointly extend only 2—-3 mm from the cathode surface. Deceleration of the bulk of fast electrons (born and
accelerated in the strong electric field of the cathode layer) occurs just in the negative glow. The negative glow
transforms into the dark Faraday space and then, in the region of the plasma column, into the anode glow. However,
outside this column, a significant part of the discharge volume is occupied by decaying plasma with low density of
charged particles. Therefore, as will be shown below, at a carbon dioxide pressure of 5 Torr, the energy efficiency of
the conversion is low.

Figure 4 shows that with an increase in the carbon dioxide flux Q both the voltage between the electrodes and the
power applied to the discharge first decrease, reach a minimum at a flux of about 2.5-3 sccm, and then increase. The
discharge current during this experiment was kept constant.

The optical emission spectrum of the discharge (see Fig. 5) consists of lines of atomic oxygen O (777 nm, 844 nm
and 926 nm), as well as a large number of bands of CO molecules (they mainly relate to the Angstrom system, the
B > — A transition from the second to the first state of electronic excitation of the molecule).

5 Torr, 300 mA

—e—337.CO2
—4—519.CO
—v—777.0

Intensity, counts

10" el
1 10 100
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Figure 6. Dependences of the intensities of emission lines for coz (337 nm), CO (519 nm) and O (777 nm) on
the gas flow rate at pressure of 5 Torr and discharge current of 300 mA.

In addition, there are weak lines of O, (Schumann-Runge system, B3 — X 3%), CO* ("comet tail" system,
A1 — 23 transition from the first excited electronic state to the ground state). The glow of CO, molecules is
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represented by a weak line with a wavelength of 337 nm. Note that the luminescence of atomic oxygen can be caused
both by the dissociation process itself (in this case, the CO, molecule decays into CO in the ground state and into an
excited O atom [1, 2]), and by the excitation of oxygen atoms by subsequent electron impacts. That is why the
intensities of the lines of atomic oxygen are so high in comparison with the lines of CO molecules. Moreover, the
intensities of the CO, CO; and O lines (which are excited only by electron impact) are usually tens of times lower than
the intensities of the atomic oxygen lines. Thus, we suppose that the glow of oxygen atoms at wavelengths of 777 nm
and 844 nm is almost completely associated with the process of dissociation of CO, molecules.

The difference in the mechanisms of excitation of CO molecules and O atoms is clearly seen in Fig. 6, which
shows the dependences of the intensities of the emission lines of CO,, CO and O on the gas flow rate.

It follows from the figure that the emission intensity of carbon dioxide molecules first decreases with the gas flow
rate increase, reaches a minimum, and then increases. The opposite behavior is shown by the intensity of the lines of
oxygen atoms, first increasing with the flow rate increase, then reaching a maximum, and finally decreasing. This
behavior of the CO, and O lines can be explained by the assumption that at low gas flow rates (Q ~ 1 sccm) carbon
dioxide molecules have time not only to be converted into CO and O, but also to partially recombine back into CO;
molecules. With the flow rate increase, the residence time of molecules in the discharge chamber decreases, the process
of CO and O recombination in CO; plays a lesser role, thus, the CO, concentration decreases, and the concentration of
oxygen atoms increases. At higher flows (Q > 10 sccm), the gas is removed from the discharge without having time to
be converted. However, the intensity of the CO line decreases monotonically with increasing gas flow, without reaching
any extrema. Therefore, a clear correlation between the behavior of the CO, and O intensities is associated with the fact
that the loss of CO, molecules during dissociation is accompanied by the appearance of excited O atoms. But CO
molecules emit light only after they experience inelastic collisions with electrons after the conversion. Consequently,
the intensity of their luminescence decreases with an increase in the gas flow due to the intensification of their removal
from the discharge chamber.

- Now let us consider the mass spectra of
3 Without discharge I CO2 the exhaust gas mixture (see Fig. 7). The
B mass spectrum of the gas leaving the
- chamber without discharge should only
6 consist of CO,* (M =44). The CO* peak
(M =28) and a weak O;* peak (M = 32) are
observed, which are formed inside the mass
4 spectrometer as a result of CO; dissociation
I and subsequent ionization of its products.
CcO The appearance of plasma in the chamber
2 - leads to a significant decrease in the CO,*
L peak and a simultaneous increase of CO* and
- 02" peaks.
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were determined. Fig. 8 shows the
z/IM. a.m.u. dependences of the intensities of these peaks
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- CO With discharge peak are observed at low gas flows, and with
increasing Q the CO;* peak grows. This
300 mA, 5 sccm indicates that an increase in gas flow leads to
the fact that more and more carbon dioxide
- molecules are removed from the discharge
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are shown in Fig. 9. It can be seen from the

zIM, a.m.u. figure that at low gas flows the conversion

coefficient reaches 78%, but with an increase

Figure 7. Mass spectra of the gas mixture leaving the dischargeonand 1IN Q  the  conversion  coefficient

off. The gas flow rate is 5 sccm. The discharge current is 300 mA. monotonically decreases down to 23% at
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Q =100 sccm due to a decrease in the residence time of CO, molecules in the discharge. The energy efficiency of
conversion r at low flow rates is quite low and amounts to only 0.07%, but at high flows it reaches 1.6%.
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Figure 8. Dependences of the peak intensities in the mass Figure 9. Dependences of the conversion coefficient x and the
spectra of the gas mixture leaving the discharge chamber into the energy efficiency of the conversion n on the gas flow
pumping system on the gas flow at the gas pressure of 5 Torr and at pressure of 5 Torr and discharge current of 300 mA.

discharge current of 300 mA.

Since the specific energy input SEI is inversely proportional to the gas flow, the dependences of ¢ and n on the
gas flow rate shown in Fig. 9 are mirrored when plotting them as a function of SEI (see Fig. 10). That is, the
low Q range corresponds to high SEI values. Conversely, at high gas flows the SEI becomes small. It should be kept in
mind that SEI is proportional to the power input into the discharge, which depends on the gas flow (see Fig. 4).
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Figure 10. Dependences of the conversion coefficient y and the energy efficiency of conversion n on SEI
at the pressure of 5 Torr and the discharge current of 300 mA.

A convenient tool for comparison of carbon dioxide conversion processes under various conditions (types of
discharges, ranges of gas pressure, current, gas flow, etc.) is the dependence of n on . Such dependence at fixed pressure
and discharge current, but different gas flow rates, is shown in Fig. 11. From the economical point of view, the most
optimal case is when both n and y are close to 100%. However, at present, such a technology for the conversion of carbon
dioxide has not yet been developed, as we mentioned in the Introduction. It follows from Figure 11 that higher values of
the energy efficiency r are observed at low values of the conversion coefficient . An increase in y is accompanied by a
rapid decrease in energy efficiency. Under the conditions of our experiments, it was possible to achieve the maximum
conversion rate y = 78%, but at the same time the energy efficiency of the conversion is approximately equal to 0.07%.

A similar dependence of n on y at the 5 Torr pressure with various flow rates is shown in Fig. 12. To obtain these
dependences, the current varied from the minimum value at which it was possible to maintain a stable discharge burning
(several milliamperes) to 500 mA. Recall that at low currents, the glow discharge burns in the normal mode, covering
only a part of the cathode surface. The complete filling of the cathode with a discharge is observed at approximately a
current of 100-200 mA (which depends on the gas flow). From Fig. 12 it can be seen that for a flow of Q =1 sccm, the
dependence of n on y has two branches: an upper (corresponding to low currents) and a lower (high-current branch).
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The transition from the upper to the lower branch occurs at the maximum value of the conversion coefficient y for a
given gas flow. The more the gas flow was, the less pronounced the lower branch was. In this case, the use of higher gas
flows led to an increase in the energy efficiency of the conversion n. At a flow rate of Q =25 sccm, it was possible to
simultaneously achieve the values x > 50% and n ~ 1 %; moreover, the value of the energy efficiency n changed little
over a wide range of values of the discharge current. Note that the presented results on the conversion efficiency are
generally close to the same results of the paper [19] with wider discharge gap.
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Figure 11. Relation between the energy efficiency of conversion Figure 12. Dependence of the energy efficiency of conversion
7 and the conversion coefficient y at a pressure of 5 Torr and a 1 on the conversion coefficient y at the 5 Torr pressure with
discharge current of 300 mA. various gas flow rates
CONCLUSION

In the present research, we have studied the conversion of carbon dioxide in the dc glow discharge at the gas
pressure of 5 Torr in a chamber with distributed gas injection and evacuation from the same side for the case of narrow
interelectrode gap. The conversion coefficient y and the energy efficiency of the conversion n were determined using
mass spectrometry of the exhaust gas mixture in dependence on CO, flow rate and the discharge current and voltage.
Under the conditions of our experiments, it was possible to achieve the maximum conversion rate y = 78%, but the
energy efficiency of the conversion was always less then 2%. Optical emission spectra from the carbon dioxide plasma
were measured in the range of 200-1000 nm, which allowed to make a conclusion that the oxygen atom emission is
mostly origins from the excited atoms appearing after dissociation rather than after electron impact excitation.

It is shown that at the studied pressure the discharge can operate in two different modes. At low discharge current
the normal mode reveals where the discharge covers only a part of the cathode. At higher currents the anomalous
regime appears, in which the cathode surface is already completely covered by the discharge, and to further increase the
current, it is necessary to increase the discharge voltage. We have found that the transition between the modes occurs
just at the maximum value of the conversion coefficient y for a given gas flow. The use of higher gas flows led to an
increase in the energy efficiency of the conversion . At a flow rate of Q = 25 sccm, it was possible to simultaneously
achieve the values y > 50% and n = 1 %.

It was found that even in anomalous regime, when the cathode is completely covered by the discharge, the
discharge contraction occurs in whole range of parameters studied. The plasma column outside the cathode layer and
the anode glow occupy the central part of the discharge only. Outside this column, in a significant part of the discharge
volume only low density decaying plasma is present that reduces the energy efficiency of the conversion.
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IJIASMOBA KOHBEPCIS CO: ¥V TJIIIOUOMY PO3PAII HOCTIMHOIO CTPYMY 3 PO3HOAITEHAM
HAITYCKOM TA BIIKAUYBAHHSIM I'A3Y
B.A. JlicoBebkuii, C.B. Ayain, ILIL IlnaTonos, B./l. €Eropenkon
Xapxiscorui nayionanvhuil ynisepcumem imeni B.H. Kapasina, matioan Ceo6oou 4, Xapxis, 61022, Vrpaina

HaxomuaeHHs ByTJIeKUCTIOrO ra3y B aTMocdepi 3eMiti pU3BOAUTE 10 MTOCHICHHS MApHUKOBOTO e(eKTy i, K HACTIJOK, 10 3HAYHOI
3MiHM KiiMary. TakuM YHHOM, MOMUT Ha PO3pOOKY €PEeKTHBHHX TEXHOJIOTiH KOHBEpCii BYTJIEKHUCIOrO rasy 3 KOXKHHM POKOM
3pocrae. JIomaTKOBHM IPHBOJOM JUISl TOCHIIKEHb y -bOMY HANpPSMKy € HaMmip JociikeHHs Mapca, ockinsku 96% mapciaHchKol
aTMocdepr — 11 BYIJICKUCIHUIA ra3, sIKHil MOXe OyTH JUKEpEIoM KHCHIO, PAaKETHOTO MakBa Ta CHPOBHHU JUIS HOJAJIbIIOI XiMiYHOI
yTiiizanii. Y i poGoTi JOCHiPKEHO MIa3MOBa KOHBEPCis BYTJICKHCIIOrO Ta3y B TIIIFOYOMY PO3PSIi MOCTIHHOTO CTPyMy MPHU THUCKY
razy 5 Topp B kamepi 3 pO3MOJIJICHUM HaITyCKOM Ta BiJIkauyBaHHSM ra3y 3 OJHOTO OOKy JJIs BUIAJKY BY3bKOTO MDXKEIEKTPOIHOTO
npoMikky. KoediuieHT KoHBepcil Ta 11 eHeproeeKTHBHICTh BU3HAYAIM 32 JIOIIOMOIOI0 Mac-CIIEKTPOMETPil CyMillli BUXJIOMHUX ra3iB
3anexxHo Bif motoky CO2 Ta cTtpyMy Ta Hampyru pospsay. MakcumanbHuii koediuieHT koHBepcii cranoBuB no 78%, Toni sk
eHeproeheKTUBHICTh KOHBepcii 3aBxkau Oyna MeHma 3a 2%. BcTaHoBIeHO, MO po3psax MpH LHBOMY THCKY MOXKE ICHYyBaTh B
HOpPMAaJIbHOMY 1 aHOMAaJbHOMY PEKMMax, a Mepexifi MiX peKHMaMd BiAMOBINAE SKpa3 MaKCHMalbHOMY 3HAUEHHIO KoedimieHTa
KOHBepcil Juisi JaHOTO MOTOKY rasy. IToka3aHo, II0 HaBiTh B aHOMAJIbHOMY PEXHMi, KOJM KaTOJ IOBHICTIO MOKPUTHH PO3PSIOM,
KOHTpAKIis po3psiy BiOyBaeThCs B YChOMY Mialla30Hi JOCHIIKYBaHUX IapamMeTpiB. AHOJHE CBITIHHS 1 CTOBH IDIa3MH I03a
KaTOJAHMM IIapOM 3afiMarOTh JIMIIE LIEHTPAJbHY YaCTHHY pO3psAy, L0 3HIKYe e(EeKTHBHICTH KOHBepcCii. BUMIpsSHO crekTpu
OINITHYHOTO BHIIPOMIHIOBAaHHS 3 IUIA3MM ByrJiekucioro razy B miamasoni 200-1000 HM, mo mo3BOJIMIIO 3pOOWTH BHCHOBOK, IO
BUNpPOMiHIOBaHHs aToMa OKCUreHy 3/1e01bIIoro Big0yBaeThCs Bijl 30yIKEHUX aTOMIB, SIKi BAHHKAIOTH ITICIsI JUcoLianii, a He micys
30y/UKCHHS €JIEKTPOHHUM YIapOM.

Ku1r040Bi c10Ba: BYTTIeKUCTHIA Ta3, IIa3MOBa KOHBEPCIs, TIIOUNI PO3PSII MMOCTIHHOTO CTPyMY
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We review the current status of the development of sources of epithermal neutrons sources based on reactors and accelerators for
boron neutron capture therapy (BNCT), a promising method of malignant tumor treatment. The scheme is proposed of the source
prototype for the production of thermal and epithermal neutrons using the delayed neutrons generated with help of linear electron
accelerator at the target containing the fissile material. The results of an experiment are presented in which the half-life curves of
radioactive nuclei formed during fission and emitting delayed neutrons are measured. It is shown that an activated target containing
fissile material is a compact small-sized source of delayed neutrons. It can be delivered to the shaper, where, using a moderator, an
absorber, and a collimator, neutrons of thermal or epithermal energies are formed over a certain period of time, after which this target
is sent to the activator, and another target comes in its place. Thus, a pulsed neutron flux is formed. Such a neutron beam can be used
in nuclear medicine, in particular, in neutron capture therapy in the treatment of cancer. An important task in the implementation of
neutron capture therapy, when irradiating patients, is to control both the intensity and the energy spectrum of the neutron flux. To
solve this problem, an earlier developed activation-type neutron ball spectrometer can be used, which will allow optimization of
various parameters of the shaper, collimator and filters in order to obtain the most powerful neutron fluxes.

Keywords: nuclear medicine, delayed neutrons, thermal neutrons, linear accelerator, neutron source
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CONCEPT OF NEUTRON CAPTURE THERAPY

Treatment of tumor by means of neutron capture therapy requires formatted beams of thermal or epithermal
neutrons with the flux density (2-3) 10° neutron/(cm? s), which can be generated at different devices, namely, reactors
and charged particle accelerators. The essence of the method consists in preliminary injection to the patient of
medication containing 1°B or *>’Gd which are accumulated predominantly in the tumor.

When thermal or epithermal neutrons interact with the these elements reaction products are obtained. E.g., stable
isotope 1B transforms after absorbing the neutron into the excited nucleus B which decays within 10712 seconds into
the kernel "Li and -particle having large energy (about 2 MeV). These charged particles are quickly slowed down within
the cancer cell. 80 % of the energy is released in the same cell which contained the Boron kernel what leads to the
distraction of this cell.

Up to now, nuclear reactor were the most convenient sources of thermal or epithermal neutrons for neutron
capture therapy [1-5]. In such an installation, patient is located in a special box behind the biological protection which
has a neutron channel for the output of the formatted beam of thermal or epithermal neutrons to the distances up to
3-5m. This is due to the fact that neutron flux density is decreasing inversely with the square of distance, and this
density at larger distances is not sufficient for the irradiation of the patient despite the high neutron flux in the active
zone which is of the order of 1014-10% neutrons/cm?. Unfortunately such installations cannot be used directly in clinics
because this is a large scale, complex and very expensive equipment. Moreover, a trend appeared recently is to use in
clinics compact sources of thermal or epithermal neutrons. E.g., a project of 10 kW reactor device «Mars» for the
treatment of oncological deceases has been developed in Russia.

During the last decade, an increasing interest is seen to the creation of compact, relatively cheap straight flow
accelerators which are capable to generate neutrons for neutron and neutron capture therapy directly at oncological
centers [6-8]. Creation of the compact source of thermal and epithermal neutrons on the basis of linear electron
accelerator is also an actual task. For this purpose, we have performed preliminary studies of the new method of neutron
generation using a linear electron accelerator [6]. This method is based on the use of delayed fission neutrons which are
released from the activated target containing the fissile material.

The purpose of the present work is the analysis of the results obtained earlier in the studies of the method [9] of
generation of thermal and epithermal neutrons, and, based on these results, creation of the prototype of the compact
source on the basis of linear electron accelerator LINAC-300. This source can be a prototype for the full scale source of
thermal and epithermal neutrons, which can be built on the basis of existing at NSC KIPT linear accelerator with 20 kW
power in the outgoing electron beam. This allows to generate necessary neutron fluxes for the use in nuclear medicine.
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METHOD OF GENERATION OF THERMAL AND EPITHERMAL NEUTRONS USING THE LINEAR
ELECTRON ACCELERATOR
Usually generation of neutrons with help of the linear electron accelerator uses the outgoing beam with the energy

20 MeV at the target from the heavy material. In this work, it is proposed to use a target containing the fissile material
238 with 2% enrichment with 23 U and with the volume of 1 cm? located in the activator on exit from the electron
accelerator.
Activator consists of the moderator and reflector which are needed for the creation of the field of thermal neutrons.
These neutrons are produced as a result of slowing down of delayed fast neutrons appearing in process of interaction of
the electron beam with the target consisting of fissile material.

It is known that the interaction of electron beam with the target of fissile material leads to the generation of 7 -
quanta and photo-neutrons which stimulate nuclear fission reaction with formation of derbies. Photo-fission reaction
results in instantaneous as well as in delayed neutron generation. Relative contribution of delayed neutrons is 1% of all
neutrons.

Group parameters [10] of delayed neutrons in case of 2% U fission by the thermal neutrons are presented in

Table.
Group Relative contribution Half-decay period
ai + Aai Ti+ ATi

1 0.038 + 0.001 53.95 + 0.028

2 0.211 £ 0.004 22.34 £0.13

3 0.197 + 0.004 6.40 £ 0.08

4 0.396 + 0.005 2.26 £0.03

5 0.132 + 0.004 0.494 £ 0.017

6 0.026 + 0.001 0.179 £ 0.006

As seen from Table 1, half-decay periods change depending on the group from hundreds of milliseconds to
54 seconds. Note that after activation of the target containing fissile material by the electron beam and by the field of
thermal neutrons formed in the activator, target becomes a compact source of delayed neutrons. Such a target can be
transported during 1-2 s to the distance of 20-50 m from the active zone of the accelerator to the device-formator
located in a different room. It is seen from Table 1 that the main contribution to the emission of delayed neutrons is
made by groups 2,3 and 4. First group contributes less than 4% while 5 and 6 groups give practically no contribution
because of a short half-decay period as compared to the transportation time of the activated target to the formator where
it emits delayed neutrons. Device-formator consists of the moderator, reflector, filter, absorber and collimator which are
needed for the achievement of neutron beam parameters necessary for the neutron capture therapy of oncological
diseases.

Based on the above conclusions one can propose a principal scheme of the prototype of the device for the
generation of thermal or epithermal neutrons. This scheme is shown in Fig.1 where it is seen that one can use two-path
pneumatic mail connecting the activator of target and the formator of thermal and epithermal neutrons.

Figure 1. Principal scheme of the prototype of the device for the generation of thermal or epithermal neutrons

We suppose that system shown schematically in Fig.1 uses two targets. One is currently located in the activator
where it is activated by the electron beam and the other one is located in the block-formator where it emits delayed
neutrons during a certain time period. When time of presence in the formator emitting delayed neutrons is over targets
are exchanged with help of pneumatic mail. Such a procedure can be repeated as many times as needed for the
accumulation of the therapeutic dose at irradiated object. The activated target is a compact source of delayed neutrons
which can be moved during the time about 1-2 s to the formator located near the irradiated object at the distance of
20-50 m from the activator.
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In the earlier studies [9], we have measured decay curves for delayed neutrons released from the activated target
and converted by the formator into thermal and epithermal neutrons. The results of the measurements are presented in
Fig. 2.

Figure 2. Decay curve of delayed neutrons slowed down to the energies in the range from 0.5 eV to 10 keV.

After the procession of the decay curve presented in Fig. 2, the dependence of the average flux density of slowed
down neutrons at the supposed object on the emission time from the activated target in the device-formator has been
obtained. The results of data procession are presented in the form of the histogram in Fig.3.

Figure 3. Flux density of delayed neutrons as function of time of emission in the device-formator (in the logarithmic scale)

It is seen from the figure that flux density of delayed neutrons decays exponentially with emission time of delayed
neutrons by the sample activated in the device-formator. E.g., the shorter is the emission time interval the higher is the
delayed neutron flux. Thus, if two targets are used which are subsequently exchanged with help of pneumatic mail
between the activator and formator as shown in Fig.1, the procedure described above can be used for the creation of the
so called pulsed source of thermal and epithermal neutrons. Then the duration of neutron pulse will be determined by
the time of presence of the activated target in the formator, and the distance between pulses will be determined by the
transportation time of the activated target to the formator. After slowing down of delayed neutrons and their passage
through the filters, absorbers and collimator we obtain the neutron beam with necessary parameters for the neutron
capture therapy. The dose achieved will be determined by the number of pulses of thermal or epithermal neutrons. As
shown in [6], such a neutron beam can be created on the basis of a linear electron accelerator.

An important task in the implementation of neutron capture therapy, when irradiating patients, is to control both
the intensity and the energy spectrum of the neutron flux. To solve this problem, an earlier developed spherical neutron
spectrometer of activation type can be used [11]. The neutron spectrometer will also allow optimization of various
parameters of the formator, collimator and filters in order to obtain the most powerful neutron fluxes that would meet
the requirements of neutron capture therapy.

CONCLUSIONS

A scheme of the prototype of the compact neutron source has been proposed on the basis of the new method for
the generation of thermal and epithermal neutrons with help of linear electron accelerator using delayed neutrons from
the activated target containing fissile material. This prototype can be used for the development of the full-scale neutron
source for neutron and neutron capture therapy of oncological diseases.

It has been also shown that the use of the above method for the generation of thermal and epithermal neutrons
allows to create compact neutron sources on the basis of linear electron accelerators. Development of such sources
opens the prospects to place them directly at the territory of clinic, to carry out the treatment of oncological patients and
to create at operating accelerators of the radiation therapy cabinets.
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KOHIIEILISA CTBOPEHHS J)KEPEJA HEMTPOHIB JUIS SAEPHOI MEJIUIIMHHA
HA OCHOBI JIIHIHHOI'O IPUCKOPIOBAYA EJIEKTPOHIB
B.H. Kacinos, C.I1. Fokos, C.O. Kanenuk, C.C. Koueros, JILA. Cadiii, B.B. Ilsin'ko, E.B. Lsin'ko, O.0. lllonen
HHI] «Xapxiscokuii izuxo-mexuivnuii incmumym», Xapkis, Yxpaina
eyn. Akademiuna, 1, 61118, Xapkis, Ykpaina

Po3risiHyTO CydyacHMil cTaH pPO3pOOKM JDKEpEeN eIITeIUIOBHX HEHTPOHIB Ha 0a3i peakTopiB Ta HpPUCKOpIOBAa4iB  1uisi GOp-
HeirpoHo3axBaTHOI Tepamnii (BH3T), mepcekTHBHOrO METOAY JiKyBaHHs 3JIOSKICHHUX MyXJIMH. 3alpONOHOBAHO CXEMY IMPOTOTHILY
JoKepena IJisl OTPUMAaHHSI TEIUIOBHX 1 CMITeIUIOBUX HEUTPOHIB 3 BHKOPHCTAHHIM 3aMi3HITMX HEHTPOHIB, II0 T'€HEPYIOThCS 3a
JOIIOMOTOI0 JTiHIHOTO TMPHCKOpIOBaua €JeKTPOHIB Ha MillleHi, W0 MICTHTh MOAUTbHUI MaTepian. HaBomsrbes pesyibraTté
EKCIICPHMEHTY, B SIKOMY BHMIpsiHI KPHBI HaliBpO3Maay paliOaKTUBHHX sACp, IO YTBOPHIINCS B MPOLEC MOALTY 1 BHITyCKalOTh
3ami3HT HeiTpoHu. [lokazaHo, IO aKTHBOBaHA MIlIEHb, IO MICTHUTh MOAUIBHUA MaTepial € KOMIIAKTHHUM MalorabapuTHUM
JDKepeIioM 3alli3HUIMX HeWTpoHiB. Boma Moxe OyTu nocraBieHa B (opMyBady, A€ 3a JONOMOTIOIO CIIOBIIBHIOBAYa, ITOTJIMHAYA i
KoJliMaTopa Bi0yBaeThCs (JOPMYBaHHS HEHTPOHIB TEIUIOBUX a00 EMITEINIOBUX SHEPrill MPOTATOM HEBHOTO MPOMDXKKY 4acy, IiCIIst
YOro I MillleHb BiIIPaBISIETHCS B aKTUBATOP, a Ha ii Micle NMPUXOAWTH iHIIA. TakuM YMHOM, yTBOPIOETHCS IMITYyJIbCHHH IOTIK
HelTpoHiB. Takuii my4ok HEUTPOHIB MOXKe OyTH BHKOPHCTaHUH B SIEPHIil MEIUIMHI, 30KpeMa, B HEHTPOHO3aXBaTHOI Teparil pu
JKyBaHHI OHKOJIOTIYHHX 3aXBOPIOBaHb. BaXIMBUM 3aBOaHHSIM IIpPH peaji3auil HEHTPOHO3aXBaTHOI Tepamii, Mpu OMPOMiHEHHI
MALi€HTIB, € MPOBEICHHS KOHTPOJIIO, SIK IHTEHCHBHOCTI TaK i CHEPreTUYHOro CIEKTPa MOTOKY HEHTpOHiB. [yt BHpILICHHS LBOTO
3aBIaHHS MOXeE OYTH BHKOPHUCTaHUH PaHHE PO3POOJICHU KyJILOBUH CIIEKTPOMETP HEHTPOHIB aKTUBAIIMHOTO THITY, SKUI JO3BOJIHUTH
MIPOBECTH ONTHUMI3alil0 Pi3HUX MapaMeTpiB GopMmyBada, KomiMaTopa i GUIBTPIB 3 METOI0 OTPUMAaHHs HAHOUIBII MOTYKHUX MOTOKIB
HEHWTpOHIB.

KonrouoBi cioBa: simepHa MeIuWIUHA, 3aIli3HUI HEHTPOHH, TEIUIOBI HEWTPOHW, JIHIMHUHA HPUCKOPIOBAY EJIEKTPOHIB, DPKEPEIo
HEHWTPOHIB
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Thin film silicon solar cells are nowadays the best choice to get electricity due to their low cost compared to the crystalline solar cells.
However, thin film silicon solar cells have weak absorption of incident light. To deal with such a weakness and get better efficiency of
these cells, an efficient back reflector composed of multilayer thin films (Silver, Silicon dioxide (SiO2) and Titanium dioxide (TiO2))
will be used. The transmitted light from the first silicon layer will be reflected by the next layer, and the reflected light will go back to
the first silicon layer. By this way, the absorbance of the silicon solar cell can be increased by an increase in the probability of the light
reflection from the SiO2, TiO2 and Ag. The transfer matrix method (TMM) by Matlab program will be used to analyze the results of
the reflectance, transmittance and absorbance of the thin film layer and these results can prove the efficiency of the cells by using
MATLAB codes.

Keywords: SiO2, TiO2, TMM, Efficiency, Optical Properties, Thin Film, Matlab.

PACS: 42.79.Ek

The need for clean energy sources has increased lately due to the increasing demand for cheaper and cleaner energy.
The solar cell itself relies primarily on thin film and it is often made of semiconducting materials because of the scholars'
ability to control the energy gap of these materials in the first place. The theoretical side is very important for the engineers
interested in manufacturing the solar cells because theoretical calculations provide the optimum conditions for
manufacturing such important devices and the electrical and optical properties of these materials.

Many studies were done to improve the solar cells efficiency. One of these studies was conducted by Saravanan,
Dubey, Kalainathan, More and Gautam (2015). They used in their research the ultra film solar cells of 40 nm thickness
and discovered that the efficiency of the solar cells increased by 15%, and the current density increased by 23mA/cm2.
Another study was done by Xu, Chen, Ding, Pan, Hu, Yang, Zhu and Dai (2018). They controlled the recombination of
the charge carriers in the interface in material of the different layers of the solar cells. As a result of this control, a positive
change happens in the efficiency and current density when using SiO2; the efficiency increased from 3% to 3.9%, Voc
from 0.523v to 0.558v and FF from 56.5% to 68.1 %.

For Sheng, Johnson, Broderick, Michel and Kimerling (2012), they recommended to employ the reflection idea
in the form of DBR by using materials like SiC in the energy researches. These materials have small absorption
coefficient a and big reflection. In comparison, Yang, Lien, Chu, Kung, Cheng and Chen (2013) used ARCs to increase
both the reflection and efficiency. The results show that there was an increase in the reflection by 9% and in efficiency
by 16.3%. Additionally, there are several mathematical methods to analyze the equations and the easiest one is TMM.
Perez (2007) used TMM to find the transmittance and absorbance because this method is easy in studying a model of
multilayers.

The specific scope of this research is numerical modeling for thin film solar cells. Photovoltaic array systems are
familiar and are widely utilized in electric power generation. They are very important and useful devices, and the attempts
to improve them and to get higher efficiency have not been stopped until now.

The research aims at getting solar cells of higher efficiency. To achieve this aim, a-Si, SiO2 and TiO2 will be used.
Thin film silicon solar cells are the best choice to get power due to their low cost as compared to other types of solar cells.
However, thin film silicon solar cells suffer from the problem of weak absorption of incident light. To solve this problem
and improve the performance of solar cells, an efficient back reflector composed of layer thin film (SiO2/TiO2/Ag) will
be used in this research

The properties of Si/SiO2/TiO2/Ag compounds will be examined by using TMM and their analysis will take place
by Matlab code. The parameters will give information on the efficiency of the solar cells and this efficiency can be
improved by putting layers of SiO2 and TiO2 under the first silicon's layer and analyses by using Matlab program.

The model used in this research consists of a glass substrate and a thin layer of thickness 50 nm from silver (Ag) is
put on the substrate. The sliver does like a reflector of the incident light to the upper layers made of TiO2 and SiO2, which
in turn, do like charge carrier collectors in addition to their role as reflectors for the light to the upper effective layer of
silicon a-Si. The SiO2 & TiO2 layers collect the charge carriers faster than the process of the carrier’s recombination
effects. This research has found that the best thickness of Si is 100nm to absorb the charge carriers well, while it is 90 nm
for SiO2 and TiO2. Consequently, better efficiency and current density can be got.
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MATHEMATICAL METHOD
A TMM for Thin Film Optics

TMM can be used for the analysis of the wave propagation of quantum particles, such as electrons and
electromagnetic, acoustic, and elastic waves. In this research, a simulation of transfer matrix equations will be employed
to examine the transmission and reflectance as functions of wavelength. The reflectance transmittance characteristics of
optical thin-film will also be analyzed and visualized.

TMM in electromagnetics and optics is a powerful and convenient mathematical formalism for determining the
plane wave reflection and transmission characteristics of an infinitely extended slab of a linear material. While the TMM
was introduced for a homogeneous uniaxial dielectric-magnetic material in the 1960s, and subsequently was extended for
multilayered slabs, it has more recently been developed for the most general linear materials. By means of the rigorous
coupled-wave approach, slabs that are periodically nonhomogeneous in the thickness direction can also be accommodated
by TMM.

Calculating the optical properties for the thin films paves the way to build a simulation for a solar cell system based
on the results from TMM by using Matlab programming algorithms.

B. The Reflectance of a Thin Film
As it has been said before, the research method is TMM which will be used to analyze the propagation of waves in
thin film which, in turn, will be studied for calculating transmission and reflection amplitude and their properties.
Accordingly, it is supposed that there is one layer or two layers made of homogeneous substances, more particularly (Si,
SiO; and TiOy). The indexes of refraction of every medium will be different from each other, and changes with
wavelength. The incident waves on the boundaries will be analyzed in electric and magnetic fields. Then, the equations
will be solved to get the transmission and reflection. TMM has been applied to a single layer and multilayers.

a. The Single Layer Film

It can be noticed from Figure (1) that there is one layer film on a substrate. If this film is thin, the interfaces of the
wave will increase. The occurrence of these interfaces of monochromatic leads to the existence of transmission and
reflectance of the waves when analyzing them in their electric and magnetic fields. In this process, it should be taken into
consideration the boundaries between the thin film, the air and the substrate. To go back to Maxwell's equations, the new
equation will be used to describe the magnetic and electric fields at separating boundaries.
Some symbols are used in the Figures below to refer to the directions of the fields which make up waves. It is assumed
that the sign (+) refers to the direction of incidence and the sign (-) refers to the direction of the light reflection. Besides,
the boundary between the air and the first medium is named (a), the boundary between the second medium and the
substrate is named (b), whereas the boundary between the third medium and the substrate is named (c). After the analyses
of the research data, the following equations are got:

Boundary a Boundary b

+
Hla

nS
No
Air Film Substrate
Figure 1. The wave incident on one layer thin film.
From the Figure (1), the tangential components of E and H are:
£y, =E£]p +£1p, 1)
Hp =mEfp — mELD, (2

where
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£ — total tangential electric field amplitude, that is, the field parallel to the thin film boundaries
H - total tangential magnetic field amplitude, that is, the field parallel to the thin-film boundaries.
The formulation of the optical admittance at oblique incidence angle according to Ahmed (2006) is

N =N3MgCOSByevvneninnnnnn. for S-polarization (3)
Mo = St for p-polarization )
1

where
1, — Characteristic admittance of a material thin film layer
1o — Characteristic admittance of the incident medium.
1., — Characteristic admittance of the emergent medium
Nsup — Characteristic admittance of substrate.
6 — The angle of incidence in the thin film layer

From the Snell's law (Kolle, 2011):

ng sin 6, =n, sin 6, (5)

Ny sin 6; =ng,;, Sin Ogp, (6)

s B =32+ £, (7)

£5, =5[22+ 5, (®)

Hiy =mEf, = ; (3 + m1Ep], ©)
Hip = —mEyp = %[}[b —mEp]. (10)

The phase factor of the positive wave will be multiplied by ( e'®), while the phase factor the negative wave will be
multiplied by (e~'®) by using
§ = 2mn,d <=2, (11)
where:
& — phase retardation in the thin film layer, d — the thickness of thin film, n — the refraction index for medium, A — the
wavelength of incident light .

& Efy = £f,e =1 [n—f + £ e 12)
- 1[-H —i
£la = £e 0 =5[22 4 £, |67 (13)
Hig = Hipe'® =mEf, = [, +mEple’ (14)
Hiag = Hyp e = —mE, = %[Hb —mEyle™™® (15)
The result of the field in boundary a is
£, = EI—a + £, = EI’b (16)
By using egs (12) and (13), the following is produced:
1H i 1 i 1H —i 1 —i
£a = E‘rl_lbela +E£b616 _E'fl_lbe is +E£be is (17)
26 4 o—i6 o6 _o—i6
£a=£b[ 2 ]+}[b[ 21 ] (18)
The relationships:
210 Lo—if
cosf = [T] (19)
.. _ elf _¢—if
lsm9—[ 2 ] (20)
are used in eq. (18), so the result is
£, =£,cosd + H, sind (21)

M
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By using egs ( 14) and (15), the following will exist:

Hy = Hit + Hig = Hpe® + Hpe (22)
Ho = mEd —mED (23)
Ho = Hiy + Hig = 2[Hy +mEple’® =23, —mEyle™  (24)
1 is 4 1 is 4 1 -5 _1 -i§
H, =57—[be +5n1£be +57-[be —5n1£be (25)
i§ _,—i6 is —i&
Ha = mEy [ | + 3, [ (26)
By using the relationships (19) and (20), the result will be

H, =mEp isind + Hycosd (27)
£, =£,c086 + H,, is;ns (28)

1
H, =1in.£, siné + Hycosd (29)

Now, eq. (28) and eq. (29) are changed to matrix notation which is between the boundaries a and b:
isin &
cos &
M
iny, sind cosé
isin &
£, ] cosé . [Eb ]
= M1 = (30)
[j{a L M1, Sind coséd He

By supposing that the transfer matrix M has the following matrix notation:

cos s isiné
M = M1 (31)
iny, siné coséd

£a _ £b
= ) (32)
It is supposed that the symbol Y stands for input optical admittance to compare it with this eq.:
H
n=z (33)
So, according to Ahmed (2006 ):
ny="2a (34)
£a
To find the reflectance of a sample interference between an incident medium of admittance n, and the medium of
admittance Y (Macleod, 2010):
— Mo~Y
=y (35)
— [m0=Y] [n0=Y]"
R= no+Y] [n0+Y] (36)
Now eq. (30) is changed by dividing it by £,,, so the following is produced:
cosé ising
[ff//ib] =[B]=| m 1] (37)
a/Ep in,, siné cosé| L2
Where [E] means the characteristic matrix
Ha
. N2 (38)
b

where
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£a

=% (39)
—Ha

= (40)

B and C are the normalized electric and magnetic fields at the interface.
From egs (34) and ( 35), the following is got:

__Ha _ £q/Ep _ B _ mycosd+inysing

£,  £a/fp c cosé‘+1(n )smS

From egs (36) and (37), the reflectance can be found.
b. The Reflectance of a (Assembly) Multilayers Film
The matrix notation of the film is near the substrate:
isin &,
M
in,sind, cosd,

cos 6,

isin 8,

[Ea]_ cos d, [
Ha in,sind, cos62 He

Boundary a Boundary b Boundary c

+
Efq

Air Layer 1 Layer 2

Figure 2. The incident wave on the two layer thin film.

For two layer films, the following equations exist:
[f[a ] _| cos 61 —iSi:fl cos 6, g, l [j—[
a in,sind; coséd;||in,sind, cos 6

[B] _ ! : [ cos 6r 1sm6rH[ ]
¢ =t in, siné, cosé,|)Msub
cos 6

Where  §, = anT

8] = Mo ... [ [nslub]

The reflectance R, transmission T and absorbance A will be got by the following egs (Macleod, 2010):

substrate

(41)

(42)

(43)

(44)

(45)

(46)
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_ [moB=C] [noB-CT"
R= [nOB+C] [nOB+C] (47)
_ __ 4noRe(m)
 (MB+O)(MoB+0)* (48)
_ 4moRe(BC"'—nm)
 (MoB+C)(MoB+C)* (49)

Where adding these parameters is equal to 1 according to Al-Shadidi & Falih (2019, p.77):
R+T+A=1 (50)

THE RESULTS

To design a model for the silicon solar cell in this research, a set of thin film layers has been assumed. The thickness
of each layer has been calculated, taking into consideration the interference between the incident and the reflected rays
from each layer. These calculations have been done by using Matlab code for TMM, to investigate the higher possible
absorption to be obtained.

As in equation (46), the M matrices have been calculated for different thickness of each layer and different angles
of incident rays. The thickness of Si layer has varied from 100 nm to 1000 nm, with 100 nm steps, while the SiO2 & TiO2
thickness has been changed from 10 nm to 100 nm with 10 nm steps, for each layer thickness of Si. These calculations
have been repeated for three angles of incident (0°, 45°, 90°).

Figure 3. Absorbance as a function of wavelength (nm), the
thickness of Silicon 100(nm) by different light incident angles
(a) angle = 0°,(b) angle = 45°,(c) angle = 90°

c

As shown in Figure (3), maximum absorbance has occurred at wavelength equal to 450nm which belongs to the
interface between blue and violet color from the visible spectrum region. In Figure (3a) & (3b), many other peaks can be
seen at different frequencies. At an angle of incident equal to zero, there are several peaks for absorption at other
wavelength within the visible spectrum. It is possible to control the increase in absorbance within the whole light spectrum
through controlling the thin films thickness. From Figure (3)a, a distinctive peak can be seen at wavelength equal to
900nm, when the (SiO2/Ti02) thickness is equal to 90nm, which is in the IR region.

At the angle of incident equal to 45°, it can be observed many peaks of absorbance within the visible and infrared
spectrum. The highest absorbance is at wavelength equal to 450nm which is the interface between the violet and blue



170
EEJP. 4 (2021) Wedad Ahmed Abdullah Garhoom, Zina A. Al Shadidi

color region in the visible spectrum. Then, the absorbance decreases. Moreover, there are many other peaks can be
distinguished within the Visible- IR spectrum. One noticeable peak is at the end of IR region and it belongs to the
SiO2/Ti02 90nm thickness.

Figure (3)c shows the absorbance at the angle of incident equal to 90°. The absorbance at average is less than that at
another angle of incident. In detail, the absorbance reaches (0.8) at the highest peaks for other angles of incident, while
the highest peak equal to (0.28) at angle of incident equal to (90°). In general, the absorption rate in this case is close to
each other. The highest peak is at wavelength equal to 450nm. Other peaks of absorption have been seen at wavelength
equal to (550, 700, 800, 900 and another high peak at the end of the infrared region 1000nm).

The above calculations have been repeated for different silicon thickness levels (100, 200,....100nm). The best
absorbance has happened when Silicon thickness was equal to 100nm, while the SiO2 & TiO2 thickness was equal to 90
nm. These calculations have been done by using a 50 nm Ag layer thickness. The Ag has worked as a reflector to return
the rays to the effective Silicon layer.

Figure 4. Absorbance of the solar cell as a function of
Silicon thickness (nm) by different light incident angles
(a) angle=0°, (b) angle=45°, (c) angle= 90°.

c

In Figure (4), the maximum absorbance from each layer, and the relationship between the absorbance and the
thickness of silicon layers have changed according to the change in silicon layer thickness.

The maximum point at the absorbance curve is got at the thickness of 100 nm. For lower absorbance at the other
layer thicknesses, it happens because the interference of the light waves. At the thickness of 100 nm in the active material
(a-Si), the interference effect is clear and a-Si becomes disordered in its behavior, so the change appears in the absorbance
with thickness. As a result, the change of the incident angle of the unpolarized light leads to the best absorbance when the
thickness is equal to 100 nm. It can be noticed from Figures (4a) and (4b) that there is a very little difference for the
maximum absorbance between the cases of zero and 45° angle of incident. The maximum absorbance is very little in the
case of normal incident as shown in Figure (4c). When silicon thickness increases, the recombination for the charge
carriers will be done before reaching the SiO2/TiO2 layers. Therefore, the best results will be seen at a thickness equal to
100nm. However, decreasing silicon layer thickness less than 100nm interface effect will be dominant.

From Figure (5), it can be seen the curve of Jsc and the thickness of SiO, /TiO; layers. Jsc curve increases if the
thickness of SiO, and TiO; layers increases. The highest point of Jsc curve increase occurs when the thickness of SiO, /
TiO, is 90 nm. At this level of thickness, the best absorbance accrued at the effective silicon layer. For, the short circuit
current, it was (15.16) mA. The results of this research are similar to the ones of Burkhard, Hoke & McGhee’s research
(2010) and Sahouane & Zerga’s research (2014).
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Figure 5. The curve of the thickness of SiO2, TiO2 (nm) and Jsc (mA/cm? )

CONCLUSION

The efficiency of solar cells has been improved by using a multilayer thin film made of different materials. The
choice of the thickness of these layers has been determined using the Matlab code to have the best absorbance of first
layer (a-Si) and (SiO; and TiO,). The absorbance of the charge carriers happens faster than their recombination. Hence,
this model (SiO and TiO,) has the best efficiency at the thickness of 90 nm and at 100 nm for a-Si.

The novelty of this research is the new combination of thin film layers to build a high efficiency thin solar cell. The
cell contains two layers that can collect the charge carriers before reassembly. In addition to an excellent reflector to
ensure the use of the most possible radiation falling on the cell.
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MIABUIIEHHS EOEKTUBHOCTI KPEMHIEBUX COHSIYHUX EJIEMEHTOB HIJIAXOM JOJABAHHSI TOHKHX
IJIIBOK SiO2/TiO2 METOAOM MATPULI IEPEHOCY
Benan Axmen Aoayaia Fapxywm, 3ina A. Aab Hlaniai
Kagpeopa ¢hisuxu, Iedazoeiunui paxyrvmeml/ Ceiibep, Yuisepcumem Adena, Emen

ToHKOIIIBKOBI KpeMHi€BI COHsIUHI OaTapei CbOroiHi € HalKpaIyM BUOOPOM JUIsl OTPHMMAHHS eJIeKTPOEHEPTil uepes IX HU3bKY BapTiCTh
MOPIBHSHO 3 KPUCTAIYHUMH COHSYHUMU eneMeHTaMu. OHaK TOHKOILUIIBKOBI KPEMHI€BI COHSIUHI OaTapei MaroTh ciabKe MOTJIMHAHHS
nagatodoro ceimia. 11106 Brmopartucs 3 Takor claOKiCTIO Ta OTpUMaTh Kpanly e(eKTUBHICTh IuX OaTapeif, Oyne BHUKOpHUCTaHWIA
edeKTHBHUI 3a/IHIM BinOMBaY, [0 CKIANAEThCS 3 DaratomapoBux TOHKHMX IUTiBOK (cpima, miokcumy kpemHioo (SiO2) Ta miokcuay
tutay (TiOz)). CBiTio, 10 MPOXOAWTH Bif MEPIIOro MIAPY KpeMHito, Oyae BiIOMBATHCS HACTYHHHM IIAapoM, a BigbHTe CBITIO
MOBEPHETBCS 10 INEPIIOro MIapy KpeMHiro. TakuM 4YMHOM, NOTJIHMHAHHS KPEMHIEBOTO COHSYHOTO €IEMEHTa MOXKHA 301IBIINTH 3a
paxyHOK 30ibIIeHHs HMOBipHOCTI BinoutTs csitia Bix SiO2, TiO2 Ta Ag. Meron marpuui nepesocy (TMM) Big nporpamu Matlab
Oylle BUKOPHCTOBYBATHCS U aHAN3y Pe3yJibTaTiB BIJOUTTS, HPOIYCKAHHS Ta MOIJHMHAHHS TOHKOTO IUIIBKOBOTO IIapy, i Ii
pe3yabTaTH MOXKYTh JJOBECTH e(peKTUBHICTE OaTapeii 3a nornomororo koxaie MATLAB.

Kuarouosi ciioBa: SiOz, TiOz2, TMM, eexTuBHiCTh, ONITHYHI BIACTUBOCTI, TOHKA IUTiBKa, Matlab.
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Nowadays the pressure of electromagnetic radiation in the optical range is widely used in laser traps (so called optical tweezers or
single-beam gradient force trap) to control the position of microparticles, biological cells and other microscopic objects. This is
possible by focusing the laser radiation into the area of several micrometers in size. The intensity of the radiation in the area is
sufficient to hold particles in the beam and manipulate them. We are interested to research similar possibility in the microwave range
of wavelengths. However we had faced a number of difficulties in this range: the size of the focal region is much larger, the radiation
intensity is less, and to control microscopic objects by means of radiation pressure very high powers are required. And we decided to
consider the known effect of a very strong interaction of thin conducting fibers (metal, semiconductor, graphite) with microwave
radiation. The efficiency factor of radiation pressure on such objects reaches values of several hundreds and thousands. This can be
used to control objects in the form of electrically thin metal conductors by means of radiation pressure. Methods for calculating the
pressure of electromagnetic radiation on an infinitely long circular cylinder are known. In this paper we propose a method for
calculating the radiation pressure on a circular cylinder (vibrator), the length of which is comparable to the radiation wavelength. We
have found out that when the vibrator length is close to half the wavelength, the radiation pressure efficiency factor is much larger
than for an infinite cylinder. We have obtained the dependence of the radiation pressure efficiency factor on the length and diameter
of an absolutely reflecting and impedance vibrator. It decreases with decreasing conductivity. An infinite cylinder at a certain value
of conductivity has a maximum of the radiation pressure efficiency factor.

Key words: microwave radiation, thin conductors, impedance vibrator, radiation pressure.

PACS: 78.70.Gq; 84.40.-x; 84.90.+a

Electromagnetic radiation presses on an object located in free space with the force determined by the following
formula

F-Po, ®
C

where P is the power of the radiation that hits the object, c is the speed of light, Qy is the efficiency factor for radiation
pressure. For a completely absorbing body Qpr = 1 and for a reflecting plane Qpr = 2. The radiation pressure on objects
of a more complex shape (a sphere, a cylinder, an ellipsoid, a linear vibrator) can be found in two ways:

1. Having solved the problem of diffraction of an electromagnetic wave on an object (having found the distribution
of fields in the object vicinity) and having calculated the forces and moments of forces acting on the object by the help
of the Maxwell tension tensor. This method was first used by P. Debye in 1909 in his work on the pressure of light on a
sphere [1], and then by G. Thilo in 1920 in his work on the pressure of light on an infinite circular cylinder [2]. They
both had got the expressions for the radiation pressure efficiency factors in the form of series, the terms of which are
expressed through the Bessel and Hankel functions.

2. Having found the strength of the currents interaction in an object with magnetic field in its vicinity. This method
seems to be simpler, since it is related to the well-known problems on currents arising in a receiving linear antenna, but
in fact it still requires solving the problem of wave diffraction on the antenna.

The problem on a linear vibrator of finite length is three-dimensional, in contrast to the two-dimensional problem
for an infinite cylinder, and was actively researched in the middle of 20th century during the period of intensive
development of radiolocation. The results of its solution for the cross section of radar scattering were obtained in a
series of papers [3-5] and the book [6] summarizing them. Scattering by a thin conductor and the cross section of radar
scattering were researched in These works. The authors have considered the cases when the vibrator length did not
exceed the radiation wavelength. The distribution of currents induced in the conductor by the field of the incident plane
wave was found through an approximate solution of the integral equation. The main term in the obtained solution was
substituted into the integral that determines the electric field in the far zone, and the value of the backscattering cross
section was calculated. The methods used by the authors differed mainly in the form of used zero approximation for the
current and in the methods of subsequent calculation of the integrals. The results obtained through these methods are
consistent with each other and with the results of experiments with vibrator lengths not exceeding one wavelength [7,8].
For longer vibrators zero approximation for currents is not sufficient. In [6] the authors had expanded the field of

TCite as: M.G. Kokodii, S.L. Berdnik, V.O. Katrich, M.V. Nesterenko, and M.V. Kaydash, East. Eur. J. Phys. 4, 172 (2021),
https://doi.org/10.26565/2312-4334-2021-4-23
© M.G. Kokodii, S.L. Berdnik, V.O. Katrich, M.V. Nesterenko, M.V. Kaydash, 2021


https://doi.org/10.26565/2312-4334-2021-4-23
https://periodicals.karazin.ua/eejp/index
https://portal.issn.org/resource/issn/2312-4334
https://orcid.org/0000-0001-5429-6124
https://orcid.org/0000-0003-0610-1489
https://orcid.org/0000-0003-1325-4563
ttps://orcid.org/0000-0002-0037-6935
https://orcid.org/0000-0002-1297-9119

173
Pressure of Electromagnetic Radiation on a Linear Vibrator EEJP. 4 (2021)

application of the theory onto vibrators with a length of several wavelengths by complex calculations, which are
essentially equivalent to the usage of currents expressions with an accuracy of the first order. We did not found any
published results of further researches in recent time.

Difficulties in solving these problems are created by the vibrator edges causing the reflection of currents from
them. The solution of some problems of diffraction by such objects is given in [9, 10]. In books on antenna theory the
problems of calculating currents in a receiving antenna are considered [11, 12]. But as a rule, only electromotive force
at the antenna output is determined in them. The case closest to ours is considered in the paper [13] where a method for
the numerical solution of the problem of electromagnetic scattering on a thin dielectric cylinder of a finite length is
proposed and the results of numerical calculations are presented. To facilitate the solution of the problem, it was
assumed that there are spherical rounding at the ends of the cylinder reducing the reflection of the wave.

In [14] the authors had proposed to use the results of problem solution of the electromagnetic wave diffraction on
an ellipsoid. In [15-17], the problems of radiation pressure and torques acting on ellipsoids and systems of ellipsoids
located in a rectangular waveguide are considered. These problems have been solved by the authors during the
development of ponderomotive microwave measuring devices. Limitation in them is the condition of smallness of the
size of objects in comparison with the wavelength.

The paper [18] analyzes the magnitude of the ponderomotive action of a plane electromagnetic wave on a thin
vibrator with weakly perturbed surface impedance. The currents in the vibrator were calculated by the methods given in
[19]. When solving the integral equation for the current in the vibrator the authors took into account the disturbances in
the impedance distribution by averaging its value over the vibrator length. During the simulation the vibrators with
distributed reactive impedance were researched. It is shown that such impedance scatterers experience a lower wave
pressure force under resonance conditions than ideally conducting vibrators.

Below we will be using the results obtained in the mentioned papers.

Research is underway on the use of radiation pressure in technology. In work [20] studies micromachines, in [21]
studies laser material processing. The features of the radiation pressure in thin films are studied in [22].

PONDEROMOTIVE FORCE ACTING ON THE VIBRATOR
The geometry of the problem is shown in Figure 1. A plane wave is incident on a thin vibrator with a length of 2L
in the direction opposite to the direction of the Oz axis:

ik z E ik;z
E,=E, e, H =-—te
ZO

where ki is the wave number for the surrounding space, Eg is the electric field strength of the incident wave, Z, is the
wave impedance of free space.

Figure 1. Geometry of the problem

The force f acting on a conductor element of length ds in a magnetic field with an intensity H, through which an
electric current J flows, is determined by the following formula:

f(s)=%Re{J(s)~y0H*}ds. 2)
Expressions for the current and magnetic field are complex:
J (S) — \]0 ei(y/ﬂx)t), H = Hoei(klz+wt) )

Here Jo, Ho are modulus of the complex quantities J and H, v is the argument of the complex expression for the current,
the * sign denotes the complex conjugate quantity. Having substituted them in (2) we obtain

_ 1 i(y+ot) —i(kz+ot) _ HoHy i(y—kyz) _
f(s)_ERe{Joe - toH, }ds_TRe{Joe }ds_ ®)

__ﬂoEo i(w-k2) N_/’[OEO iy __,uoEo
= Re{.]oe”’ }ds~ ot Re{J,e" |ds= e Re{J(s)}ds

2 0 0 0
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The force acting on the vibrator can be obtained by integrating expression (3) along the Oz axis along the vibrator:

F =—‘;°—ZE°jRe{J(s)}ds ©

0 -L

The reader can see that it depends only on the real part of the current in the vibrator.
Having calculated the force F, we can use expression (1) to find the efficiency factor of the radiation pressure:

Fe
=

Vibrator current
In order to use formula (4) to calculate the force with which the radiation presses on the vibrator, we need to find
the distribution of the current along the vibrator. The needed expression was obtained in [21]:

_ iwE, |, - sink(s+L)+aP(s), -
JS) =« kIZ {1 cosk(s+L) Sin 2L+ P (1) (1 cosZkL) : (6)

Q, = 5)

where s is the coordinate directed along the vibrator. The expression includes:

s [ RE-D) g-ikR(L)
P(s) = +
) j{R(s’,—L) R(s',L)

-L

}sin k(s—s')ds’,

az:m is a small parameter, Eo is the electric field amplitude of incident wave, R(s's)=y/(s'~s)’ +r?,
nir

K?(s) =k [1+iawez, (s)/k | =k} [1+i2aZ, (s)/(mkr)], z,(s) is resistance per unit length, Q/m, Z,(s)=27r1z(s)/Z, ,
Z, :\/;0=377§2 is the wave impedance in free space, k, =ki/&z , k=27/2, is wavelength in free space, A is
€

circular frequency.
Expression (6) is valid for vibrators with a length of less than A . It is written in the Gauss system of units.

Therefore, before using formula (4) to calculate the ponderomotive force, the values of the electric field Eo and the
current J(s) must be converted to Sl. It is reasonable to calculate the value of k(s) directly in SI units.

Radiation pressure on an absolutely reflective vibrator
For an absolutely reflecting vibrator, zi(s) = 0. Figure 2 shows the dependence of the efficiency factor of radiation
pressure with a wavelength of 8 mm on an absolutely reflecting vibrator on the length of the vibrator for several
diameters, calculated according to formulas (1) - (6). The abscissa shows the values of 2L/A; the ordinate indicates the
radiation pressure efficiency factor Qpr.
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Figure 2. Dependence of the efficiency factor of radiation pressure on an absolutely reflecting vibrator on its electrical length and
diameter1-D=10u,2-D=20,3-D=50u,4-D =100 p

The following features are visible:

1) There is a resonance at which the radiation pressure rises strongly. It occurs when the vibrator length is slightly
less than half the wavelength (2L/A = 0.48)

2) When the length of the vibrator is equal to the wavelength (2L/\ = 1) the radiation pressure is zero.

For the comparison, we took the graph (Figure 3) from [9], which shows the dependence of the effective cross-
section of backscattering o of a linear vibrator on its length. The solid line is calculation results; dots are experimental
data.
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Figure 3. Dependence of the effective cross-section of backscattering of a linear vibrator on its length

The vibrator is a steel-silvered rod with a radius of 0.35 mm. The wavelength of radiation is 10 cm.

There is a resonance at kh = 1.5, where h is a half of the vibrator length, therefore, 2h/A = 0.48. It coincides with
the resonance condition for the radiation pressure. This is normal, since the radiation pressure depends on the magnitude
and direction of the scattered field.

The backscattering efficiency factor defined as the ratio of the effective backscattering cross section to the vibrator

geometric cross section is

o
=—=253.
Qrevsca g

The radiation pressure efficiency factor calculated from the vibrator data is
Qpr = 121.

These values are of the same order of magnitude, which confirms the correctness of the method for calculating the
radiation pressure.

But it can be seen in Fig. 3 that for vibrator length equal to the radiation wavelength, the effective cross-section of
backscattering is not zero. This is probably due to the fact that the current calculation method can only be applied to
vibrators whose length is shorter than the wavelength.
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Figure 4. Dependence of the efficiency factor of the radiation pressure on the vibrator on its diameter

1 - half-wave vibrator, 2 - electrically long vibrator

Figure 4 shows the dependencies of the efficiency factor of radiation pressure on an absolutely reflecting vibrator
on its diameter. Curve 1 shows the dependence for a half-wave vibrator at a resonance; curve 2 shows the dependence
for an infinitely long cylinder of the same diameter.

Curve 2 is plotted by means of the approximate formula for an E-polarized wave [23]:

72_2

r 2p(|np)2 1

where p = nD/A.
The formula can be obtained when only the first terms of the series for the radiation pressure efficiency factor [2]
and the Bessel and Hankel functions are taken into account.
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Both curves in Figure 4 show that the radiation pressure efficiency factor grows indefinitely when vibrator
diameter decreases.

The fact that the efficiency factor of the radiation pressure on the vibrator increases when its diameter is reducing
does not mean that the force acting on the vibrator increases. The power of the radiation incident on the vibrator
decreases. Figure 5 shows the dependence of the force on the diameter, calculated under the following conditions:
| = 40,000 W/m? is the average radiation intensity at the output of a waveguide with a cross section of 7.2x3.4 mm at a
power of 1 W, 2L = 4 mm is the vibrator length, 2 =8 mm mm is the radiation wavelength.

The acting force is determined by the formula

PQ, 2IDLQ,
c  c

F=

The reader can see that the force acting on the vibrator tends to zero when the diameter is decreasing, although the
radiation efficiency factor increases indefinitely.
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Figure 5. Dependence of the force acting on the vibrator on its diameter

Surface impedance of the vibrator
The surface resistance of metal has an inductive character and is determined by the following expression [24]:

- /% i) (7
z . (1+i)

where o is the electrical conductivity of metal. Units for the surface resistance are Q/m?. The surface resistance of
copper (c = 5.8x107 1/(Q2xm)) at a wavelength of 8 mm equals to Z = 0.0505 (1 + i) Q/m?.

We had defined the surface resistance of the vibrator per unit length z; in the following manner: a square on the
surface of a round conductor of radius r has a side equal to 2xnr. Thus, a vibrator with a length of 2xr has a resistance
defined by formula (7). Then the surface resistance of the vibrator per unit length is equal to

z

Zj=——"
2ar

|
For a copper vibrator with a radius of r = 50 um at a wavelength of 8 mm
zi =161 (1+i) Q/m.

The expression for the current in the vibrator includes the parameter

K=k, [14129%5(8).
ke

where k =ki/e, 1 , k=27/2=786m?, &, g are relative dielectric and magnetic permeabilities of the environment

(&=1, w =1),
o= 1r 0114 atL=2mm (2L/2=0.5).
2In—
2L

L =0.000134(1+1)
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Z,= Ho 1201 Qs the wave impedance in free space.
€9

We have obtained:
k =786—0.306i m?, (8)

The reader can see that the difference from k; = k = 786 m™, which is characteristic of an absolutely reflecting
vibrator when z; = 0, is very small. This is normal, since the conductivity of copper is very high and its reflection
coefficient at a wavelength of 8 mm differs little from 1.0 (approximately 0.999).

Radiation pressure on the impedance vibrator

We had explored the impact of the conductivity of the vibrator material on the radiation pressure. We have found
out that the radiation pressure on the copper vibrator, with an accuracy of tenths of a percent, coincides with the
radiation pressure on the absolutely reflecting vibrator. But when the length of the vibrator is equal to the wavelength,
the efficiency factor of the radiation pressure on the copper vibrator is not zero, while being a very small value. For a
vibrator with a diameter of 10 microns, it is approximately 0.0004.

We had made the comparison of the radiation pressure on an infinitely long cylinder calculated by the formulae [2]
(Fig. 6), and the radiation pressure on a half-wave vibrator calculated by the formulae given in the actual paper (Fig. 7).
It is can see that for vibrator diameters larger than several micrometers, the radiation pressure on the absolutely
reflecting vibrator and on the copper vibrator are almost equal. This is an expected result, since the radiation reflection
coefficient with a wavelength of 8 mm from copper is approximately 0.999. Nevertheless, for diameters less than
2 microns, the radiation pressure on an infinite copper cylinder becomes greater than on an absolutely reflecting
cylinder. At a certain diameter it reaches a maximum and then, with a decrease in the diameter, drops to zero. The
maximum is a consequence of the effect of strong interaction of electromagnetic radiation with very thin cylinders, the
diameter of which is comparable to the thickness of the skin layer in the cylinder material [23]. The efficiency factor of
the radiation pressure on an absolutely reflecting cylinder increases indefinitely with a decrease in its diameter.
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Figure 6. Dependence of the radiation pressure efficiency factor ~ Figure 7. Dependence of the radiation pressure efficiency factor
on an electrically long vibrator on its diameter on a half-wave vibrator on its diameter
1 - absolutely reflective vibrator, 2 - copper vibrator 1 - absolutely reflective vibrator, 2 - copper vibrator

The calculation results for a half-wave vibrator are different (Fig. 7). The radiation pressure efficiency factor for a
copper vibrator is always less than the one for an absolutely reflective vibrator. The maximum pressure exists, but at
extremely small diameters of thousandths of a micrometer. For such diameters, the calculations we have presented
above may be incorrect because in this range of sizes and at larger diameters the physics of the processes may differ.

It is likely that the difference in the dependences of the radiation pressure on the long vibrator and half-wave
vibrator on the diameter is explained by the limitations on the method for calculating the current in the vibrator.

We had examined the dependence of the radiation pressure efficiency factor on the conductivity of the vibrator
material and the type of impedance (inductive or capacitive). We have assumed that the values of the real and imaginary
parts of the impedance in both cases were determined by formula (7), and its type is determined by the sign in front of
the imaginary part. Figure 8 represents the dependencies for a vibrator with a diameter of 10 um. Curves 1 and 2 show
that when the conductivity decreases the efficiency factor of the radiation pressure decreases too regardless of the
conductivity nature. For a vibrator with capacitive impedance, the radiation pressure efficiency factor is slightly higher
than for a vibrator with inductive impedance. Dots on the curve 1 represent different materials. The radiation pressure
efficiency factor is much less for an infinitely long metal cylinder than for a resonant half-wave vibrator. It also
decreases when the conductivity is decreasing. But at some of conductivity value, there is a maximum which is caused
by the effect of strong interaction of thin conductive fibers with microwave radiation. There is no such maximum on the
graphs for a half-wave vibrator.
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Figure 8. Dependence of the efficiency factor of the radiation pressure on the conductivity of the vibrator (diameter 10 um)
1 - Inductive half-wave vibrator, 2 - capacitive half-wave vibrator, 3 - infinitely long metal cylinder

Figure 9 shows the same dependences but for a vibrator with a diameter of 100 um. Their shape is the same as in
Figure 8, but the values of the radiation pressure efficiency factor are much less, and the position of the maximum for
an infinitely long cylinder is different. This can be explained by the fact that the condition for the maximum is the
approximate equality of the cylinder diameter and the thickness of the skin layer in it [23].
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Figure 9. Dependence of the efficiency factor of the radiation pressure on the conductivity of the vibrator (diameter 100 um)
1 - inductive half-wave vibrator, 2 - capacitive half-wave vibrator, 3 - infinitely long metal cylinder

CONCLUSIONS

1. We have proposed a method for calculating the efficiency factor of radiation pressure on an impedance linear
vibrator, the length of which does not exceed the radiation wavelength.

2. We have found out that the resonance occurs when the length of the vibrator is close to half the wavelength. The
radiation pressure efficiency factor reaches values tens of times larger for an infinitely long cylinder of the same
diameter. With a vibrator length equal to the wavelength, the radiation pressure efficiency factor is very small, and for
an absolutely reflecting cylinder it is equal to zero.

3. We have established that with a decrease in the diameter of an impedance vibrator of a finite length, the
radiation pressure efficiency factor increases indefinitely, in contrast to an infinite cylinder of the same diameter, in
which it reaches a certain maximum, and then decreases to zero. The maximum is explained by the existence of the
effect of strong interaction of very thin conducting fibers with electromagnetic radiation.

4. We have discovered that an increase in the efficiency factor of radiation pressure on thin vibrators does not
mean an increase in the force with which radiation presses on them. This is due to the fact that with a decrease in the
diameter, the energy of the radiation hitting the vibrator decreases, and the force decreases too.

5. We have detected that with a decrease in the conductivity of an impedance vibrator of a finite length, the
radiation pressure decreases monotonically, regardless of the type of the impedance (inductive or capacitive). The
radiation pressure on an infinitely long cylinder reaches a maximum in a certain region, which is explained by the
existence of the effect of strong interaction of radiation with very thin conducting fibers.

6. To summarize the results of our research we want to say that the effect of large values of the radiation pressure
efficiency factor on thin conductive vibrators can be used to levitate and control the movement of targets in the
microwave range, similar to how it is done in the optical range with the help of lasers.
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TUCK EJJEKTPOMATHITHOI'O BUIIPOMIHIOBAHHS HA JITHIAHUAMA BIGPATOP
M.T'. Koxkoniii, C.JI. Bepanuk, B.O. Katpu4, M.B. Hecrepenko, M.B. Kaiinam
Xapxiscoxuit Hayionanshuti ynisepcumem imeni B.H. Kapaszina, m. Ceéo6oou 4, 61022 Xapxis, Vkpaina

B TenepimHiil 4ac THCK €JIEKTPOMArHITHOrO BHIIPOMIHIOBAHHS B ONTHYHOMY Jiana3oHi HIMPOKO BHKOPUCTOBYETHCS B JIa3EPHUX
macTkax (Tak 3BaHMX ONTHYHMX MiHIETaX ab0 OJHONPOMEHEBHMX TPAIi€HTHHX CHJIOBHX MACTKax), JUIs YIPaBIiHHS MOJIOXKCHHIM
MIKPOYACTHHOK, OI10JIOTIYHUX KITITHH Ta IHIIAX MIKPOCKOMIUHMX 00'ekTiB. Lle MOXHMBO, 3aBASKH (POKYCYBAHHIO JIa3€PHOTO
BUIPOMIHIOBAHHS B 00JaCTh PO3MipOM B KiJIbKa MiKpOMETpiB. IHTEHCHBHICTh BUIIPOMIHIOBAHHS B Hill € JOCTaTHBOIO ISl yTPUMAaHHS
YaCTHHOK y MMPOMEHI Ta MaHIMmyJsiiil 3 HUMH. MU BBa)kaeMo, 110 Oy/e TOLIIBHO IOCIIIUTH TaKy MOXITHBICTD i y MIKPOXBHUIIEOBOMY
nmiamazoHi OBXHMH XBWIb. OfHAaK, y IbOMY [iama3oHi po3Mipu (oxampHOi oOmacTi Habarato OLIBLI, 1HTEHCHBHICTH
BHIIPOMIHIOBAaHHA TYT MEHIIIA, 1 JUTA yIPAaBIiHHSA MaJTUMA 00'€KTaMH 32 JJOMOMOT'OI0 THCKY BHIIPOMIHIOBaHHS HEOOXiIHI Ay)Ke BEIUKi
MOTY’KHOCTI. MU BHUPILIMIM BHKOPUCTATH BiJOMHH e(eKT QyKe CHIIBHOI B3a€MOJIl TOHKHX IPOBITHHX BOJIOKOH (METaJeBHX,
HaIlBIIPOBITHUKOBHX, IPadiTOBUX) 3 MIKPOXBHJILOBHM BHIPOMiHIOBaHHAM. DakTop e(heKTHBHOCTI THCKY BUIIPOMIHIOBaHHS Ha Taki
00'eKTH JJoCsTa€e 3HAUeHb Y KiJIbKa COTEHb Ta TUCTY. Lle MOJKHa BUKOPUCTOBYBATH JUTsl KEpYBaHHS 00’ €KTaMH y BUTIISII IEKTPHIHO-
TOHKHX METaJeBHX MNPOBITHUKIB 3a JOINOMOIOI0 pafialiifHOro THCKy. Bimommii MeTon po3paxyHKy THCKY €IEeKTPOMAarHiTHOTO
BUIPOMIHIOBAHHS Ha HECKIHYCHHO JMOBTMH KPyroBuil wwiiHap. Y wHifi crarti MM IPOMOHYEMO METOJI pPO3PaxyHKY THCKY
BHUIIPOMIHIOBAHHS Ha KpYroBuii IpmiHap (BiOpaTop), JOBKHHA SKOTO IOPIBHSAHA 3 JOBKHHOK XBHIJII BHIIPOMIHIOBaHHS. Mu
3’CyBaNH, IO KOJH JOBKMHA BiOpaTopa Onu3pka OO MOJOBWHH JOBKHHU XBHJI, (akTOp €(EeKTHBHOCTI THCKY BHUIIPOMiHIOBaHHS
Habararo OUMBLINIA, HIX IJIS1 HECKIHYCHHOTO IWTiHApa. MH OTpUMany 3aleXHicTh (HakTopa eeKTUBHOCTI THCKY BUIPOMiHIOBaHHS
BiJI IOBXKHHHM Ta JiaMeTpa aOCONIOTHO BiJOMBAIOYOTro Ta iMIIeaHCHOTO BiOpaTtopa. BiH 3MEHIIY€eTHCS TPy 3MEHIIEHH] IIPOBIIHOCTI.
HeckinueHHMI IMTIHAP IPH IEBHOMY 3HAYCHHI ITPOBITHOCTI Ma€ MaKCUMyM (hakTopa e(peKTHBHOCTI pajiaifHOro THCKY.

KorouoBi c;10Ba: MiKpOXBHIILOBE BUIIPOMIHIOBAHHS, TOHKI ITPOBIJHUKY, IMIIeTaHCHUI BiOpaTOp, TUCK BUIPOMiHIOBAHHSI.
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The nonlinear magnetosonic solitons are investigated in magnetized dense plasma for quantum effects of degenerate electrons in this
research work. After reviewing the basic introduction of quantum plasma, we described the nonlinear phenomenon of magnetosonic
wave. The reductive perturbation technique is employed for low frequency nonlinear magnetosonic waves in magnetized quantum
plasma. In this paper, we have derived the Korteweg-de Vries (KdV) equation of magnetosonic solitons in a magnetized quantum
plasma with degenerate electrons having arbitrary electron temperature. It is observed that the propagation of magnetosonic solitons in
a magnetized dense plasma with the quantum effects of degenerate electrons and Bohm diffraction. The quantum or degeneracy effects
become relevant in plasmas when fermi temperature and thermodynamic temperatures of degenerate electrons have same order.
Keywords: Magnetosonic wave, Quantum Plasma, Korteweg-de Vries equation (KdV) equation.

PACS: 52.35.Fp, 52.35.Sb, 67.10.Db, 67.10.Jn

The study of quantum plasma has been growing interest during the last decade due to its enormous applications on
large scale systems in compact astrophysical objects such as white dwarfs, neutron stars and pulsars containing dense
plasmas and on short scale systems such as in semiconductors, quantum devices and on nanometer scales such as quantum
wells, quantum dots, nano-tubes and spintronics. The quantum or degeneracy effects become relevant in plasmas when
the de Broglie wavelength associated with charge carriers becomes of the order of the average inter-particle distance so
that there is a significant overlap of the corresponding wave functions or the Fermi temperature is same as the temperature
of the system.

Firstly, Haas [1] introduced the quantum hydrodynamic (QHD) model used for quantum corrections in plasma.
Thereafter, the proposal of QMHD model explaining spin-1/2 effect of degenerate electrons for low-frequency waves in
magnetized quantum plasmas was given by Marklund and Brodin [2]. In a quantum magnetoplasma, the quantum Bohm
potential and electron spin-1/2 effects using the Sagdeev potential approach was studied for magnetosonic solitons [3].
In the system of QMHD, the electron spin-1/2 changes to the shape of the magnetosonic solitary waves due to the balance
between the nonlinearity and quantum diffraction/ tunneling effects. Spin Alfv’en solitons were investigated in
magnetized electron-positron plasmas [4] by deriving a modified KdV equation in the MHD limit. It was shown that the
collective spin effects may influence the wave characteristics in a strongly magnetized quantum plasma.The QHD model
can be generalized by adding the quantum statistical pressure term (the Fermi-Dirac distribution) and the quantum
diffraction term (the Bohm potential) to the fluid model [5, 6].

The QHD was used to investigate the quantum magnetosonic waves and a deformed Korteweg-de Vries (KdV)
equation was derived by Haas et al. [7]. In classical plasma, the KdV equation is well known for the small but limited
amplitude of ionic sound wave [8], [9]. Both degenerate (without spin) and non-degenerate (with spin) quantum plasmas
were studied respectively by using small amplitude limited perturbation scheme obliquely two-dimensional nonlinear
magnetosonic waves [10 — 11]. Many authors have studied the linear and nonlinear low-frequency waves in quantum
plasma such as ion acoustic waves, drift waves etc. [12 - 14].

It has been proved that by adding positrons to the plasma as usual, their collective behavior has changed considerably
[15] - [18]. Plasma [29] smashing [18], [20] the early universe, the vital role of survival and electron-positron (E-P) have
collective behavior. Although most of the astronomical environments can be considered by the EP plasma existent senses
[21], [22], the EP plasma combination in nonrelativistic regimes is astronomical plasma in some aspects [20], [23].
Verheest et al. studied through a reductive disturbance analysis, large amplitude in electron-positron plasma studied
solitary electromagnetic waves and received a modified Korteweg-de verse (mKdV) equation [24]. Using two fluid
plasma samples, Kourakis et al. [25] the pair studied parallel wavelength packets in parallel magnetic plasma in pairs.
With this approach, Esfandyari-Kalejahi et al. E-P-1 is considered nonlinear propagation of amplitude collective
electrostatic wave-packets in Plasma [26]. Esfandyari-Kalejahi et al. [27] Studied electrostatic waves which unmagnified
collision pair modulation of nonlinear amplitude propagation in plasma. Furthermore, many researchers have examined
solder tissue structures in magnetic plasma, which are derived from the Zakharov-Kuznetsov (ZK) equation in various
media. For example, Kourakis et al. have studied Magnetic mixed pair-ion plasma molecular electrostatic reactions are
equated with linear dissemination analysis and forming their dimensional solutions [28]. The spread of shear Alfven
waves in a strongly magnetic e-P-1 plasma has been investigated by U. et al. [29], and also in Quantum E-P-1 plasma,
solitary waves were examined [20]. In the presence of stable ions, in the presence of Mahmoud et al., QHD for
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disseminating nonlinear acoustic wave in dense magnetic e-p plasma, ZK has found the equation and found that the
positron concentration decreases the wave dimension increases.

THEORETICAL FORMULATION
In order to study the nonlinear low frequency magnetosonic wave propagation, we take the set of dynamic equations
for solving our problem. The set of quantum magnetohydrodynamic include the ion continuity equation and momentum
equations as follows.
The ion continuity equation and for nondegenerate ions fluid are —

%Jrv.(niui):o, (1)

ou, e = 5
E_F(ui'v)ui:H(E—i_uiXB)’ )

i
where uij is ion fluid velocity, n; is ionic number density and m; is the ion mass.
The electron continuity equation and momentum equation for degenerate electrons are —

on
¢ +V.(nu,)=0, 3
5 T Vnue) ©)
- _ 2 (v?n
ou, +Uu,.Vu, :—i(E+uexB)— A -V =1 (4)
ot N nm, 32m, /n,

where n. is unperturbed electron number density, Pe is electron pressure and the term 7’ arises due to electron tunneling
through the Bohm potential. The numerical coefficient o is expressed as-

Li, (~e”)Li , (-e™)

_ 2 2 5
[Li, (-")F ©
2
Let z = exp(Bu). In the classical limit (z << 1) then a = 1, whereas in the full degenerate limit (z >> 1) then a ~ 1/3.
The Fermi-Dirac particle distribution function for electron is —
A
f(U,r,t)Zm, (6)

where B=1/ksT, E=mev?/2, v=|ul, ks is the Boltzmann constant and p is the chemical potential regarded as a slowly varying
function of position r and time t.
The scalar pressure for equilibrium with zero drifts velocity as -

_ 1 243
P—gmejfu du. @)
This is equal to —
Li, (-e™)
n o2
P=—2_2___ 8
B Lig(-e™) ®
2
The Maxwell’s equations are -
- 0B
VxE=——, 9
= 9)
- - 10E
VxB=uJ+——. 10
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The current density is —

J=e(nu;—nyu,). (11)
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The equilibrium njp = neo = N (say) has been defined. In order to study the obliquely propagating nonlinear magnetosonic
wave propagating in x direction, i.e., V =(6x,0,0) and electric field in a plane (xy) i.e., E= Exﬁ+ Eyf .The linear
dispersion relation for magnetosonic waves in a quantum plasma with arbitrary electron degeneracy is written as —

a I kz)kz |k

o =| 0 +— :
Po12mm, 1+k*2?

(12)

where v is ion acoustic speed and defined as —

12
Li, (—e™)

-2
L, = ﬂmi Lil (_eﬂy(c)) : (13)

The dispersion relation is described as -
(14)

The phase velocity is defined as —

e oL (15)

where v a is Alfven speed.

k2u2
®* = vk? ., 16
s 1+ k242 (16)

The dispersion relation for magnetosonic waves in quantum plasma with fully degenerate case can be written as —

2 2,2
o’ =| v+ el s kliaz. (17)
36m.m, 1+k“4

(]

To explore the nonlinear structures, it is convenient to write governing equations in dimensionless and component
form and it is convenient to use of normalized quantities. For this, we introduce the following dimensionless variables:

=0t E:eE/miusa)p and E:E/BO,

here

. 1/2
H_ = ﬁha)pe [ LI—l/Z(_eﬁﬂ)j

Li3/2 (_eﬂy)

is the quantum diffraction dimensionless parameter and B = kgT, kg is the Boltzmann constant, T is the temperature and
w is the equilibrium chemical potential and y = mi / me is ion electron mass ratio. The space (x) and time (t) variables are
normalized by ion plasma frequency. Hereafter, we will be using these new variables and remove all the bars for simplicity
of notations. The normalized ion continuity and momentum equations in the component form of dimensionless variables
can be written as follows:

on, 0
—Y+—(nu,)=0, 18
P 6x( i) (18)
%+uixiuix =E, +Qu,B, (19)
ot OX
Xy O E,—Qu B (20)
+u, —u, =E -Qu,B.
ot Yox Y Y "
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The normalized electron continuity and momentum equations in the component form of dimensionless variables can
be written as follows:

on, 0
£ +—(nu,,)=0, 21
2 ax( ) (21)
H _ Bro) T4 2
Moy, Oy, =€, B- Lis c Vo, H2o L2 22)
ot ox Li,,, (—e™) ox 2 ox| \fn, ox
My oy 24 —E —ouB 23)
—4u, —Uu, = -8, B .
o Yox V! "
The component form of Faraday’s law —
E__G%8 @
OX ot
The components form of Ampere’s law -
0= MU, — N, (25)
B V7
_:_(neuey _niuiy) ) (26)

CZ

where Q = /oy has been defined as normalized parameter of ion cyclotron and ion plasma frequency ratio. Where
2

i = eBo/m; is the ion cyclotron frequency and o, = D€ is the ion plasma frequency respectively.
g,Mm

DERIVATION OF KDV EQUATION FOR MAGNETOSONIC WAVES

Now, we derive the Korteweg-de Vries equation from (18)-(26) by employing the reductive perturbation technique
and the stretched coordinates —

8= €2 (x-vpt) and © = £%2t, 27
where ¢ is a smallness parameter proportional to the amplitude of the perturbation and v, is the phase velocity of wave.

We can expand the variables ne), Ueg), E, B and p in a power series of € as —

Ny =1+&n,,, @ +&7n,,@ +...., (28)
Uggiye = 0+ U, Y +E7U, g, @+, (29)
Uygyy = &7 2Ugg, " +67%0,,7 +..., (30)

E,=¢EY+EP +..., (31)
B=1+¢B,% +&°B,? +...., (32)
u=e"u+ey®+ .. (33)

Now collecting the lowest order (£¥?) terms from ion continuity and momentum equations of components form (18) to
(20) give —
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(] @
M M g (34)
08 08
@)
v, 62_:5 —EY+0u, @, (35)
E,Y =0u,". (36)

Now collecting the lowest order (¢*?) terms from electron continuity and momentum equations of components form (21)
to (23) give —

1 1
6ne() N 6uex() B

-V ——=0, 37
* o5 00 37)
@ o
-V, Ny _ dE,® +dQu, Y +d o (38)
00 00
E,Y =u,". (39)

The lowest order (¢¥2) terms from component form of Faraday’s law (24) —

oE @ (6]
v _y % (40)
00 oot
The lowest order (*?) terms from components form of Ampere’s law (25-26) -
0=u-u,®, (41)
aB,Y  v?
: ® ®
Q= _C—;(ueyl ~u, ). (42)
Now, using (34) — (42) we have —
2
Ua
v, =% 14{—} . (43)
US
Now collecting the next higher order (g) terms can be written as following -
() 2 (@)
on, B ou,, _ on, +i(ni(1)uix(1)) ’ (44)

) 00 or 00

(2) (2) ®
; on, _ OU,, _ on, _,_i(ne(l)uex(l) ) , (45)
00 00 or 00

(2) @ @)
v, _62; +E® +qu 1P = _&gx +u, @ M _ Qu, @B, (46)
T
@
£ —qu® =y, Moy 0p® : (47)
y X p o8 ix z

@ @ ® ® @ 30O
v N —dE.® _dQu_@ —d o, _ Oy, +u W Ouy,” +dQu. YB.® —dan® on” L . , (48)

* o8 i 7 00 or “ a5 v 0 4 95°



185

Pressure of Electromagnetic Radiation on a Linear Vibrator EEJP. 4 (2021)
ou, @
dE,® —dQu,® =v, ——+dQu, B, (49)
0o
OE @ B.@ B.®
. —vaaz - % (50)
0o 00 or
uix(Z) _uex(Z) _ (ne(l) _ ni(l))ux(l) , (51)
2 () 2
Y, @ _y @ B,” _b o, 0_po, 0
C_sz(uiy _uey )+QW _C_Sz(ne uey - uiy ) ' (52)

In order to study the nonlinear magnetosonic wave propagation characteristics we using this equation uey(l’ = —duiy“) and
other variables can be expressed in terms of ue® as followings-

® _ @
Uy, =—du,™, (53)
uex(l) = uix(l) ! (54)
n®=n®= Yo (55)

VP

@
B, = —u\e/* : (56)
p
1 au, W au,
EY=——(vd+)—2—=—vy —= 57
g v,d (vpd+) 08 o) ®7)
1 au @

1 _ X

v “ovd o6 (58)
p
1 au @
u o _ V2 —1) e 59
¥ Qu, v, ~1) 08 (59)
Now, using above equation and eliminating ne), Ui, E and B we obtain —

3

Wy in Yy, (60)

or 06 05°

Equation (60) is the Korteweg-de Vries (KdV) equation of the nonlinear magnetosonic wave in magnetized quantum
plasma in terms of ue® = y. Where the nonlinear coefficient A; and the dispersion coefficients A, are given by —

%)
v, . (61)

2
NP P
2vp 4

The solution of the Korteweg-de Vries (KdV) equation is found by transforming the independent variables X and t to -

A =

N |-

K=6-Cot,t=1, (62)

where, Cy is a constant velocity normalized by c.
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Therefore, the solution of the Korteweg-de Vries (KdV) equation is —
w =y, sech? (%) . (63)

In order to get the existence of solitons structures, it is necessary to apply the boundary condition on wave. The exact
solution of KdV is not possible because this equation is not exactly integral solution. However, a particular solution of
KdV is possible. The boundary condition is —

2
1//—>O,d—l//—>0,d id

dK dK?

— 0atK — oo,

where i/ m is the amplitude and A = 1/a is the width of magnetosonic soliton is given by —

y o
TOA

A ,ﬂ . (64)
CO

RESULT AND DISCUSSION
1. The theory of magnetosonic waves can be applied to all degeneracy of electrons. However, here the Fermi
temperature and thermodynamic temperatures have same order and strong interactions between charge carriers. The
quantum diffraction parameter depends on electron thermal temperatures as shown in Figure 1. It can be seen from
the figure that quantum diffraction parameter attains large value for cold plasma.

0.5+
0.4 4
0.3 4
0.2+
0.1+

0.0

T T T T T T T T
5 6 7 8 9 10

log, T(K)

Figure 1. Variation of Quantum diffraction parameter H with temperature

2. Variation of Nonlinear dispersive coefficient A, as a function of temperature for magnetosonic waves is shown in
Figure 2.

(@) The rarefactive magnetosonic solitons structures are formed only when velocity of nonlinear structure Co < 0 and
nonlinear coefficient A; remains positive and nonlinear dispersive coefficient A, < 0 for electron temperature T >
108K. The speed of the nonlinear rarefactive soliton will be less than the phase speed of the magnetosonic waves.

(b) But the compressive magnetosonic solitons structures are formed when velocity of nonlinear structure Co > 0 and
nonlinear coefficient A; remains positive and nonlinear dispersive coefficient A, > 0 for electron temperature T <
10%K and it moves with a speed greater than the speed of the magnetosonic waves in the plasma with arbitrary
degeneracy of electrons. The formation of magnetosonic dip structures in the higher temperature region is decreased
with the increase of the magnetic field intensity.
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Figure 2. Nonlinear dispersive coefficient Az as a function of temperature

3. The variation of Q = w.i/wpi as normalized parameter of ion cyclotron and ion plasma frequency ratio with different
values of temperature as shown in Figure 3. It can be seen from the figure that the value of Q decreases with increase
in electron thermal temperature as well as magnetic field intensity.

1.0x10°

8.0x10” -

6.0x10" -

G 4.0x107

2.0x107 -

0.0 -

log, , T(K)
Figure 3. The ratio Q of ion cyclotron to ion plasma frequency as a function of temperature

CONCLUSION

The weakly nonlinear propagation of magnetosonic soliton in magnetized dense plasma has been analyzed with the
quantum effects of degenerate electrons, pressure degeneracy and Bohm diffraction. The reductive perturbation theory
was used to derive Korteweg-de Vries (KdV) equation for the propagation of quantum magnetosonic waves in magnetized
dense plasma. In weakly nonlinear limits, condition of shock wave has been discussed. Finally, we observed that this
result relevant in plasma when fermi temperature and thermodynamic temperatures have same order.
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HEJIHIVHI MATHITO3BYKOBI XBUJII B HAMATHIYEHIH IIJIBHOI IJIA3MI
JJIS1 KBAHTOBUX E®EKTIB BUPOKEHUX EJTEKTPOHiB
Hinam Pani, Manikant SInas
Kageopa ¢hisuxu, Yuieepcumem nayxu i mexnixu [Joic. K. Boze, YMCA, @apudabdad, Xap'ana, 121006

VY 1iif poOOTi AOCHIIKYIOTHCS HENiHIIfHI MarHiTO3BYKOBI COJIITOHH B HaMarHiueHid IIiIbHIA Miasmi JUis KBaHTOBHX c(EKTIiB
BUPODKEHUX eNeKTpoHiB. O3HalOMHUBIIMCH 3 OCHOBHHUM BIIPOBa/DKCHHSM KBAaHTOBOI IUIa3MH, MU OIIMCAIIM HEJNiHIMHE sBHUILE
MarHiTO3ByKOBOI XBUJIi. BUKOPHCTOBY€ETHCSI METO/] Bi/IHOBHOTO 30ypEHHS Ul HU3bKOYACTOTHUX HENMIHIMHUX MarHiTO3BYKOBUX XBHJIb
y HaMarHiueHiii KBaHTOBIH rasmi. Y wiil po6oti mu Busenu piBusiHHs Kopresera-ne ®piza (KdV) MaraiTo3ByKOBHX COJITOHIB Y
HaMarHiueHii KBaHTOBIH I1a3Mi 3 BUPOHKEHIMH €JIEKTPOHAMH, [0 MAlOTh JOBUIBHY €JIEKTPOHHY TeMmepaTypy. CroctepiraeThbces,
MOLIMPEHHS! MarHiTO3BYKOBUX COJITOHIB y HaMarHiueHid WIUTBHIA mia3mi 3 KBaHTOBUMH €()EeKTaMH BHPOKCHUX EJICKTPOHIB i
mudpakmii boma. KBantosi a6o edexTn BUPOKEHHS CTAIOTh aKTyaJbHHMH B IUIa3Mi, Koy Temreparypa Pepmi i TepMoguHaMidHA
TeMIIepaTypa BUPOKEHHUX EJICKTPOHIB MAIOTh OJHAKOBUH ITOPSIJIOK.

Kuro4oBi ciioBa: MarHiTo3BykoBa XBUIIsI, KBaHTOBA Il1a3Ma, piBHsHHSA Kopresera-ne ®piza (KuB).
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In this study the thermoelectric effect is investigated in terms of thermoelectric power, Figure of merit(ZT), and power factor. The
calculations were carried out based on Boltzmann transport equation by taking ionized impurity scattering as a dominant mechanism
for heavily doped n-type silicon at 300K with charge concentration varies from 2x10'® /cm3 — 20x10?° /cm?. It is known that doping of
materials can induce Fermi level shifts and doping can also induce changes of the transport mechanisms. The result of this study shows
doping also induces changes in thermoelectric power, Figure of merit, and power factor. The magnitude of the change is different for
consideration of parabolic density of states and non-parabolic modified density of states which amounts to 16.7% for thermoelectric
power, from 0.059% - 84.1% for Figure of merit(ZT) in favor of non-parabolic consideration respectively. There is also a difference of
39.9% for power factor with respect to relaxation time between the two cases in favor of the parabolic consideration.

Key words: doping, thermoelectric effect, thermoelectric power

PACS: 72.20.Pa

A semiconductor can be considered heavily doped when the impurity band associated with the doped impurity
merges with either in the conduction and valence band. There are two aspects with direct influence on the carrier transport
namely tailing of states into the band gap. It thus seems useful to determine theoretically the location of the Fermi level
in heavily doped silicon taking into account the density of states in the tails [1-3]. According to [1], the density of state
for heavily doped silicon is expressed in [4] as

=31
242

p(z) = y(2) (1)

whereas,

p(E) = 8““‘ SVammy gy @

represents the parabolic total density of states in the conduction band.
In Eq. (1) for non-parabolic modified density of states, the term y(z) is given by

y(@) = 1J°, (2~ Drexp(~2)dg 3)
and
2= “

The standard deviation of the Gaussian distribution for the impurity potential energy is

1 1
([ ne*ag\z _ (Nge*ag)2
b= (81‘[6%63) - (81‘[6%65) (5)
For a screened coulomb potential of impurity atoms with €4 is the dielectric constant of the given semiconductor.
The Thomas-Fermi screening length according to [5] is

4
m3egeqh?
ag = | 12— (6)

3 a2
33Nemn

The density of states function given by Eq. 1 is very complicated and thus is not useful for making any calculation.
Slotboom [2] has however; suggested the following approximation for y(z).

= ™

y(z) = z2 [1 -

1622
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for z> 0.601, equally, E > 0.854.
and

y(z) = %exp(—zz){l.ZZS —0.906[1 — exp(22)]} 8)
2m2
for z < 0.601.
Using Egs. (7) and (8) for y(z), we obtain the following expression of the electron concentration in the conduction
band for modified density of states having band tails

353
m 22482
n= 2 f f() p(E)dE = _lr_l[zhg l'lJ() (9)
where 1 is obtained by setting A = 0 into
1 (0.601 0.319+0.906Exp(2z) Z%[l . ]
. . +0. Xp(2z ©o 1622
U, = _1f_oo |z|*exp(—z2) = 5 |dz+ [ 75— dz (10)
2m2 1+Exp[1.4—94nr1122—n 1+exp{1.494n}12 z— nI

It is more convenient to introduce normalized electron concentration n, given by

n

n, = an

n 1025/m3

In this study the semi-classical and quantum treatments are applied in the calculations of scattering mechanisms
under the assumptions of the electron concentrations from 2x10'® - 2x10%%/cm? and in the temperature range 77 — 300K.

LINEARIZED BOLTZMANN EQUATION WITH RELATION TIME APPROXIMATION
All the quantities of interest to us may be expressed immediately in terms of Fermi-Dirac distribution f(r,k.t). The
Boltzmann transport equation is therefore

af _ (of
V.V +FVf = (6Dc (12)
Consider a time dependent but spatially homogenous situation in the absence of applied fields. Thus Eq. (12)
becomes
af af
= G, (13)
af\ . . .
where the term (5) is expressed in terms of collision operator C as
c
5} ! ’
(3) =corlo= gV BIpW) ~ p()ldk (14)

for arbitrary function(¢) and potential(V). In the relaxation time approximation, we suppose that (%) has the simplest
c

form which will yield the behavior

@), -1 "

at T

Now for all mechanisms of interest to us, E is not much changed in a single event. For elastic scattering such as
ionized impurity scattering this is strictly true, while for acoustic deformation potential scattering(through local band
perturbation), it is only approximate. Actually in the cases for which t is well defined, it is a function of E alone. Thus
the relaxation time can be written as

T= 1,E* (16)

The value of the superscript A depends on the scattering mechanism 3/2 for ionized mpurities and -1/2 for acoustic
phonons. In the case of optical phonons the electron scattering is not elastic the relaxation time cannot be applied [6].

ELECTRON AND HEAT FLUX DENSITIES
In the steady state in a homogeneous system with electric E applied along the x-axis, in the absence of
magnetic field, the distribution can be written as

f=f,+ f (17)
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which is the solution of
e . _ 6_f’
—2EVify = (at)m“ (18)
where fj is the thermal equilibrium distribution and f” is a first order perturbation given by
f'= v fy + vy, + v, f, (19)
Furthermore,
af 1 of
v(-5) = i (20)
And Eq. (18) can be solved to find fx for one-dimensional case using Egs. (15), (19), and (20) to give
3o s
f, = e (32) E/y Q1)

Since E’x in Eq. (21) is the d.c. electric field along x-direction, and the x-component of the electric current
density is given by

*3
], = —Zeh% [ v2f,dv,dv,dv, (22)

Finally after transformation to spherical coordinates (v, 0, @) for velocity components and making use of Eq. (21)
for fy , we get

e?m;3E’ vo

J= - Jor (E) 82d£ (23)

where we make change of variable from v to € = E/kgT.
Thus for the case of parabolic density of states we obtain the following expression for the electrical conductivity

2ne?t, f;oszfods 2ne?ty F,
0= — T = o (24)
o 1
n [, e2fode n %

where F1, and F, can obtained as family of the well known tabulated Fermi-integral by setting p equals to 3 and 4
respectively.
) ePde
fO 1+exp(e-M) (25)
where 1 = Er/kgT is normalized Fermi energy.

We can obtain similar expression for electrical conductivity for the case of non-parabolic modified density of states
having band tails in Eq. (1) by inserting into Eq. (24) which gives

_ 2e?nt1, (Q) f (26)

3my \kgT

where s is obtained from Eq. (10) by setting A = 5/2.

2
To obtain thermal current density, we use from[7,8]

2mid 1, —4mmjt oo
Qy = ?3 f(zmnvz)vxfd"’v: ;hrf Jy vefidv 27

after integrating over spherical coordinates 6 and ¢.
In the presence of an external d.c. field E’x and a temperature gradient dT/dx along the x-direction, the Boltzmann
transport equation is written as

Ofg  eExdfy _  0fg eExvxdfp _  f-fo _  vxfy
Xox mhovy Xox mhvav T T (28)
One can solve % in Eq. (28) as
afo afo aT
9x T ox
= (=) [E 9 (Ee)] (4T
- ( aE) [T +kgT aT (kBT)] (dx) (29)

Inserting Eq. (29) into Eq. (28) and solving for f,, we get
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_ dTofo ] ) _0fy
fx = T e [ +keT5r (k T)] +eExTop G0)
Substituting Eq. ( 30) into Eq. (23), Jx becomes
_ emp? v oy 0 (Ep\](dT _e*mpPEy oo 4 0fp
Jx = T 3n2h3 f [ +kpT oo oT (kBT)] (dx) dv 31m2h3 fO w 0E dv G

Since a small current flows, Jx = 0 is assumed for measured thermoelectric voltages(V), and we obtain the following
relationship between E‘y and dT/dx.

o) [ (e o (i o

I — ([ —
Ex= (dX efy’ rv“(—ﬁ)dv

If there are no gradients of concentration, then the second term in numerator is cancelled. The Seebeck coefficient(o)
referred to as the thermal emf or thermoelectric power [9] is given by

of
w_ Rkt 1 PR el ke Fy

ar = T [Po(-I)ay T eT [PEME e [Tedfde e Fs

(33)

According to [10] dimensionless figure-of-merit(ZT) for a material in terms of Seebeck coefficient(a) , electrical
conductivity (o), and the electronic thermal conductivity (Ke) is

( kBF4)2 2ne?toFy T
e F3 my Fp

7T = @oT _ 3 _ 1[0 F3 32 F} F3 - (34)
Tk 2 T3 FoFy 9 FiF2
znro(kBT) 10F4 32 Fj 2r4
myT 3F, 9F F,
z z

The power factor (Prr) for the case of parabolic density of state is

_ _ kg Fo\2 [ 2ne?to B\ 2nkdte FEF,
Prer = o' = (_?E) ( my F_l> Tomg FZFy/3 (35)
2
where F3 and F,4 can obtained as family of the well known tabulated Fermi-integral by setting p equals to 3 and 4
respectively.

We can obtain expressions for o, ZT and Pgr for the case of modified density of states using the corresponding
expressions, i.e., Eqs. (33-35) obtained based on standard model with parabolic density of states (which doesn’t
incorporate the effect of band tails) by substituting Eq. (1) for modified density of states and by extending the integration
limits from -oo to oo. This yields the following expressions

vzs V7

a=- Ew—/z (36)
5/2
and
5
_ﬁ5¢7/2 ’ Zeznto(@)EE
o26T eT L|15/2 3my \kgT/ Uy L 1|r'§‘~|’2 -1
7T = < = Tos V2 =z izz—l 37
¢ znro(kBT)Z/@)E 53 7
3mpT  \kgT/ |Wo YoWs
2
Finally
9
V28)\2
oo = <_ @M) 2e’n1, (\/—6) ‘l’ _ Zm"(T) W7, (38)
FF eT ys;, amj \kgT/ o 3m¥1k%B Ys/2Po
where Y5 /y Y7 /2 Yo /, are obtained from Eq. (10) by setting A = 5/2, 7/2, 9/2 respectively.
RESULTS
Thomas-Fermi screening length in Eq.( 6) is calculated to be
1

ag = 7.87X107%n, 76 m 39)

and the value of the Gaussian distribution for impurity potential energy is

5
§ = 4.375X1072n,12J (40)
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Thus the electron concentration in the conduction band for modified density of states having band tails in Eq. (9)

becomes
25 53 l[ 1 ]
m22% 1 (0.601 0.319+0.906exp(2z2) 2z22|1-—
n= W 1f 6zexp( —2)| = |dz + fo 601 ¥ dz
2n 1+exp{1 494n122 17} 1+ exp{l 49ni?z - 17}
3 3 3 5 3 3 5
B (1.18)2X(9.11)2X(10731)2X22X(4.375)2X(10721)2(0.3)8
- m2X(1.054)3X10-102
0.601 0.319+0.906exp(2z) Z%[l . ]
. +0. exp(2z " 1672, _ 25
U (0-28)exp(~z ) (1+exp{1.494X0.6032—n}) %7 Joso1 1+ exp{1.49X0.603z — 1} dz]=3.2X10"X
0.601 0.319+0.906exp(22) Z%[l-;]
2 .319+0.906exp(2z 0 1622
[f (0 28)exp( z ) ( 1+exp{0.9z-n} f0-601 1+ exp{0.9z — n} ] (41)
Thus
0.601 0.319+0.906exp(22) Z%[l-;]
.319+0.906exp(2z 0 1622
=3. 2[f (0 28)exp( z ) ( 1+exp{0.9z—n} ) d f0-601 1+ exp{0.9z — n} ] (42)
Similarly for parabolic density of states
n = 3-2F1/2(T]) (43)

and the rest all integrals are evaluated by inserting them directly in the mathematical v.5 installed in the sun ultra 5 work
station computer[11]. The above values of n, and 7 obtained by an iterative method which was employed in the above
simplified expressions to relate them for parabolic and modified density of states cases.

The table of values(in the Appendix part of Table 1 and 2), Fi,» (-2.6) is evaluated as

Nintegrate[x'/2/(1 + Exp[x + 2.6]) /], {x, 0, =0}

The result is Fi2 (-2.6) = 0.0641614 and the corresponding normalized concentration is

Figure 1. Thermoelectric power as a function of electron concentration
with the solid line marked by circles is for parabolic band and dashed
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line marked by squares is for modified density of states.

Note that iterative method is not one shot
process but it takes certain thoughtful steps to get
the best value of m which gives to the nearest
possible value of n, = 0.2 that is n = -2.6. This
procedure was followed to evaluate all values in the
table including the corresponding values for F3, and
F4 for parabolic case.

It is straightforward to use the same procedure
for the case of modified density of states. In the
same way as the previous case, in the table of
values, n, = 0.2 corresponds to n = -2.9.
Mathematica software 5.0 is used to obtain
0.0333945 + 0.13557 = 0.16896 which was taken
as the best approximation of n, = 0.2 during the
iterating method corresponding to n = -2.9. The
same procedure was used for the other pair of
values in the table. The values of the other integrals
Vo , Us, Y7 , o (in Appendix part of Table 2) were

2 2 2

evaluated straight forward(even copy and paste of
expressions is possible that facilitates the process)
by using mathematica v.5.

Graph in Figure 1 represents the dependence
of thermoelectric power, defined as the voltage
difference (AV) developed due to temperature

difference (AT), as a function of electron concentration ranging 0.2 — 20x10%/m? for two different cases. The quadratic
equation fitting results are given by y = -0.006x> + 0.06x -3.584 and with goodness of fit R? = 0.987 for parabolic case
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whereas y = -0.007x> + 0.072x -3.577 and with goodness of fit R? = 0.99 for non-parabolic case. When we compare the
quadratic terms for each case the corresponding coefficients -0.007 and -0.006 differ by (-0.006 + 0.007)/0.006 = 16.7%,
the coefficients of the linear terms differ by (0.072 -0.06)/0.06 = 16.7%, and the difference b/n the constant terms is
negligible. Thus the values of the seebeck coefficient differ by 16.7% in favor of non-parabolic density of states
consideration.

Figure 2. Merit(ZT) as a function of electron concentration with the solid line marked by circles is for parabolic band and dashed
line marked by squares is for non-parabolic band consideration.

The graph for values of Figure of merit (ZT) for both parabolic and non-parabolic cases are presented in Figure 2.
The cubic curve fitting was used with R? = 0.994 for parabolic case and R? = 0.814 for non-parabolic case. The maximum
value of ZT for parabolic case is 0.0139 and for non-parabolic case it is 0.0256 corresponding to the maximum carrier
concentration of 2 X 10%/m?. The minimum value of ZT for parabolic case is 0.0069 and for the non-parabolic case it is
0.0128 corresponding to the minimum carrier concentration of 2X10%*/m?. The difference in the values of ZT ranges up
to 0.59% - 84.1% in favor of the non-parabolic consideration.
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Figure 3. Power factor with respect to relaxation time plotted as a function of electron concentration

The power factor per relaxation time is plotted as shown in Figure 3. An exponential curve fitting is performed for
the calculated data to obtain y = 2.059¢%335% and with goodness of fit R> = 0.993 for parabolic case while y = 1.66¢%397%
and with goodness of fit R> = 0.987 is obtained for non-parabolic case. The two curves differ as shown by the respective
exponential functions as the first is growing by a factor of 0.355 while the second is growing by a factor of 0.307 with a
difference of .2% in favor of the non-parabolic consideration. On the other hand the amplitudes of the exponential
functions are 2.059 for the first case and 1.66 for the second case which differ by 39.9% in favor of the parabolic
consideration.
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The results about calculations of Seebeck coefficient(a), Figure of merit(ZT), and Power factor with respect to
relaxation time(Pgr/to) for the parabolic and non-parabolic considerations do differ as much as 16.7%, from 0.059% to
84.1%, 39.9% respectively. The magnitude of the difference 16.7% is obtained in favor of parabolic density of states
consideration as compared to non-parabolic density of states. It tells us as the carrier concentration increases with
incorporation of more impurities the Seebeck coefficient changes significantly in both cases with respective difference of
16.7%. This is evident in the pattern of the calculated data fitted with a quadratic curve where the good-of-fit has a maximum
value than other curves. When it comes to the Figure-of-merit(ZT) the maximum value of goodness-of-fit of the calculated
data is obtained for cubic curve as shown in Figure 2. The comparison is made between the respective values of ZT at the
minimum and maximum carrier concentration which gives the difference that ranges from 0.059% - 84.1% where the gap
between the values in the two cases increases as the carrier concentration increases. The calculation of the power factor with
respect to relaxation time is compared for the two cases with help of an exponential curve fitting which has a maximum
value of goodness-of-fit than other fitted curves. Therefore the calculations for the two cases differ as much as 39.9% in
favor of the parabolic density of states. This result reminds care should be taken in our calculation of thermoelectric
coefficients for higher carrier concentrations where non-parabolic density of states consideration is preferable.

The experimental work by [12] reported that, despite limited information available about thermoelectric properties
of single crystal silicon for higher doping concentration at higher temperature, they measured electrical conductivity,
Seeback coefficient, and thermal conductivity to get calculated value of ZT as much as 0.015 for n-type silicon and 0.008
for p-type silicon in the heavily doping range(10'® — 10?%/cm?) at temperature range from 300 — 1000K. In the current
study the maximum value is 0.0256 slightly different by 1.06% from the experimental value for the non-parabolic density
of consideration as it is closer than the parabolic consideration which differs as much as 12.4% from the experimental
value. Thermoelectric devices provide cooling when an applied current pumps heat from the cold side towards the hot
side through the Peltier effect, or enable waste heat recovery by converting a heat gradient to electrical power through the
Seebeck effect[13]. As cited in [13], a good thermoelectric material should possess a large Seebeck coefficient, a high
electrical conductivity, and low thermal conductivity to maximize the dimensionless Figure of merit for the thermoelectric
performance of a material. Reducing the thermal conductivity is therefore a natural way to improve the
performance(indicated by power factor and efficiency) of a thermoelectric material. [13] found that the thermal
conductivity is strongly reduced due to nanostructuration and the incorporation of impurities.

CONCLUSION

The thermoelectric effect is investigated in terms of thermoelectric power, Figure of merit, and power factor which
have primary importance in device application. There is considerable difference of 16.7% between calculated value of
thermoelectric power based on the parabolic density of states and the modified density of states in favor of the latter case.
The difference between Figure of merit values calculated for two cases ranges from 0.059% - 84.1%% in favor of the
non-parabolic case. The same trend is expected for the electron concentration exceeding 2x10%%/m3. The calculated values
of the power factor with respect to the relaxation time differ between the two case by 39.9% in favor of parabolic
consideration. Laws of modern physics are used in the derivation of modified non-parabolic density of states to make
corrections for parabolic density of states consideration as applied for heavily doped silicon, by doing so we get significant
agreement with experimental results.
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APPENDIX

Table 1. Calculated values for parabolic density of states

S;E)al mo| o1 Fin F Fs Fi a(x10% VK1) zT Prr/to(10' "W m!-K2s71)
1 0.2 | -2.6 | 0.064 0.147 0.444 1.778 -3.4539 0.0069 2.607564
2 03 | -22 | 0.095 0.22 0.66 2.65 -3.4631 0.0067 3.964446
3 05 | -1.7 | 0.15 0.37 1.08 4.36 -3.4819 0.0061 7.1154
4 08 | -1.2 | 0.24 0.58 1.77 7.16 -3.489 0.0068 11.20056
5 1 -0.9 | 0.32 0.78 2.38 9.64 -3.4935 0.0068 14.15646
6 1.3 | -0.6 0.41 1.03 3.19 12.96 -3.5041 0.0071 19.08449
7 1.5 | -0.5 | 0.445 1.13 3.51 14.3 -3.5139 0.0071 22.38165
8 2 -0.1 | 0.626 1.65 5.17 21.163 -3.5306 0.0072 31.27236
9 25 ] 02 | 0.781 2.16 6.87 28.337 -3.5576 0.0074 41.63925
10 3 0.4 0.94 2.583 8.288 34.38 -3.5778 0.0075 50.21136
11 5 1.2 1.56 5.105 17.214 73.58 -3.6867 0.008 105.8283
12 6 1.5 1.875 6.494 22.41 97.230 -3.7421 0.0084 138.4848
13 8 2 2.5 9.513 343 153.18 -3.8518 0.009 214.9205
14 10 | 24 | 3.125 12.68 47.5 218.15 -3.9611 0.0096 302.9532
15 12 2.8 3.75 16.65 65.06 307.59 -4.0777 0.0104 421.5715
16 15 34 4.688 24.35 101.6 504.83 -4.2856 0.0117 680.95
17 18 | 39 | 5.625 32.64 144.13 748.52 -4.4793 0.0129 997.218
18 20 | 42 6.25 38.5 176.12 940.14 -4.604 0.0139 1242.752
Table 2. Calculated values for modified density of states having band tails
Serial -4 Y-l 10 2.1
No np n Yo Ys2 Y72 273 a(x10* VK1) ZT Pre/to(10"°W-m!-K=-s71)
1 0.2 2.9 0.08 0..9627 5.047 33.1 -3.455 0.0128 2.32
2 0.3 -2.57 0.09 0.6821 3.015 16.7 -3.45 0.0133 3.35
3 0.5 -2.09 0.12 0.472 1.6809 7.5 -3.439 0.0133 4.9
4 0.8 -1.69 0.14 0.3227 0.9416 3.46 -3.428 0.0128 7.44
5 1 -1.5 0.15 0.2681 0.7124 2.38 -3.425 0.0128 9.09
6 1.3 -1.28 0.17 0.2167 0.5167 1.55 -3.429 0.0128 11.1
7 1.5 -1.15 0.18 0.1933 0.4351 1.23 -3.435 0.0128 12.57
8 2 -0.89 0.2 0.1533 0.3079 0.77 -3.456 0.0133 16.3
9 2.5 -0.68 0.21 0.1287 0.2373 0.55 -3.482 0.0128 20.87
10 3 -0.49 0.23 0.1125 0.1938 0.41 -3.51 0.0145 24.57
11 5 0.1 0.28 0.0803 0.1156 0.20 -3.629 0.0167 43.4
12 6 0.34 0.3 0.0726 0.0984 0.16 -3.686 0.0167 55.94
13 8 0.77 0.33 0.0642 0.0795 0.12 -3.798 0.0152 85.28
14 10 1.16 0.36 0.0606 0.0704 0.1 -3.909 0.0152 124.18
15 12 1.52 0.39 0.0592 0.0656 0.086 -4.022 0.0185 169.64
16 15 2.0 0.42 0.058 0.062 0.08 -4.258 0.0159 259.83
17 18 2.46 0.45 0.059 0.061 0.07 -4.444 0.0303 409.6
18 20 2.74 0.47 0.0604 0.0608 0.069 -4.520 0.0256 514.98

TEPMOEJIEKTPUYHI KOE®INIEHTU CUJIBHO JIETOBAHOI'O KPEMHIIO N-THITY
Myayrera Xaote I'edpy
Dizuunuil paxynemem Ynieepcumemy Apba Minu, Apba Minu, Egionis

JlocTiKeHO TepMOCIIEKTPHYHNIT e(eKT 3 TOYKH 30py TEPMOCICKTPUYHOT MOTYKHOCTI, 100poTHOCTI (ZT) 1 KoediuieHTa MOTYKHOCTI.
Po3paxyHKH MpOBOAWIN HAa OCHOBI PIBHSHHS MepeHocy BonbliMaHa, B3sBIIM iOHI30BaHE PO3CIIOBAHHS JOMIILIOK 5K JOMiHYIOYHi
MEXaHi3M JUIs CUJILHO JIETOBAHOTO KpeMHiro n-tumy npu 300 K 3 konuenrpauiero 3apsay Big 2x10'%/cm® — 20x10%%/cm’. Bigomo, mo
JIETyBaHHS MaTepialiiB MOXXE BUKIMKATH 3MilleHHs piBHSA DepMmi, a JEryBaHHSA TaKOX MOXKE BUKIMKATH 3MiHH TPaHCIIOPTHUX
MexaHi3MiB. Pe3ysbTaTi 1bOro JOCIIKEHHS ITOKa3yIOTh, IO JICTYBaHHS TaKOX BHUKIHMKAE 3MiHH TEPMOEJICKTPHYHOI MOTYKHOCTI,
J0OpOTHOCTI Ta KoedimieHTa NOTY>KHOCTI. Benmurna 3MiHM pi3Ha /U BpaxyBaHHS NapaboTivHOl IUIBHOCTI CTaHIB 1 HenapaboIiaHol
MO IKOBAHOI IIIBHOCTI CTaHIB, KA CTAHOBUTH 16,7% aist TepmoenekTpuanoi eneprii, Big 0,059% - 84,1% amns moka3sHUKA SKOCTI
(ZT) na xopucTh HenapaboiYHOI BifnoBiaHo. IcHye Takox pizHULE B 39,9% U1 KoedilieHTa ITOTYKHOCTI 00 Yacy pesakcarii Mix
JIBOMa BHIIAJKAMH Ha KOPUCTb apabosIiqHOTO PO3IIsLY.
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Bunasels i BUroToBAIOBAY
XapkiBcpkU# HanioHaabHUH yHiBepcuteT iMeHi B.H. Kapazina
61022, XapkiB, maiinan CBoboau, 4
CaigonrBo cy6’ekra BumaBaHu4oi copasu K Ne 3367 Bim 13.01.09

BunaBaEunTBO XapKiBCHKHUN HallioHaABHUH yHiBepcuTeT imeHi B.H. Kapa3ina
Tea. +380-057-705-24-32





