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This article continues the study of concrete algebra-like structures in our polyadic approach, where the arities of all
operations are initially taken as arbitrary, but the relations between them, the arity shapes, are to be found from some
natural conditions (“arity freedom principle”). In this way, generalized associative algebras, coassociative coalgebras,
bialgebras and Hopf algebras are defined and investigated. They have many unusual features in comparison with the
binary case. For instance, both the algebra and its underlying field can be zeroless and nonunital, the existence of the unit
and counit is not obligatory, and the dimension of the algebra is not arbitrary, but “quantized”. The polyadic convolution
product and bialgebra can be defined, and when the algebra and coalgebra have unequal arities, the polyadic version of
the antipode, the querantipode, has different properties. As a possible application to quantum group theory, we introduce
the polyadic version of braidings, almost co-commutativity, quasitriangularity and the equations for the R-matrix (which
can be treated as a polyadic analog of the Yang-Baxter equation). We propose another concept of deformation which is
governed not by the twist map, but by the medial map, where only the latter is unique in the polyadic case. We present
the corresponding braidings, almost co-mediality and M-matrix, for which the compatibility equations are found.
KEY WORDS: polyadic field, polyadic algebra, bialgebra, Hopf algebra, antipode, braid equation, braiding, R-matrix,
Yang-Baxter equation, mediality, co-medaility, M-matrix, quasitriangularity

INTRODUCTION

Since Hopf algebras were introduced in connection with algebraic topology [1,2], their role has increased
significantly (see, e.g., [3]), with numerous applications in diverse areas, especially in relation to quantum
groups [4-8|. There have been many generalizations of Hopf algebras (for a brief review, see, e.g., [9]).

From another perspective, the concepts of polyadic vector space, polyadic algebras and polyadic tensor
product over general polyadic fields were introduced in [10]. They differ from the standard definitions of n-ary
algebras [11-13] in considering an arbitrary arity shape for all operations, and not the algebra multiplication
alone. This means that the arities of addition in the algebra, the multiplication and addition in the underlying
field can all be different from binary and the number of places in the multiaction (polyadic module) can be
more than one [14]. The connection between arities is determined by their arity shapes [10] (“arity freedom
principle”). Note that our approach is somewhat different from the operad approach (see, e.g., [15,16]).

Here we propose a similar and consequent polyadic generalization of Hopf algebras. First, we define polyadic
coalgebras and study their homomorphisms and tensor products. In the construction of the polyadic convolution
product and bialgebras we propose considering different arities for the algebra and coalgebra, which is a crucial
difference from the binary case. Instead of the antipode, we introduce its polyadic version, the querantipode,
by analogy with the querelement in n-ary groups [17]. We then consider polyadic analogs of braidings, almost
co-commutativity and the R-matrix, together with the quasitriangularity equations. This description is not
unique, as with the polyadic analog of the twist map, while the medial map is unique for all arities. Therefore,
a new (unique) concept of deformation is proposed: almost co-mediality with the corresponding M-matrix. The
medial analogs of braidings and quasitriangularity are introduced, and the equations for M-matrix are obtained.

POLYADIC FIELDS AND VECTOR SPACES
Let k = k(mr:ne) — <K | V,gm’“), ,u,(cn’“)> be a polyadic or (my, ny)-ary field with ny-ary multiplication u,(fn’“) :

K™ — K and my-ary addition V](cmk') : K™& — K which are (polyadically) associative and distributive, such that
(K | u("’“)> and (K | l/(mk)> are both commutative polyadic groups [18,19]. This means that ,u,(cn’“) = u,ink) O Thy,

and I/I(ka) = V,(ka) O Tpn,, Where 7,, € Sy, , Tm, € Sm,, and Sy, , S, are the symmetry permutation groups.

A polyadic field k(") is derived, if uknk) and V,(ka) are iterations of the corresponding binary operations:
ordinary multiplication and addition. The polyadic fields considered in [19] were derived. The simplest example
of a nonderived (2,3)-ary field is k>3 = {iR}, and of a nonderived (3,3)-ary field is k*%) = {ip/q}, where
p,q € Z° (i2 = —1, and the operations are in C). Polyadic analogs of prime Galois fields including nonderived
ones were presented in [20].

© Steven Duplij, 2021
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Recall that a polyadic zero z in any <X | l/(m)> (with v(™) being an addition-like operation) is defined (if
it exists) by
v (&,2] =2, VEe Xm L (1)

where z can be on any place, and x is any polyad of length m — 1 (as a sequence of elements) in X. A polyadic
unit in any (X | u(”)> (with p being a multiplication-like operation) is an e € X (if it exists) such that

™ [e" '] =2, VreX, (2)

n

where x can be on any place, and the repeated entries in a polyad are denoted by a power Z,...,z = z™. It
follows from (2), that for n > 3 the polyad e can play the role of a unit, and is called a neutral sequence [21]

u(")[é,x]zx, VeeX, ée X" L. (3)

This is a crucial difference from the binary case, as the neutral sequence é can (possibly) be nonunique.

The nonderived polyadic fields obey unusual properties: they can have several (polyadic) units or no units
at all (nonunital, as in k(3 and k®3) above), no (polyadic) zeros (zeroless, as k(*3) above), or they can
consist of units only (for some examples, see [20,22]). This may lead, in general, to new features of the algebraic
structures using the polyadic fields as the underlying fields (e.g. scalars for vector spaces, etc.) [10].

Moreover, polyadic invertibility is not connected with units, but is governed by the special element,
analogous to an inverse, the so called querelement T, which for any <X | ,u(")> is defined by [17]

p( [:c"il,:f] =z, VrelX, (4)

where T can be on any place (instead of the binary inverse “zz~! = €”). An element z € X for which (4) has
a solution under Z is called querable or “polyadically invertible”. If all elements in X are querable, and the
operation u(™ is polyadically associative, then <X | u(")> is a n-ary group. Polyadic associativity in <X | u(”)>
can be defined as a kind of invariance relationship [14]

™ [cic, 1 [g] ,2] = invariant, (5)

where &, 4, 2 are polyads of the needed size in X, and p(™ [g] can be on any place, and we therefore will not
use additional brackets. Using polyadic associativity (5) we introduce (-iterated multiplication by

14

of —
() (@] = L p R, @ e XD ©)

where ¢ is “number of multiplications”. Therefore, the admissible length of any n-ary word is not arbitrary, as
in the binary n = 2 case, but fixed (“quantized”) to ¢ (n — 1) + 1.
Ezample 1. Consider the nonunital zeroless polyadic field k*3) = {ip/q}, i? = —1, p, q € Z°% (from the example
above). Both the ternary addition v [z,y,t] = 2 4+ y + t and the ternary multiplication u® [z,vy,t] = zyt are
nonderived, ternary associative and distributive. For each = ip/q (p,q € Z°%?) the additive querelement
(denoted by a wave, a ternary analog of an inverse element with respect to addition) is & = —ip/p’, and the
multiplicative querelement is T = —iq/p (see (4)). Therefore, both ({ip/q} | p®) and ({ip/q} | v®) are ternary
groups (as it should be for a (3, 3)-field), but they contain no neutral elements (unit or zero).

The polyadic analogs of vector spaces and tensor products were introduced in [10]. Briefly, consider a set

V of “polyadic vectors” with the addition-like m,-ary operation V‘(/T”“), such that <V | 1/1(,m”)> is a commutative

my-ary group. The key differences from the binary case are: 1) The zero vector z, does not necessarily exist
(see the above example for k(33) field); 2) The role of a negative vector is played by the additive querelement

U in <V | V‘(/m”)> (which does not imply the existence of z,). A polyadic analog of the binary multiplication by

a scalar (\v) is the multiaction p(») introduced in [14]
P KT XV SV (7)
If the unit ey exists in k(™#™*) then the multiaction can be normalized (analog of “lv = v”) by

P (e [ v) = v, veV. (8)
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Under the composition o, , (given by the arity changing formula [14]), the set of multiactions form a n,-ary
semigroup Sf)”f’) = <{ pg”)} | on, > Tts arity is less or equal than ny and depends on one integer parameter (the

number of intact elements in the composition), which is less than (r, — 1) (for details see [10]).
A polyadic vector space over the polyadic field k(mm+) ig

V: V(m/l;;mk,nk;?“p — <V K | 7”1)) V]E;mk);,u](cnk) (T71)> (9)

where <V | V‘(/m'“)> is a commutative m,-ary group, <K | 1y () (m’“)> is a polyadic field, <{ (T”)} | onp> is a

np-ary semigroup, the multiaction p(7e) is distributive with respect to the polyadic additions VV m) u,(cm’“) and

compatible with u(n’“) (see (2.15), (2.16), and (2.9) in [10]). If instead of the underlying field, we consider a
ring, then (9) define a polyadic module together with (7). The dimension d, of a polyadic vector space is the
number of elements in its polyadic basis, and we denote it V4, = VfiTv;m’“ M) The polyadic direct sum and
polyadic tensor product of polyadic vector spaces were constructed in [10] (see (3.25) and (3.39) there). They
have an unusual peculiarity (which is not possible in the binary case): the polyadic vector spaces of different
arities can be added and multiplied. The polyadic tensor product is “k-linear” in the usual sense, only instead
of “multiplication by scalar” one uses the multiaction p(” (see [10] for details). Because of associativity, we will

use the binary-like notation for polyadic tensor products (implying ® = ®y) and powers of them (for instance,
n

TR®r®...Qx=1x®") to be clearer in computations and as customary in diagrams.

POLYADIC ASSOCIATIVE ALGEBRAS

Here we introduce operations on elements of a polyadic vector space, which leads to the notion of a polyadic
algebra.

“Elementwise”’description

Here we formulate the polyadic algebras in terms of sets and operations written in a manifest form.
The arities will be initially taken as arbitrary, but then relations between them will follow from compatibility
conditions (as in [10]).

Definition 2. A polyadic (associative) algebra (or k-algebra) is a tuple consisting of 2 sets and 5 operations
A= A(ma7na,mk,nk,ra) o <A K | l/(ma)’ugla) ngk)»/l;gm)ap(“)> ’ (10)

where:

1. k(memne) — <K| (m*),ul(cn")> is a polyadic field with the my-ary field (scalar) addition l/](cmk) K™ K
and ng-ary field (scalar) multiplication /% SN "GN K;

2.
Apoey = AlMaimenkiTa) <A K| I/("la) Vl(cmk),lu;nk);pg'a)> (11)
is a polyadic vector space with the mg-ary vector addition 1/1(47””) : A" — A and the rq-place multiaction
P K x A = A;
3. The map p(n“) A™e — Ais a k-linear map (“vector multiplication”) satisfying total associativity

,uffa) [a ,u(n“) [b] ,é} = tnwvariant, (12)

where the second product :“54 "e) can be on any place in brackets and a, l;, ¢ are polyads;

(ra) s

4. The multiacton py, (na), (M) (m))

is compatible with vector and field operations ( (m“)7 [T RS T,

Definition 3. We call the tuple (mg, ng; my, ng;7,) an arity shape of the polyadic algebra A.

The compatibility of the multiaction pg“) (“linearity”) consists of [10, 14]:
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1) Distributivity with respect to the m,-ary vector addition Vim“) (“A(a+b) =Aa+ b

pxa) {)\17 ...... ,)\r(z | V,(Ama) [a’l’ o "am“]}
— ) {P(X“) S A lar}s o o0 A, Ay | ama}} : (13)

2) Compatibility with ng-ary “vector multiplication” ,uff”') (“(Aa) - (ub) = (M) (a- b))

ME:“) {pxa) {M,.oeenns JAr, a1}, ... ,p(AT“) {Ara(na71)7 ...... s Arang | ana}}
0
:p(f(a){/,&](ﬂnk) [)\1, ...... 7)\mk]’_“7M§an) P‘mk(lfl)a ...... ,/\mkd,
D VAR PO D ,uff”') [a1,...,an,] }, (14)
Ling—1)=rs(ng—1), (15)

where £ is an integer, and £ <1, < {(ng — 1), 2 < n, < ng.

3) Distributivity with respect to the my-ary field addition V,im’“) (“ A+ p)a = Aa+ pa”)

e/
p(T“) V]E,mk) [)\17 ...... ,)\mk] yeeey Vlgmk) P‘mk(f'—l)’ ...... ,)\mkz/] s /\mk£/+17 ...... 7>‘T‘ama | a
= () [ o) g, Do 10} 0T L (15 Aram, |a}} , (16)
O(mg—1)=r,(mg — 1), (17)

where ¢ is an integer, and ¢/ < r, </ (mg — 1), 2 < m, < my.

4) Compatibility ny-ary field multiplication u,(cn’“) (“X(na) = (M) a”)

np
pﬁ;"“){Ah ...... D U 6 VPR Arom, | a} }
e//
_ e ) )y A (&) [y A by A 18
=Pa M [ Tygoeoens s nk],...,,uk [ (£ —=1)s v e y nkg//], Nl Ly e e nn y Aran, | a o, ( )
" (ng —1) =14 (n, — 1), (19)

where ¢ is an integer, and ¢ <r, <{"(ny — 1), 2 <n, < ng.

Remark 4. In the binary case, we have mg, = n, = my = np =n, = 2, r, = £ = ¢ =" = 1. The n-ary
algebras [11,12] have only one distinct arity n, = n.

Definition 5. We call the triple (¢,¢',¢") a £-arity shape of the polyadic algebra A.

Proposition 6. In the limiting £-arity shapes the arity shape of A is determined by three integers(m,n,r), such
that:

1. For the mazimal £ = ¢’ = 0" = r,, the arity shape of the algebra and underlying field coincide

Mg =Mk =M, (20)
Ng =N =Ny =10, (21)
7"@ =T7T. (22)
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2. For the minimal C-arities £ = ¢' = 0" =1 it should be rq| (M — 1) and ro| (ng, — 1), and

-1
me =1+ = ; (23)
T
-1
naznp:1+n ) (24)
T
mEp =m, (25)
ne =mn, (26)
Ta =T7T. (27)

Proof. This follows directly from the compatibility conditions (14)—(18). m

Proposition 7. If the multiaction pg“) is an ordinary action K x A — A, then all (-arities are minimal

=10 =10" =1, and the arity shape of A is determined by two integers (m,n), such that the arities of the
algebra and underlying field are equal, and the arity n, of the action semigroup S, is equal to the arity of
multiplication in the underlying field

Mg = My =M, (28)
Ng =Nk =Ny =N (29)

As it was shown in [20], there exist zeroless and nonunital polyadic fields and rings. Therefore, the main
difference with the binary algebras is the possible absence of a zero and/or unit in the polyadic field k(7 m)
and/or in the polyadic ring

Aring = Almana) — <A ‘ V,(qma)auxla)> ) (30)

and so the additional axioms are needed iff such elements exist. This was the reason we have started from
Definition 2, where no existence of zeroes and units in k(™* ") and Aying is implied.

If they exist, denote possible units and zeroes by ey € k(mmme) | 2z € k(mens) and ey € AMema) 2, €
A(mama) T this way we have 4 choices for each k(™) and A(™ame) and these 16 possible kinds of polyadic
algebras are presented in TABLE 1. The most exotic case is at the bottom right, where both k(™) and
Almeme) are zeroless nonunital, which cannot exist in either binary algebras or n-ary algebras [11].

Table 1: Kinds of polyadic algebras depending on zeroes and units.

A(ma naq)

z A z A no zp no z4
k(mk’nk) eA no ey ea no ey
EPS unital A nonunital A unital zeroless A nonunital zeroless A
er unital k unital k unital k unital k
Zl unital A nonunital A unital zeroless A nonunital zeroless A
no ep nonunital k nonunital k nonunital k nonunital k
no zp unital A nonunital A unital zeroless A nonunital zeroless A
[ unital zeroless k unital zeroless k unital zeroless k unital zeroless k
no zjp unital A nonunital A unital zeroless A nonunital zeroless A
no egp nonunital zeroless k nonunital zeroless k nonunital zeroless k nonunital zeroless k

The standard case is that in the upper left corner, when both k(™#m%) and A(™e ") have a zero and unit.

Ezxample 8. Consider the (“k-linear”) associative polyadic algebra AB33:32) gyer the zeroless nonunital (3,3)-

field k%) (from Ezample 1). The elements of A are pairs a = (A, ') € k(%) x k(33 and for them the ternary
addition and ternary multiplication are defined by

B 1O, ML) Mgy AD) My M) = (A Ao g, X Ao ) (31)
P T AL (A2, A5) (g N5)] = (A + da A, XL+ Ay + M%), A A € k@) (32)

where operations on the r.h.s. are in C. If we introduce an element 0 ¢ k(®3) with the property 0-A = X-0 =0,

then (31)—(32) can be presented as the ordinary multiplication and addition of three anti-diagonal 2 x 2 formal
A

matrices < )?, 0 > There is no unit or zero in the ternary ring <A | Vf),uf)>, but both <A \ uf)> and
<A | yf)> are ternary groups, because each a = (ip/q,ip’'/q’) € A has the unique additive querelement a =

(—ip/q,—ip'/q’) and the unique multiplicative querelement a = (—iq’/p’, —iq/p). The 2-place action (“2-scalar
product”) is defined by p (A1, Ao | (A, X)) = (A1 A2\, A A2 )\). The arity shape (see Definition 5) of this zeroless
nonunital polyadic algebra A33:3:2) ig (2,2,2), and the compatibilities (13)—(19) hold.
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Polyadic analog of the functions on group

In the search for a polyadic version of the algebra of k-valued functions (which is isomorphic and dual
to the corresponding group algebra) we can not only have more complicated arity shapes than in the binary
case, but also the exotic possibility that the arities of the field and group are different as can be possible for
multiplace functions.

Let us consider a ng-ary group G = G9) = <G | u§”9)>, which does not necessarily contain the identity

eg, and where each element is querable (see (4)). Now we introduce the set Ay of multiplace (s-place) functions
fi (91,-..,9s) (of finite support) which take value in the polyadic field k(™*") such that f; : G°* — K. To
endow Ay with the structure of a polyadic associative algebra (10), we should consistently define the my-ary

(m) . Agcmk)

addition v} — Ay, np-ary multiplication (“convolution”) ,ugc"’“) : Agcn"") — Ay and the multiaction

pgff )K" % Ay — Ay (“scalar multiplication”). Thus we write for the algebra of k-valued functions
B (G) = (Ag | ™) ™) ™) p0 7)) (33)

The simplest operation here is the addition of the k-valued functions which, obviously, coincides with the

field addition v{"™) = v (™).
Construction 9. Because all arguments of the multiacton pfff ) are in the field, the only possibility for the

r.h.s. is its multiplication (similar to the regular representation)

A Oy Ay 1)) =0 A A, f] L M€K, f e Ay, (34)
and in addition we have the arity shape relation
ng =ry+1, (35)
which is satisfied “automatically” in the binary case.

The polyadic analog of k-valued function convolution (“(fi * f2) (9) = Zn he=gSf1 (h1) f2 (h2)”), which is

denoted by ,ugcn’“) here, while the sum in the field is Vi”(m’“fl)ﬂ

constructed according to the arity rules from [10, 14].

, where £, is the “number of additions”, can be

Definition 10. The polyadic convolution of s-place k-valued functions is defined as the admissible polyadic
sum of ¢, (my — 1) + 1 products

Ngfnk) [fl (gla~.~agS))..~7f’nk (917"‘795)] =

(Vlgmw)"‘” [ngk) [F1 (Bay e ) s Fon (Bt - - .,hmk)]} . (36)

(ng

a)
e TP, M T W e
h(sffid+1)n9 =Ys—tig+1>

hsng' =9s

where fiq is the number of intact elements in the determining equations (“h1he = ¢”) under the field sum vy.
The arity shape is determined by
sny = (s — lia) ng + bia, (37)

which gives the connection between the field and the group arities.

Ezample 11. If ng = 3, np =2, my = 3, s = 2, fig = 1, then we obtain the arity changing polyadic convolution

uf) [f1(91,92), f2 (91, 92)] =

(W)™ [ 1 k) 12 s, )] (39)

1$ [ha,ha hs]=g1,
1P =ga
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where the ¢, ternary additions are taken on the support. Now the multiaction (34) is one-place
o) AN =wP NFl, e K, fedy, (39)

as it follows from (35).

Remark 12. The general polyadic convolution (36) is inspired by the main heteromorphism equation (5.14) and
the arity changing formula (5.15) of [14]. The graphical dependence of the field arity nj on the number of places
s is similar to that on FIGURE 1, and the “quantization” rules (following from the solutions of (37) in integers)
are in TABLE 1 there.

Proposition 13. The multiplication (36) is associative.
Proof. This follows from the associativity quiver technique of [14] applied to the polyadic convolution. m
Corollary 14. The k-valued multiplace functions {f;} form a polyadic associative algebra Fi (G).
“Diagrammatic” description

Here we formulate the polyadic algebra axioms in the more customary “diagrammatic” form using the
polyadic tensor products and mappings between them (denoted by bold corresponding letters). Informally, the

k-linearity is already “automatically encoded” by the polyadic tensor algebra over k, and therefore the axioms

already contain the algebra multiplication (but not the scalar multiplication).

Let us denote the k-linear algebra multiplication map by p(™ (u(™ = ,ugl“) from (10)) defined as

p(”)o(a1®...®an):u(”) [a1,...,an], a1,...,a, € A. (40)

Definition 15 (Algebra associativity axiom). A polyadic (associative n-ary) algebra (or k-algebra) is a vector
space Ayecr over the polyadic field k (11) with the k-linear algebra multiplication map

A(n) = <Avect | /L(n)>7 l’l’(n) : A®n — Aa (41)
which is totally associative

H(n) o (idf(nqﬂ-) ®u(n) ® id%i) _ N(n) o (idf(nflfj) ®N(n) ® id%j) 7

Vi,j=0,...n—1, i#j, ida:A— A (42)
such that the diagram
ABCn-D) Wi Ve pe R jen
id€ 1D g pumg id%’jl lm") (43)
A% n - A

commutes.
Definition 16. A polyadic algebra A™ s called totally commutative, if
p™ =p™or, (44)
where 7, € S,,, and S, is the symmetry permutation group on n elements.
Remark 17. Initially, there are no other axioms in the definition of a polyadic algebra, because polyadic fields

and vector spaces do not necessarily contain zeroes and units (see TABLE 1).

A special kind of polyadic algebra can appear, when the multiplication is “iterated” from lower arity ones,
which is one of 3 kinds of arity changing for polyadic systems [14].

Definition 18. A polyadic multiplication is called derived, if the map ;LEIZZ, is £,-iterated from the maps uén‘))

of lower arity ng < n

e#‘
pl) = o) o (,u,g’w) o... (ug’“’) ® id®(”°’1)) ®...® id®("°’1)), (45)
where
n=~{,(no—1)+1, £,>2, (46)

and £, is the “number of iterations”.
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Ezample 19. In the ternary case n = 3 and ng = 2, we have u((f;)r = u((f) o (,u((f) ® id), which in the “elementwise”

der — ap - (a’2 : a3)7 where /J/Ed?g)r = [ I ]der and ILLE)Q) = ()

Introduce a k-linear multiaction map p(") corresponding to the multiaction p(") = pg“) (7) (by analogy
with (40)) as

description is [ay, ag, as)

PPoM@...0N®a)=p" A,...; | a), M,....,\ €K, acA (47)

Let k and A" both be unital, then we can construct a k-linear polyadic unit map m by “polyadizing”
“uo(n®id) =id” and the scalar product “Aa = p (X | a) = n () a” with “n (ex) = e,”, using the normalization
(8), and taking into account the standard identification k®" @ A = A [23].

Definition 20 (Algebra unit axiom). The unital polyadic algebra AT™ (41) contains in addition a k-linear
polyadic (right) unit map ™™ : K@ — A®(M=1) gatisfying

u(n) o (n(r,n) ® idA) — p(r), (48)

such that the diagram

KO @ 4 ey

A

A"

commutes.

The normalization of the multiaction (8) gives the corresponding normalization of the map n(m (instead
of 1 (ex) = €4

n—1

n(T’")o<ek®...®ek>=€a®.--®€a- (50)

Assertion 21. In the “elementwise” description the polyadic unit n™™) of A™ s q (n — 1)-valued function of
T arguments.

Proposition 22. The polyadic unit map n\™™ is (polyadically) multiplicative in the following sense

r r(n—1)+1

ol
pMo. op™o|nrm g, @nrtm | =5t o (,u,(cn’“)> . (51)

Proof. This follows from the compatibility of the multiaction with the “vector multiplication” (14) and the
relation between corresponding arities (15), such that the number of arguments (“scalars” \;) in r.h.s. becomes
C(ng—1)+1=r(n—1)+1, where £ is an integer. m

Introduce a “derived” version of the polyadic unit by analogy with the neutral sequence (3).
Definition 23. The k-linear derived polyadic unit (neutral unit sequence) of n-ary algebra A™ is the set

A = {'r]fr)} of n — 1 maps ngr) cK®" — A i=1,...,n— 1, satisfying

N(n) ° (,,757") ®..® 777(:_)1 ® idA) = p(r)7 (52)

where id4 can be on any place. If nﬁ” =...= nff_)l = n(()r), we call n(()r) the strong derived polyadic unit.

Formally (comparing (48) and (52)), we can write

(rm) _ o (r) (r)

Nager =™ ®...0 M1 (53)
The normalization of the maps ngr) is given by
r /_H .
771()0<6k®-~-®6k>=€a, i=1,....n—1, e, € A, e € K, (54)

(r)

and in the “elementwise” description 7, ’ is a function of r arguments, satisfying

A =0 A A e, A €K, (55)

where p(") is the multiaction (7).
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Definition 24. A polyadic associative algebra A&Z)T = <Avect | uéﬁlmfi@"» is called derived from Agno) =
<Aq,ect R néT""°)>, if (45) holds and further

‘0,
gy =" @) (56)
’n(]fl
—_——~
is true, where nér’"o) = 17(()7") ®...0 77(()7") (formally, because id4 in (52) can be on any place).

The particular case n = 3 and r = 1 was considered in [24, 25] (with examples).
Invertibility in a polyadic algebra is not connected with the unit or zero (as in n-ary groups [17]), but

is determined by the querelement (4). Introduce the corresponding mappings for the subsets of the additively

querable elements Aéﬁ”é‘? C A and the multiplicatively querable elements A,(]ZL;”) C A.

Definition 25. In the polyadic algebra A(m’")7 the additive quermap quaq : AE,‘L‘Z) — Agﬂ”ﬁ) is defined by

v o (idf(m‘” ®qadd> o D™ = idy, (57)
and the multiplicative quermap qmait : AEITSJ” — Aézl;ﬁolt) is defined by

1™ o (idﬁ("*” ®qmult) o D™ =idy, (58)

n
—
where D((ln) : A — A®" is the diagonal map given by a — ¢ ® ... ® a, while guqq and g, can be on any place.
They send an element to the additive querelement a 94! G, a € Agﬁ‘,j«) C A and multiplicative querelement
a®8 a, ae Al C A (see (4)), such that the diagrams

D™ D™

A A®™ A A®T
= / o] / (59)
id$"" T ®dadd id5Y T @@muie
A®™ A%

commute.

Ezxample 26. For the polyadic algebra ABB3332) from Ezample 8 all elements are additively and multiplicatively

querable, and so the sets of querable elements coincide A((;;icf») = A,(ﬁéﬁ-lt) = A. The additive quermap gq,qq and

multiplicative quermap @.+ act as follows (the operations are in C)

/ /
(z’p,ip/) Goga (ip,ip/) : (60)
¢ q 7 q

/ /
(Zpazp/> th (_lq/’ _Zq) ’ i2 = _17 p,q € ZOdd' (61)
qa qg p p

Ezample 27. The polyadic field k("+7#) is a polyadic algebra over itself. We identify A = K, ,uff) = ,u,(cn"), and
the multiplication is defined by the multiaction as

e oM@ AN =p" (A, .. A | A). (62)
Therefore, we have the additional arity conditions
n=r+1=ny, (63)

which are trivially satisfied in the binary case. Now the polyadic unit map ("™ (50) is the identity in each
tensor component.

Medial map and polyadic permutations
Recall that the binary medial map for the tensor product of algebras (as vector spaces)

Tmedial © (A1 @ A2) ® (A1 ® Ag) = (A1 @ A1) ® (A2 ® Ay) (64)
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is defined by (evaluation)
(agm ®ag2)) ® (agm ®a52)> Tmedial (agl) ®ag1)) ® (agz) ®a§2)> . (65)
It is obvious that
Tredial = 1d A QTop @ idAa (66)

where 7o, 1 A1 ® Ay — A; ® Ay is the permutation of 2 elements (twist/flip) of the tensor product, such that
a® ®a® 1% @ g a®, oM e Ay, a® € Ay, Top € S2. This may be presented (65) in the matrix form

L (2
® (@)gyn gt ® (aT)ng’ ® (@)gyy = ® ( a%l) a:(LQ) ) ) (67)
ay

)

where T is the ordinary matrix transposition.

Let us apply (64) to arbitrary tensor products. By analogy, if we have a tensor product of mn elements (of
any nature) grouped by n elements (e.g. m elements from n different vector spaces), as in (65), (67), we can
write the tensor product in the (m x n)-matrix form (cf. (3.18)—(3.19) in [14])

G R ()

T
as’ as’ ... as

R@p(n=Q | ~ . (68)
aly) aP o d

Definition 28. The polyadic medial map TT(:’m) L (A®M)E™  (A®™)®" ig defined as the transposition of the

edial *

tensor product matrix (68) by the evaluation (cf. the binary case (65))

(n,m)

® (a’)mxn Tregiet ® (aT)nXm : (69)

We can extend the mediality concept [26,27] to polyadic algebras using the medial map. If we have an
algebra with n-ary multiplication (40), then the mediality relation follows from (68) with m = n and contains
(n + 1) multiplications acting on n? elements.

Definition 29. A k-linear polyadic algebra A (41) is called medial, if its n-ary multiplication map satisfies

the relation ® ®
p o (W)™ ) = e () ™) orlil (70

where 7" s given by (69), or in the manifest elementwise form (evaluation)

medial

:U’(n) [u(n) [a’gl)a agQ)u R agn):| 7/1'(n) [aél)v (152), LR aén):| PR 7/1'(n) |:a£7,1)7 ag)v s 7a£zn):H
= N(n) [N(n) {agl)v aél)v cee 704511)} 7N(n) {a?)? agQ)v cee 70'57,2)] 3. 7M(n) {a§")7 agn)v s 70'57,”)]} . (71)

Let us “polyadize” the binary twist map 7, from (66), which can be suitable for operations with polyadic
tensor products. Informally, we can interpret (66), as “omitting the fixed points” of the binary medial map
Tmedial, a0d denote this procedure by “Top, = Timediar \ 1d”.

Definition 30. A (medially allowed) £,-place polyadic twist map T(%T) is defined by

447.(%7—) — (n,m) id :77 (72)

medial

where ¢ = mn — kfiged, and Kfizeq is the number of fixed points of the medial map Téfezil

Assertion 31. If m #n, then £, = mn — 2. If m = n, then the polyadic twist map 7'057)

is the reflection
To(f;") ) To(f;") =1idy4 (73)

and L, =n(n—1).



15
Polyadic Hopf Algebras and Quantum Groups EEJP. 2 (2021)

. . . 0,
Table 2: Number of places £, in the polyadic twist map T(Sp ),

'
(=]
[0 0]

10 | 12

10 | 12 | 18 | 22 | 26
13 | 18 | 20 | 28 | 33
10 {16 | 22 | 28 | 30 | 40
12 1 19 | 26 | 33 | 40 | 42

|| O | W N

Proof. This follows from the matrix form (68) and (69). m
Therefore the number of places £, is “quantized” and for lowest m, n is presented in TABLE 2.
This generalizes the binary twist in a more unique way, which gives polyadic commutativity.

Remark 32. The polyadic twist map Téﬁ*) is one element of the symmetry permutation group S, which is fixed

by the medial map Tfnne’;?;l and the special condition (72), and it therefore respects polyadic tensor product

operations.

Ezample 33. In the matrix representation we have

001000
0010 0000T10
1000 100000
@) _ ©) _
Top |n:3,m:2* 000 1 aTop ‘n:3,7n:3* 00 000 1| (74)
0100 010000
000100
000100
100000
© o000 10
Top ln=am=2=1 o 1 o ¢ 0 0 (75)
000001
001000

The introduction of the polyadic twist gives us the possibility to generalize (in a way consistent with the
medial map) the notion of the opposite algebra.

Definition 34. For a polyadic algebra A = <A | u(”)>, an opposite polyadic algebra
Ag’;) = <A | ™ o To(;})> (76)

exists if the number of places for the polyadic twist map (which coincides in (76) with the arity of algebra
multiplication ¢, = n) is allowed (see TABLE 2).

Definition 35. A polyadic algebra A™ s called medially commutative, if
Mgz) =pMor) = pulm, (77)

op

(n)

where 75, is the medially allowed polyadic twist map.

Tensor product of polyadic algebras
Let us consider a polyadic tensor product @;._; AZ(-n) of n polyadic associative m-ary algebras AZ(-n) =

<AZ- | u§71)>7 i=1,...,n, such that (see (40))

ugn) o (agi) ®...® ag)) = ME‘Z) [agi), ... ,a(i)] , a(li), W e Ay ,ui(? : Agn) — A;. (78)

To endow @, AE") with the structure of an algebra, we will use the medial map Tr(rg;?gl (69).
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Proposition 36. The tensor product of n associative n-ary algebras Az(-") has the structure of the polyadic
algebra Ag) = <®?:1 Agn) | u®>, which is associative (cf. (42))

fe 0 (idfénflfi) Opg @ id%é) = g o (id%;nflfj) Opg @ id%i@) ,
Vi, j=0,..n—1, i#j iday: A" ®... @ A" = 4, (79)
if
pe = (n" @..ou)orlin, (80)

Proof. We act by the multiplication map pg on the element’s tensor product matrix (68) and obtain

L © ((a§1> ® al? ®...®a§”)) ®..® (a53> ®a® ®...®a£l")))
- (ugn) ®... ®H§L")) or{mm o ((agl) v’ ®... ®a§”)) ®...® (aﬁj) 2a?®... ®a£{’)>)
= ('ug") ®...®ugl”)) o ((agl) ®aél) ®...®a,$b1)) ®...0 (agn) ®a§n) ®...®agf))>

= ,u(ln) [agl), a(Ql), e a;”} ®R...® ug”) {agn), agn), .. ,a%")} , (81)

which proves that pg is indeed a polyadic algebra multiplication. To prove the associativity (79) we repeat the
same derivation (81) twice and show that the result is independent of ¢, 5. ®

If all Agn) have their polyadic unit map ngr’n) defined by (48) and acting as (50), then we have

Proposition 37. The polyadic unit map of Ag) is Mg : K" — A?(nfl) ®...0 A2 acting as

nr n—1 n—1
—_—~
n®o<ek®...®ek> €a; ®...Q€q, | ®...0 |€n, ®...0e€q, | . (82)

Assertion 38. The polyadic unit of Ag) s a (n2 — n) -valued function of nr arguments.

Note that concepts of tensor product and derived polyadic algebras are different.

Heteromorphisms of polyadic associative algebras

The standard homomorphism between binary associative algebras is defined as a linear map ¢ which
“commutes” with the algebra multiplications (“p o 1 = pa 0o (¢ ® )”). In the polyadic case there exists the
possibility to change arity of the algebras, and for that, one needs to use the heteromorphisms (or multiplace

maps) introduced in [14]. Let us consider two polyadic k-algebras Agm) = <A1 \ ug"1)> and A(2n2) = <A2 | ug"2)>
(over the same polyadic field k).

Definition 39. A heteromorphism between two polyadic k-algebras A and A{"™ (of different arities n; and
ny) is a s-place k-linear map p{rn2) AP — Ay, such that

s—¥4;
id lia n2

—
q)gnhnz) o Mgnl) R...® Mgnl) ®ida, ®...®idya, | = /4(2”2) ° (I)gnhnz) ®...® q)gnl,n2) , (83)

and the diagram
(@(r1m2))@n

Az . A
(“gnl))®(sfe;d)®(idAl)®zid l l“éﬂz) (84)
H(n1:m2)
AP? : - Ao
commutes. The arities satisfy
sng =nq (s — big) + bia, (85)

where 0 < £ig < s — 1 is an integer (the number of “intact elements” of A;), and therefore 2 < ny < ny.
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Assertion 40. If tig = 0 (there are no “intact elements”), then the (s-place) heteromorphism does not change
the arity of the polyadic algebra.

Definition 41. A homomorphism between two polyadic k-algebras Ag") and Aén) (of the same arity or equiary)
is a 1-place k-linear map ®(") = @é’;’?) : A1 = Aj, such that

n

$™) o /,l,gn) = p,(2n) o & R...Q0 ) , (86)
and the diagram
n (@(n))‘@" n
A7 A3
py l luén) (87)
(n)
Al i A2

commutes.

The above definitions do not include the behavior of the polyadic unit under heteromorphism, because a
polyadic associative algebra need not contain a unit. However, if both units exist, this will lead to strong arity
restrictions.

Proposition 42. If in k-algebras Agnl) and Agnz) (of arities ny and ny) there exist both polyadic units (48)
nY’"l) KO — A?(m_l) and némm KO — Agg(nz_l), then

1. The heteromorphism (83) connects them as

s ni—1 s

nér,ng) R...® nérﬂm) _ (}gnl,ng) R...0 (pngl,ng) o ngr,nl) Q... ngr,nl) 7 (88)

and the diagram
(nir’"l))@

K’ A?s(nlfl)
(nér,nz)> ®s l m : (89)
H(ni,n2 ni—
Aé@)s(ngfl) s

commautes.
2. The number of “intact elements” is fized by its maximum value
gid =S5 — 1, (90)

such that in the l.h.s. of (83) there is only one multiplication p,gnl).

@S’LI;WZ)

3. The number of places s in the heteromorphism is fized by the arities of the polyadic algebras

s(ng—1)=mny — 1. (91)

Proof. Using (85) we obtain s(ny — 1) = (s — 6iq) (n1 — 1), then the (n; — 1) power of the heteromorphism
(") maps A?S(”lfl) — A?“”*”, and we have s — ;g = 1, which, together with (85), gives (90), and (91).
[

Structure constants
Let A™ be a finite-dimensional polyadic algebra (10) having the basis e; € A,i =1,..., N, where N is its
dimension as a polyadic vector space

Apect = <A’ K | V(m); V](gmk)’.ul(cnk); p(r)> (92)

where we denote v(™) = Vim”') (see (9) and (11), here N = d,). In the binary case “a = 3", \()¢;”, any element
a € A is determined by the number N of scalars A € K, which coincides with the algebra dimension Ny = N,
because r = 1. In the polyadic case, it can be that r > 1, and moreover with m > 2 the admissible number of
“words” (in the expansion of a by e;) is “quantized”; such that 1,m,2m — 1,3m — 2,... 4y (m — 1) + 1, where
£y € Ny is the “number of additions”. So we have
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Definition 43. In N-dimensional n-ary algebra AM™ (with m-ary addition and r-place “scalar” multiplication)
the expansion of any element a € A by the basis {e; | i =1,...,N} is

a= (V(m))OZN [p(r) {)\(11), AW el} ) {/\§N)7 A eNH ) (93)

and is determined by Ny € N “scalars”, where
N)\ = ’/‘N, (94)
N:ZN(m—l)—&-l, ENEN(), NeN, m>2. (95)

In the binary case m = 2, the dimension N of an algebra is not restricted and is a natural number, because,
N=1/Iy+1.

Assertion 44. The dimension of n-ary algebra A having m-ary addition is not arbitrary, but “quantized”
and can only have the following values for m > 3

m=3, N=1,3,5,...,205 +1, (96)
m=4, N=1,4,7,...,305 +1, (97)
m=5 N=1,5,9,..., 40y +1, (98)

Proof. It follows from (95) and demanding that the “number of additions” ¢, is natural or zero. m
In a similar way, by considering a product of the basis elements, which can also be expanded in the basis
“eiej = ng)j)ek ” we can define a polyadic analog of the structure constants ng)j) eK.
(9)
7,(11 ;1n)

n-ary algebra A (with m-ary addition v(™) and r-place multiaction p(r)) are defined by the expansion of the

Definition 45. The polyadic structure constants x € K,i1,...9y,5 = 1,...,n of the N-dimensional

n-ary product of the basis elements {e; | i =1,...,N} as
1 e, ... e ]
B U SIS WICY U SN | R
where
Ny=rN"t' N,N,eN (100)
N=I¢ny(m-1)41, Iy €Ny, m>2. (101)

As in the binary case, we have

Corollary 46. The algebra multiplication pu™ of A™M g fully determined by the »N"*! polyadic structure
constants Y. cK.

7, (31, %m)

Contrary to the binary case m = 2, when N,, can be any natural number, we now have

Assertion 47. The number of the polyadic structure constants N, of the finite-dimensional n-ary algebra A™
with m-ary addition and r-place multiaction is not arbitrary, but “quantized” according to

NX:r(éN(m—l)—i—l)"H, reN, Iy eNy, m,n>2. (102)

Proof. This follows from (100) and “quantization” of the algebra dimension N, see Assertion 44. m

POLYADIC COALGEBRAS

Motivation
The standard motivation for introducing the comultiplication is from representation theory [28,29]. The
first examples come from so-called addition formulas for special functions (“anciently” started from sin/cos),
which actually arise from representations of groups [5,30].
In brief (and informally), let 7 be a finite-dimensional representation of a group G in a vector space V over
a field k, such that
w(gh)==n(g9)mw(h), w:G—EndV, g¢ghegG. (103)
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In some basis of V the matrix elements 7;; (g9) satisfy m;; (gh) = >, mir (9) Tkj (h) (from (103)) and span a
finite dimensional vector space C of functions with a basis e, as fr =Y, @mer,., fr € Cr. Now (103) gives
fx(gh) =3, . Bmnen,, (9) €x, (h), fr € Cr. If we omit the evaluation, it can be written in the vector space
C; using an additional linear map A, : Cr = Cr ® C, in the following way

Ar (fx) =Y Brn€n, @ €x, € Cr @ Cy. (104)

Thus, to any finite-dimensional representation 7 one can define the map A, of vector spaces C, to functions
on a group, called a comultiplication.

It is important that all the above operations are binary, and the defining formula for comultiplication (104)
is fully determined by the definition of a representation (103).

The polyadic analog of a representation was introduced and studied in [14]. In the case of multiplace

representations, arities of the initial group and its representation can be different. Indeed, let G = <G | M((?)>,
,u(Gn) : G*™ — @, be a n-ary group and G](;:lgv = <{End Vi ,uj(gn )>7 M](En) : (End V)X"/ — EndV, is a n'-ary
group of endomorphisms of a polyadic vector space V (9). In [14] G(E:L] d) v was considered as a derived one, while

here we do not restrict it in this way.

Definition 48. A polyadic (multiplace) representation of G™ in Vis a s-place mapping

™) . g% - End Vv, (105)

satisfying the associativity preserving heteromorphism equation [14]

s—Liy
(n') £q
mn (n) (n)
IT; Ha [917 T g”] IRERRY Vel I:gn(s—fgd—l)7 te 7gn(s—£i’d)i| [ 7gn(s—li’d)+1’ T ’gn(s—fild)—i-li’d
:Mj(En) Hgnn) (gla ~-gs>7 aHgn}n (gs(n/l)a---gsn’>:| ) (106)
such that the diagram
y ()™
G**" » (End V)
() 0 | | (107)
, (nn')
Gxn o - EndV
commutes, and the arity changing formula
sn’ =n (s —Llig) + lg, (108)

where ¢/, is the number of “intact elements” in Lh.s. of (106), 0 < ¢, <s—1,2<n' <n.

Remark 49. Particular examples of 2-place representations of ternary groups (s = 2, which change arity from
n =3 to n’ =2), together with their matrix representations, were presented in [14,31].

Polyadic comultiplication
Our motivations say that in constructing a polyadic analog of the comultiplication, one should not only
“reverse arrows”, but also pay thorough attention to arities.

Assertion 50. The arity of polyadic comultiplication coincides with the arity of the representation and can
differ from the arity of the polyadic algebra.

Proof. It follows from (103), (104) and (105). m
Let us consider a polyadic vector space over the polyadic field k(™+"#) as (see (11))

Coeer = (C K | v s 5087 (109)

(re)

(me) , oxme 5 C'is me-ary addition and p. " : K*"e x C' — C is r.-place action (see (7)).

where v
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Definition 51. A polyadic (n'-ary) comultiplication is a k-linear map Al o o,

Definition 52. A polyadic (coassociative) coalgebra (or k-coalgebra) is the polyadic vector space Cyect equipped
with the polyadic comultiplication

c= o) = <cmt | A("')>, (110)

which is (totally) coassociative

(idg(” oAl g id?ii> o Al) = (102" VoAl giad) o Al),

Vi,j=0,...n—1,i#j, ide:C — C, (111)
and such that the diagram
oo(-1) | a2 1) g A g 18 oo’
@S 1) g Al idgjﬁ IA(”/) (112)
o At c
commutes (cf.(43)).
Definition 53. A polyadic coalgebra (") is called totally co-commutative, if
AM) =2 o Al), (113)
where 7, € S,/, and S,/ is the permutation symmetry group on n’ elements.
Definition 54. A polyadic coalgebra C’("/) is called medially co-commutative, if
Al =20 o A — A, (114)

(n)

where 75, ’ is the medially allowed polyadic twist map (72).

There are no other axioms in the definition of a polyadic coalgebra, following the same reasoning as for
a polyadic algebra: the possible absence of zeroes and units (see TABLE 1). Obviously, in a polyadic coalgebra

C’(”/)7 there is no “unit element”, because there is no multiplication, and a polyadic analog of counit can be
only defined, when the underlying field k("#-"%) is unital (which is not always the case [20]).
By analogy with (6), introduce the ¢'-coiterated n’-ary comultiplication by

V4

(a0 = (Ve (0D Al oAl ) oal), ren (115)

Therefore, the admissible length of any co-word is fixed (“quantized”) as ¢ (n’ — 1) + 1, but not arbitrary, as in
the binary case.
Let us introduce a co-analog of the derived n-ary multiplication (45) by

(n)

der. 15 called derived, if it is £4-coiterated from the comultipli-

Definition 55. A polyadic comultiplication A

(n5)

cation Ay "’ of lower arity nj < n’

La
Al — (m%”'f” ®... (idg%—l) A8"6)> .o AS"”) o Al™), (116)
. Al - (AS"“)M, (117)
where

n' =4y (ng—1)+1, (118)

and ¢4 > 2 is the “number of coiterations”.



21
Polyadic Hopf Algebras and Quantum Groups EEJP. 2 (2021)

The standard coiterations of A are binary and restricted by ny =2 ( [1]).
Ezample 56. The matrix coalgebra generated by the basis e;;, i, = 1,..., N of Maty (C) with the binary
coproduct AéQ) (€ij) = > ek @ ep; (see, eg., [2]) can be extended to the derived ternary coalgebra by
A&?;)T (ei5) = Zk,l eir ® ep ® e, such that (116) becomes Agl?;)T = (idc ®A82)> AgQ) = (AE?) ® idc) A(()Q).
Ezxample 57. Let us consider the ternary coalgebra <C | A(3)> generated by two elements {a,b} € C' with the
von Neumann regular looking comultiplication
AP (@) =a@b®a, AP D) =boa®b. (119)

It is easy to check that A®) is coassociative and nonderived.

Definition 58. A polyadic coalgebra c(’) (110) is called co-medial, if its n'-ary multiplication map satisfies
the relation ) ,
’ ®n ’ 'n' ’ ®n ’
((Am) )oAm = ((A<n>) >OA<n>, (120)

where T(n ") is the polyadic medial map given by (68)—(69).

medial

Introduce a k-linear r’-place action map ﬁ(r/> : K9 @ C' — C corresponding to p((;“) by (see (47))

oM@ 0\ @) :pg)(xl,...,xr, 1¢), M,...,\w €K, ceC. (121)
Let k(m&-m%) be unital with unit ey.

Definition 59. A k-linear r’-place coaction map o) o ke ® C' is defined by

’
T

—_——~
cep®...0eQc. (122)
Assertion 60. The coaction map o) isa “right inverse” for the multiaction map ﬁ(T/)
(") oo() = ide. (123)

Proof. This follows from the normalization (8), (122). m

’
T

———
Remark 61. The maps (121) and (122) establish the isomorphism k ® ... ® k® C = C, which is well-known in
the binary case (see, e.g. [23]).

We can provide the definition of counit only in the case where the underlying field k has a unit.

Definition 62 (Counit axiom). The polyadic coalgebra o (41) over the unital polyadic field k(™) contains
a k-linear polyadic (right) counit map e(n'r) . ge(n'-1) o satisfying

(a(”"r') ® idc> o Al") = (), (124)
such that the diagram
®T, E(n'ﬂ")@idc ®n/
K" @C «—C
o) I (125)
Aln)
C

commutes (cf.(49)).

Remark 63. We cannot write the “elementwise” normalization action for the counit analogous to (50) (and state
the Assertion 21), because a unit element in a (polyadic) coalgebra is not defined.

By analogy with the derived polyadic unit (see (52)), consider a “derived” version of the polyadic counit.



22
EEJP. 2 (2021) Steven Duplij

Definition 64. The k-linear derived polyadic counit (neutral counit sequence) of the polyadic coalgebra )

is the set (") = {sl-(r )} of n’ — 1 maps EET ) O K i=1,...,0n -1, satisfying

(0. 0el wide) 0 al) = o), (126)

(') () ()

where idc can be on any place. If &, * = ... =¢,,’, =5 7, we call it the strong derived polyadic counit. In
general, we can define formally, cf. (53),

eg:f ) _ sST ). ® sfbf_)l. (127)

der »“der

Definition 65. A polyadic coassociative coalgebra C((i:r) = <Cvect | A(n) e(n " )> is called derived from

clm) — <Cmt | AS"G),E(()”'“')>, if (116) and

Lq
52;7,./) = egné’r/) ®...0 s(()n()’r/) (128)
ny—1
hold, where egné’w) = s(()rl) ®...® egrl) (formally, because id¢ in (126) can be on any place).

In [24,25] the particular case for n’ = 3 and ' = 1 was considered.

Homomorphisms of polyadic coalgebras

In the binary case, a morphism of coalgebras is a linear map ¥ : C7; — Cs which “commutes” with
comultiplications (“(v ® ¥) o A1 = Ag o ¢”). It seems that for the polyadic coalgebras, one could formally
change the direction of all arrows in (84). However, we observed that arity changing is possible for multivalued
morphisms only. Therefore, here we confine ourselves to homomorphisms (1-place heteromorphisms [14]).

Let us consider two polyadic (equiary) k-coalgebras an ) _ <Cl | Agn )> and an ) _ <C’2 | Agn )> over
the same polyadic field k(m#:mx)

Definition 66. A (coalgebra) homomorphism between polyadic (equiary) coalgebras an) and an) is a k-
linear map () . C1 — (s, such that

v g owl)|o AE"/) = A§”'> ow(n), (129)

and the diagram
(o)

Cg@n' Cl®n
al) Al (130)
()
Cr— 2"

commutes (cf. (84)).
Only when the underlying field k is unital, we can also define a morphism for counits.

/7 ’ /_1 ’. .
Definition 67. The counit homomorphism for sgg ") : Cﬂ(" ) — K®" is given by

) ) e () g e | (131)
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and the diagram

, (n/,rl) o
KT €2 Cf’( 1)
| (132)
o(n'-1)

G
commutes (cf. (89)).

Tensor product of polyadic coalgebras

Let us consider n’ polyadic equiary coalgebras Ci(n )= <Ci | A(n )>, i=1,...,n.

i

Proposition 68. The tensor product of the coalgebras has a structure of the polyadic coassociative coalgebra

ng’) = <C® | Agll)>a Ce = ®Zi1 Ci, if

A g g A(”')) , (133)

1'7,/ n/ 1'7,/ e N
where 7'( ) is defined in (69) and Aé@ ) Cp > Ce®...0Cg.

medial

The proof is in full analogy with that of Proposition 36. If all of the coalgebras an) have counits,
we denote them e(n ) : Cg(n 1) — K®' i =1,...,n, and the counit map of Cg) will be denoted by

() 2 )

® — K%' We have (in analogy to “cc,ec, (1 ® ¢2) = e¢, (¢1) e, (¢2)”)

(n)

Proposition 69. The tensor product coalgebra C'®n has a counit which is defined by

= l,[/Zk [¢] <€£n " ) [¢] (Cl ® . ® C(n’—l)) ® e ® €£;L " ) [} (C(n’—l)(n’—l) ® . ® Cn’(n’—l))) s (134)
i=1,...,n" (n =1),
and the arity of the comultiplication coincides with the arity of the underlying field

n' = ny. (135)

Polyadic coalgebras in the Sweedler notation

The k-linear coalgebra comultiplication map A(™) defined in Definition 51 is useful for a “diagrammatic”
description of polyadic coalgebras, and it corresponds to the algebra multiplication map p(™, which both
manipulate with sets. However, for concrete computations (with elements) we need an analog of the polyadic
algebra multiplication pu(™ = ug“‘) from (12). The connection of p(™ and p(™ is given by (40), which can
be treated as a “bridge” between the “diagrammatic” and “elementwise” descriptions. The co-analog of (40)

was not considered, because the comultiplication has only one argument. To be consistent, we introduce the
“elementwise” comultiplication A(™) as the coanalog of (™ by the evaluation

AM) o) =a) (), cec. (136)

In general, one does not distinguish A1) and A(™) and may use one symbol in both descriptions.

In real “elementwise” coalgebra computations with many variables and comultiplications acting on them,
the indices and various letters reproduce themselves in such a way that it is impossible to observe the structure
of the expressions. Therefore, instead of different letters in the binary decomposition (“A (¢) =", a; ® b;” and
(104)) it was proposed [32] to use the same letter (“A(c) = >, c1);s ® ¢[g);”), and then go from the real sum
>, to the formal sum Z[C] as (“A(c) = Z[C] cr1) ® 2" remembering the place of the components cjyj, ¢ only),
because the real indices pullulate in complicated formulas enormously. In simple cases, the sum sign was also
omitted (“A (¢) = ¢j1]®c[z)”), which recalls the Einstein index summation rule in physics. This trick abbreviated
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tedious coalgebra computations and was called the (sumless) Sweedler (sigma) notation (sometimes it is called
the Heyneman-Sweedler notation [33]).

’
Now we can write A\" ) as a n’-ary decomposition in the manifest “elementwise” form

’ ola
A(n) (C) = (V(m)) [0[1]71®C[2]71®...®C[,,L/]71,...7C[1]7NA ®C[2],NA ®"'®C[n’],NA} 5 C[j],i S C, (137)

where /A € Ny is a “number of additions”, and Na € N is the “number of summands”. In the binary case,
the number of summands in the decomposition is not “algebraically” restricted, because Nao = fa + 1. In the
polyadic case, we have

Assertion 70. The admissible “number of summands” Na in the polyadic comultiplication is
Na=la(m—1)+1, {4an €Ny, m>2. (138)

Therefore, the “quantization” of Na coincides with that of the N-dimensional polyadic algebra (see
Assertion 44).

Introduce the polyadic Sweedler notation by exchanging in (137) the real m-ary addition v(™) by the formal
addition v|g and writing

A(n,) (C) = V] [C[l] QCg ... C[n/]] =1 Q€2 Q... Cp- (139)

Remember here that we can formally add only Na summands, because of the “quantization” (138) rule.
The polyadic Sweedler notation power can be seen in the following

Ezample 71. We apply (139) to the coassociativity (111) with 2/ = 3, to obtain
(id ®id ®A<3>) o A®) (¢) = (id RA® @ id) o A®) (¢) = (A(?’) ®id® id) o A® (¢) = (140)
= V[ [Cm ® €] ® Vicy) [(0[3])[1] ® (cpa1) 1y @ (c) [3]”
= v {Cm ® Viey] {(Cm)m ® (cpz1) g @ (0[21)[3]} ® 0[31}
= v [Views | () ) @ () g ® (em) ] @ o @ i3] - (141)

After dropping the brackets and applying the Sweedler trick for the second time, we get the same formal
expression in all three cases

(1) [ ® e12) ® gy @ ey @ g5 (142)
Unfortunately, in the polyadic case the Sweedler notation looses too much information to be useful.
Assertion 72. The polyadic Sweedler notation can be applied to only the derived polyadic coalgebras.
Nevertheless, if in an expression there are no coiterations, one can formally use it (e.g., in the polyadic
analog (124) of the counting axiom “Y € (cpj) ¢ = ¢”).

Polyadic group-like and primitive elements

Let us consider some special kinds of elements in a polyadic coalgebra (™). We should take into account
that in the polyadic case, as in (137), there can only be the admissible “number of summands” Na (138).

Definition 73. An element g of (") is called polyadic semigroup-like, if

’
n

’ —_—
Al (g =g T@g., geC. (143)

When C(") has the counit e("'"") (124), then g is called polyadic group-like, if (“c (g) = 17)
’I’Llfl r/

(™) o IR ..00| =er®...R e, (144)

where ey, is the unit of the underlying polyadic field k.
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Definition 74. An element z of C("") is called polyadic skew k,-primitive, if (“A(z) =g1 @z + 2 ® g27)
kp n'—kp

’ ola
A(n)(ﬂﬁ):(V(m)) N®.. 00, Qr®..8x|,...,

n'—kp kp

J;®...®x®g(NA,1)kp+1®...®gNAk,, s (145)

where 1 <k, <n’ —1, Na ={4a (m —1)+ 1 is the total “number of summands”, here {o € N is the “number
of m-ary additions”, and ¢g; € C, i = 1,..., Nak, are polyadic (semi-)group-like (143). In (145) the n’ — k,
elements x move from the right to the left by one.
Assertion 75. Ifk, =n' — 1, then Al) (x) is “linear” in x, and n' = €a (m —1) + 1.

In this case, we call x a polyadic primitive element.

Ezample 76. Let n’ = 3 and k, = 2, then m = 3, and we have only one ternary addition /o = 1
AB) (x) = »(3) [(1®gp@T, g30TR g4, T® g5 ® gg) (146)
A (g) =g ®gi®gi i=1,....6. (147)

The ternary coassociativity gives g1 = go = g3 and g4 = g5 = gg. Therefore, the general form of the ternary
primitive element is

AP (2) =P [0 @z, 10T g, T©g 0. (148)
Note that coassociativity leads to the derived comultiplication (116), because

A® () = (id ®A(2)) A® () = (A<2> ® id) A® (1), (149)

A®) ()= Rz+z® go. (150)

The same situation occurs with the “linear” comultiplication of any arity n’, i.e. when k, =n' — 1.

The most important difference with the binary case is the “intermediate” possibility k, < n’ —1, when the
r.h.s. is “nonlinear” in z.

Ezample 77. In the case where n’ = 3 and k, = 1, we have m = 3, and /p =1

AP () =13 g Rrer, 10¢p Rz, TR g, (151)

A (g)=gi®gi®g, i=1,..3 (152)

Now ternary coassociativity cannot be achieved with any values of g;. This is true for any arity n’ and any
“nonlinear” comultiplication.

Therefore, we arrive at the general structure

Assertion 78. In a polyadic coassociative coalgebra o) polyadic primitive elements exist, if and only if the

n'-ary comultiplication A™M) s derived (116) from the binary comultiplication A,

Polyadic analog of duality

The connection between binary associative algebras and coassociative coalgebras (formally named as
“reversing arrows”) is given in terms of the dual vector space (dual module) concept. Informally, for a bi-
nary coalgebra C?) = (C'| A,e) considered as a vector space over a binary field k (a k-vector space), its dual is
C3 = Hom i (C, k) with the natural pairing C* x C' — k given by f (¢), f € C*, ¢ € C. The canonical injection
0:C*®C* — (C®C)"is defined by

O(fi® fa)o(c1®ca) = fi(c1) fa(ca), c12€C, fi2eC, (153)

which is an isomorphism in the finite-dimensional case. The transpose of A : C — C ® C is a k-linear map
A, (C®C)" — C* acting as A, (€) (¢) = €0 (A(c)), where £ € (C ® C)*, ¢ € C. The multiplication p, on
the set C* is the map C* ® C* — C*, and therefore we have to use the canonical injection 6 as follows

e Cre 0 b (ceo) s o, (154)
e = Ay 00, (155)



26
EEJP. 2 (2021) Steven Duplij

The associativity of u. follows from the coassociativity of A. Since k* ~ k, the dual of the counit is the

unit 7, : k % o Therefore, C?* = (C* | s, mx) is a binary associative algebra which is called the dual algebra
of the binary coalgebra C? = (C'| A, &) (see, e.g. [3]).

In the polyadic case, arities of the comultiplication, its dual multiplication and the underlying field can
be different, but connected by (153). Let us consider a polyadic coassociative coalgebra C(”/) with n/-ary

comultiplication Al) (136) over k(™*"%) In search of the most general polyadic analog of the injection (153),
we arrive at the possibility of multiplace morphisms.

Definition 79. For the polyadic coalgebra C("/) considered as a polyadic vector space over k(™#™%) - a polyadic
S

——~
dual is C* = Homy (C®*, K) with s-place pairing C* x C x ... x C — K giving by f® (c1,...,¢s), f € C*,
ceC,seN.

While constructing a polyadic analog of (153), recall that for any n’-ary operation the admissible length
of a co-word is ¢ (n’ — 1) + 1, where ¢’ is the number of the iterated operation (115).

Definition 80. A polyadic canonical injection map 0" m"5) of ¢(") is defined by

0(11*,71/,3) o (fls) ® e ® ff;)) o) (Cl ® e ® CZ’(n'—1)+1) =

(1)) °* T 4(s) (s)
(uk ) {fl (017"'768)7"'>f€k(nk—1)+1 (c(n*,l)Hl,...,cn*s)} , (156)
where
n*s=0(n"-1)+1, ¢ eN, n >2 (157)
nf =0 (e —1)+1, feN, ng>2 (158)

It is obvious that (221 = g from (153). Then, the polyadic transpose map of the n/-ary comultiplication

’ 1"
n n

(n’) —_—— . (n”) o N—
A :C - C®...®C is ak-linear map A, | C®...C | — C* such that

(n”) "o g1
13 elC®...C| ,n" =N -1)+1,ceC (159)

where ¢’ is the “number of comultiplications” (see (6) for multiplications and (115)).
Definition 81. A n*-ary multiplication map u&”*) which is (one way) dual to the n’-ary comultiplication map
A) s given by the composition of the polyadic canonical injection g(n ") (156) and the polyadic transpose
NG (159) by

p) = A g, (160)

Indeed, using (156) and (159) we obtain (in Sweedler notation)
u,(kn*) o (fl(s) ®...® fﬁi)) of(c)= Aﬁ" ) og(n"ms) o (fl(s) ®...8 ffli)) o (c)
* 7 X . 4
=g n's) (fl(é) ®...®f,§i)) o ((A(" )) (c)>

I NCA PO (s) 161
—(Mk ) {Jﬁ (0[117-~-70[s1)~-~»fe,€<m,f1>+1(C[<n*—1)s+11’-~a0[n*s])}» (161)

and (157)—(158) are valid, from which we arrive at

Assertion 82. In the polyadic case the arity n* of the multiplication p,in*) can be different from the arity n’

of the initial coalgebra cn).
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Remark 83. If n* #n’ and s > 2, the word “duality” can only be used conditionally.

Polyadic convolution product

If A® = (A | p,n) is a binary algebra and C'®) = (C'| A, ¢) is a binary coalgebra over a binary field k, then
a more general set of k-linear maps Hom (C, A) can be considered, while its particular case where A® =k
corresponds to the above duality. The multiplication on Hom (C, A) is the convolution product (x) which can
be uniquely constructed in the natural way: by applying first comultiplication A and then multiplication pu = ()
to an element of C, as C' L, 00 fog ARA L Aor frg=po(f®g)oA, where f,g € Hom(C, A). The
associativity of the convolution product follows from the associativity of p and coassociativity of A, and the
role of the identity (neutral element) in Hom ;(C, A) is played by the composition of the unit map n: k — A
and the counit map € : C' — k, such that e, =noe € Hom(C, A), because e, x f = f x e, = f. Indeed, from
the obvious relation id4 of oide = f and the unit and counit axioms it follows that

po(n®idy)o (idg ®f)o(e®idc) o A =po(noidgoe) @ (idgofoidg)o A =exx f=f, (162)

or in Sweedler notation € (cpj) - f (o) = f (cqn)) - € (cig)) = f (o).
The polyadic analog of duality and (161) offer an idea of how to generalize the binary convolution product
to the most exotic case, when the algebra and coalgebra have different arities n # n’.

Let A™ and C("/) be, respectively, a polyadic associative algebra and a coassociative coalgebra over the
same polyadic field k(™++) If they are both unital and counital respectively, then we can consider a polyadic

analog of the composition 7 o e. The crucial difference from the binary case is that now (™) and (') are
multiplace multivalued maps (48) and (124). Their composition is

6£n ,n) _ n(r,n) O'y(rl’r) o E(n/vT/) € Homy (C®(n/_1),A®(n_1)) , (163)
where the multiplace multivalued map ’y(’“/”") € Homy (K o' K ®T) is, obviously, (=), and the diagram

) o(n'.r)

C®(n’71 Ko,
el l l'y(rl'r)(:) (164)
A®(n71) nm™ KOr

commutes.
The formula (163) leads us to propose

Conjecture 84. A polyadic analog of the convolution should be considered for multiplace multivalued k-linear
maps in Homy (C®(”Ll), A®("*1)).
In this way, we arrive at the following

Construction 85. Introduce the k-linear maps £ . ge'-1) A®(=1) i — 1 . n,, where n, > 2. To

. . A . L
create a closed ny-ary operation for them, we use the f-iterated multiplication map (u("))o D A®U=DHL g

’ OZ( / ’
and ¢'-iterated comultiplication map (A(" )) .0 = ¢®("=1)+1 Then we compose the above k-linear maps

in the same way as is done above for the binary case

<(A( ))02’)‘8("/*1) (n*’n/il)
C®(n'71) R C®(n'71)(é'(n'71)+1) Tmedial C®(n’71)(5’(n'71)+1)
N n—1,ny (n)\°% ®(n—1)
£V F")  @(n—1)(¢(n'~1)+1) Tvediar ) A®(n—1)(E(n—1)+1) ((=)*) A®(n-1) (165)
where 7'7”(,;;;2;1) and Tf(r:;il(;?*) are the medial maps (69) acting on the Sweedler components of ¢ and f“),

respectively. To make the sequence of maps (165) consistent, the arity n, is connected with the iteration
numbers £, ¢’ by ny =¢(n—1)+1=¢(n"-1)+1,¢,¢ €N.

Definition 86. Let A™ and C("/) be a m-ary associative algebra and n'-ary coassociative coalgebra over a
polyadic field k (the existence of the unit and counit here is mandatory), then the set Homy (C®(”/71), A®("’1))
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is closed under the n,-ary convolution product map ui"*) defined by

MS“>O(#1>®...@9ﬁ”0) - (166)

(o))" omtatir o (€9 e e 0) oo (A<n'>)°">®(””> |

and its arity is given by the following n,-consistency condition
ne—1=4(n—-1)=¢(n"-1). (167)

Definition 87. The set of k-linear maps £ ¢ Homy (C®("/_1),A®(”_1)) endowed with the convolution

product (166) is called a polyadic convolution algebra
an n) _ <Hom]k (C@)(n/,l)’A@(n—l)) | M n*)> (168)

Ezxample 88. An important case is given by the binary algebra A® and coalgebra c? (n =n' =2), when the
number of iterations are equal £ = ¢', and the arity n, becomes

n,=0+1=0¢+1, 00 €N, (169)

while the n,-ary convolution product in Homy (C, A) takes the form
L) (f<1> ®...0 f<"*>) = pe(meD) (f“ .® ﬁ"”) o A°(=D ) ¢ Homy (C, A), (170)

where p = pu(® and A = A® are the binary multiplication and comultiplication maps respectively.

Definition 89. The polyadic convolution algebra C£2’2) determined by the binary algebra and binary coalgebra
(170) is called derived.

Corollary 90. The arity n, of the derived polyadic convolution algebra is unrestricted and can take any integer
value n, > 2.

Remark 91. If the polyadic tensor product and the underlying polyadic field k are derived (see discussion [10]),
while all maps coincide £ = f, the convolution product (170) is called the Sweedler power of f [34] or the
Adams operator |35]. In the binary case they denoted it by (f)"*, but for the n,-ary product this is the first
polyadic power of f (see (6)).

Obviously, some interesting algebraic objects are nonderived, and here they are determined by n +mn' > 5,
and also the arities of the algebra and coalgebra can be different n # n’/, which is a more exotic and exciting
possibility. Generally, the arity n, of the convolution product (166) is not arbitrary and is “quantized” by solving
(167) in integers. The values n, for minimal arities n,n’ are presented in TABLE 3.

The most unusual possibility is the existence of nondiagonal entries, which correspond to unequal arities of
multiplication and comultiplication n # n’. The table is symmetric, which means that the arity n, is invariant
under the exchange (n,£) +— (n',¢') following from (167).

Ezample 92 (Homy (C, A)). In the simplest derived case (170), when both algebra A®) = (A | ) and coalgebra
c? = (C'| A) are binary with n = 2, = 2,n’ = 2,¢' = 2, it is possible to obtain the ternary convolution
product p,i?’) of the maps £ . 0 > A, i = 1,2,3, using Sweedler notation for A°? = (idc ®A) o A as
A% (¢) = ¢p1) @ ¢p9) ® ¢z, p°? = po (idg ®p) : A®3 — A, and the elementwise description using the evaluation

ilaero (10 @12 @19) 0 (0) =7 (£ c1n) 12 () £ (cm)]- am)
Ezample 93 (Homy (C’, A®2), Homy (C’®2, A)) Nonbinary, nonderived and nonsymmetric cases:

1. The ternary algebra A®) = (A| p®) and the binary coalgebra C® = (C| A), such that n = 3,0 =1,n =
2,0 = 2 giving a ternary convolutlon product of the maps 9.0 = A®2 i =1,2,3. In the elementwise
description £V o (¢) = fﬁ}) fo] , ¢ € C. Using (166), we obtain the manifest form of the nonderived
ternary convolution product by evaluation

9o (100100 19) o 0
= 0 [ (eon) A2 (e) A3 (ein)] @ [43) (crn) 42 (c) £ (e)] (172)

where A°2 (c) = cn] @ cpg ® cpz)-
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Table 3: Arity values n, of the polyadic convolution product (166), allowed by (167). The framed box corresponds
to the binary convolution product.

y4
A Vs (=1 1(=2/4=3|l=1|¢=2|¢=3|(=1|/(4=2|(=3|/=1|1=2|(=3
V=1
n =2 /=2 3 3
/=3 4 4
/=1 3 3
n =3 /=2 5 5
7= 7 7
/=1 4 4
n =4 /=2 7 7
/=3 10
/=1 5 5
n' =5 =2 9
/=3 13

2. The algebra is binary A® = (4| p), and the coalgebra is ternary C©) = (C] A(3)>, which corresponds to
n=2/0=2n"=3/ =1, the maps £ o2 A,i=1,2,3 in the elementwise description are two place,
i i ®2 1 2 2
0 (18 e2) = 17 (e1,02), 12 € € and (A®) ™ (e @) = () @ ey @ cfy)) @ (eff) @ o) @ ).
The ternary convolution product is

Vo (10 @@ @) o (Ve e®) = [0 () ef)) 12 () ) ) £ (i) cy))] - am3)

Ezample 94 (Homy (C®%, A%%)). The last (fourth) possibility for the ternary convolution product (see TABLE
3) is nonderived and symmetric n = 3,¢ = 1,n’ = 3,¢' = 1, with both a ternary algebra A® = (A ;1,(3)>
and coalgebra c® = <C | A(3)>. In the elementwise description the maps £ . c®2 A®2 = 1,2,3 are

£9) o (a1 ®ca) = fﬁ]) (c1,02) ® ff;]) (c1,¢2), c1,2 € C. Then

(3) o (f(l) ® £2) ® f(3)) ° (C(l) ® 0(2)> _ M(S) [f(l) (C(l) ) ,fff ( oy [2]) f(f’) ( ])}
@ u® |t] (cfi)-efi)) 1) (b)) 160 (el )] - a7)

The above examples present clearly the possible forms of the n,-ary convolution product, which can be
convenient for lowest arity computations.
The general polyadic convolution product (166) in Sweedler notation can be presented as

5 o (f<1) 2f@ ... ®f<m)) —g 9 gc Hom, <C®(n’—1)’A®(n_1))7

gy o (V@)

’ ’

n —1 n'—1 n'—1
—_—~ —_—~ —_—
_ () y | @ (-1 | 4| @ (n'-1) n | (n'=1)
—(“ ) l&m R RERRRL Y ’ffa €170 2] "“’ﬁm €] Cna] ’
ﬁ;feﬂomk@@("'*l)ﬂ), i€l,...ny, jEL1,....n—1, ceC, (175)

where gp;) are the Sweedler components of g.
Recall that the associativity of the binary convolution product (%) is transparent in the Sweedler notation.

Indeed, if (f*g) o (¢c) = f(cu) - 9(c), f.9,h € Hom(C, A), c € C, (-) = uA)7 then ((f*g)xh)o(c) =
(f (e) - 9 () - 1 (cgap) = f (e) - (9 (ci) - e (egzp)) = (F > (g = R)) e ().
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Lemma 95. The polyadic convolution algebra an ) (168) is associative.

Proof. To prove the claimed associativity of polyadic convolution ui ") we express (5) in Sweedler notation.
Starting from

h=pu" o (go e e, of® D), heHom (C20"7),4200) - (176)

where g is given by (175), it follows that h should not depend of place of g in (176). Applying h to ¢ € C twice,
we obtain for its Sweedler components hj;, j€1,...,n—1,

n’71
h[j] o (c(l) ®...Q® c(”/fl)) = (u(”))oe ( ) f<1) cEl])7 RN [I]L =) ) 71‘E]2]) cg]), cey [(2? -1) ,

n'—1 n/—l n' —1
,_/%
n) | (n'=1) ) | ) (n )| gnt2) (n'=1)
fm C2n,—1p " C2n,—1] ’Am “apoee o ’ffa [21""7 €f2] ’

n’'—1

2n.-1) [ (1) (n'=1)
A Chom 11y | |+ (177)

AN 02l
and here coassociativity and (167) gives (A(" )) (€) = ¢ ®cpg @ ... @ Can, —1]- Since n-ary algebra multi-

plication ;™ is associative, the internal (;L(”))o‘g in (177) can be on any place, and g in (176) can be on any
place as well. This means that the polyadic convolution product u( "+) is associative. m
Observe the polyadic version of the identity used in (162): for any f € Homy (C®<"/71),A®("’1))

id%"Vofo idﬁ(” _¢ (178)

Proposition 96. If the polyadic associative algebra A™ s unital with n K7 — A= " and the polyadic
coassociative coalgebra (") s counital with (") . @' -1) K™, both over the same polyadic field k,
then the polyadic convolution algebra an ) (168) is unital, and its unit is given by e,(f‘ ") (167).

Proof. In analogy with (162) we compose

f= <(H(n)>°‘> o o Tl 0 <(77(T’”))®(n*_1) ®idf§(”—1>> o <(7(T','r))®(n*_1) ®id§(n—1)>
o <(id%r’>®(”*1) © f) o ((E(ngr’))@(n*l) © id@g(n’—1)> . Tg;;;z;_l) . <(A(n,)>oe’>®(”'1)

or\ ®(n=1) s ®(na—1)
= ((M(n)) > o Ty(nngdzla?*) o (T’(r ,n) 07(7“ ,r) o E(n T ))

n'— T, — N4 ®(nlil) n'n ®(ny—1)
(et (a6} e () ),

which coincides with the polyadic unit definition (2). We use the identity (178) and the axioms for a polyadic
unit (48) and counit (124). The same derivation can be made for any place of pl™. m

As in the general theory of n-ary groups [17], the invertibility of maps in an ) should be defined not by
using the unit, but by using the querelement (4).

Definition 97. For a fixed f € an ) its coquerelement g, (f) € CER ") is the querelement in the n,-ary
convolution product

4™ o <f®("*_1)®q (f)) f, (180)
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where g, (f) can be on any place and n, > 3. The maps in a polyadic convolution algebra which have a
coquerelement are called coquerable.

Define the positive convolution power £, of an element f € an ) not recursively as in [36], but through
the £,-iterated multiplication (6)

£ = (Ni"w)% ] (f®(e*<n*71>+1>) , (181)
and an element in the negative convolution power £-6) satisfies the equation

<u§n*>)°f* o (fw*fn 2 22 o fun) — (uinn)“* o (f@w*(nﬁl) ® f<fz*>) —f (182)

It follows from (181) that the polyadic analogs of the exponent laws hold
W0 o (HE) @ 7). 7)) = e vt ), 155)

(N ED) 000 (, —1) 0 1)
(f* > — fl&767 (n. L) (184)

Comparing (180) and (182), we have
q. () =71, (185)

An arbitrary polyadic power £¢ of the coquerelement qieQ (f) is defined by (180) recursively and can be expressed
through the negative polyadic power of f (see, e.g. [37] for n-ary groups). In terms of the Heine numbers [3§]
(or g-deformed numbers [39])

¢ -1
[, ==+ 1€No, ¢€Z, (186)
we obtain [14]
a2l (f) = f{-lalla,,), (187)

POLYADIC BIALGEBRAS

The next step is to combine algebras and coalgebras into a common algebraic structure in some “natural”
way. Informally, a bialgebra is defined as a vector space which is “simultaneously” an algebra and a coalgebra
with some compatibility conditions (e.g., [1,2]).

In search of a polyadic analog of bialgebras, we observe two structural differences with the binary case:
1) since the unit and counit do not necessarily exist, we obtain 4 different kinds of bialgebras (similar to the
unit and zero in TABLE 1); 2) where the most exotic is the possibility of unequal arities of multiplication and
comultiplication n # n’. Initially, we take them as arbitrary and then try to find restrictions arising from some
“natural” relations.

Let Byeet be a polyadic vector space over the polyadic field k(™# ") as (see (11) and (109))

Buyeet = <B’ K | V(m); Z/lgmk,)7 ’u;cnk); p(r)>’ (188)
where (™) : BX™ — B is m-ary addition and p(") : K*" x B — B is r-place action (see (7)).

Definition 98. A polyadic bialgebra B('m) s Buyeer equipped with a k-linear n-ary multiplication map p(™ :
B®" — B and a k-linear n/-ary comultiplication map AM) . B B®" such that:

1. (a) Bff) = <Bvect | u(”)> is a n-ary algebra;
(6) The map p(™) is a coalgebra (homo)morphism (129).

2. (a) B(Cn) = <Bvect | A(”’)> is a n/-ary coalgebra;

(6) The map A is an algebra (homo)morphism (86).
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The equivalence of the compatibility conditions 1b) and 2b) can be expressed in the form (polyadic analog
of “Aopu=(peu) (ider®id) (A® A)”)

’
n n

/_/\% 7 , ,
A o™ = | 5™ e ou® | or) o A g o al) | (189)

medial ©

where T(n’n ) is the medial map (69) acting on B, while the diagram

medial
n') ®n n n,n’ ,
B@n (A( ) (B®n') ® T'l(nedia)l (B®’n) dn
o) l l(p_(n))‘@"/ (190)
B Al - B®"
comimutes.

In an elementwise description it is the commutation of n-ary multiplication and n/-ary comultiplication
Al) (w) [br, ..., bn]) = p™ [A(”’) b1),...,AM) (bn)} : (191)
which in the Sweedler notation becomes
p [y, bl @ p™ [y, bl @ @ ™ [by bl
= o) b @ o) b @ e ™ b0 b ] (192)

Consider the example of a nonderived bialgebra B™™ which follows from the von Neumann higher n-
regularity relations [40—43].

Ezample 99 (von Neumann n-regular bialgebra). Let B — <B | (™) A(")> be a polyadic bialgebra generated

by the elements b, € B, i=1,...,n — 1 subject to the nonderived n-ary multiplication
1 (by, b2, bs ... b2, by_1,b1) = by, (193)
,u(n) (b27b37b4~-~bn—1)b13b2) = b2a (194)
1™ (by—1, 01,2 . by—3,by—2,by1) = by1, (195)

and the nonderived n-ary comultiplication (cf. 119)

A (b)) = b1 @by @bz, byz @ by @ by, (196)
A (by) =by b3 @by...,by1 @by @ by, (197)
A (b ) =bp 1 @b @by @ ... Qbp_3Rbp_o @ bp_1. (198)

Tt is straightforward to check that the compatibility condition (191) holds. Many possibilities exist for choosing
other operations—algebra addition, field addition and multiplication, action—so to demonstrate the compatibility
we have confined ourselves to only the algebra multiplication and comultiplication.

If the n-ary algebra BXL) has unit and/or n’-ary coalgebra Bgl) has counit e("/""/), we should add the
following additional axioms.

Definition 100 (Unit axiom). If BE:) = (Byeet | pt™) is unital, then the unit (™™ is a (homo)morphism of
the coalgebra Bgn) = <Bvect | A("/)> (see (129))

n—1 n'

A(n') ®...® A(nl) o n(r,n) _ n(r,n) ®..® n(’l",n) (199)
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such that the diagram

(rym)

K@T n B®(n71)

:l , l (at)= (200)
K@rn’ (n(r,n))n B®(n—1)n’

commutes.
Definition 101 (Counit axiom). If B(Cn ) _ <Bvect | A("/)> is counital, then the counit (W) isa (homo)morphism
of the algebra BE:) = (Byeet | ™) (see (86))

n’—1 n

—_——~
e o lume. o | =" e, gel) (201)

such that the diagram

g("/’T/)
T

K® «— B®(n/_1)

4 I (wm)® 1) (202)
K®rn B®(n/—1)n
comimutes.

If both the polyadic unit and polyadic counit exist, then we include their compatibility condition

;N ®(n—1) ®(n'—1
(e(n ﬂ“)) ° (nw)) ( >zidK, (203)
such that the diagram
(n 1)

nm) ®(n* ( ’) ®(n=1)
/ \ (204)

K®7‘ n'—l K®r(n 1)

commutes.

Assertion 102. There are four kinds of polyadic bialgebras depending on whether the unit n™™ and counit
(') eqist:
1) nonunital-noncounital; 2) unital-noncounital; 3) nonunital-counital; 4) wunital-counital.

Definition 103. A polyadic bialgebra B("') is called totally co-commutative, if

p™ =p™ o, (205)
A(n/> =T, 0 A(",)7 (206)
where 7, € S, T € Syv, and S, S,/ are the symmetry permutation groups on n and n’ elements respectively.

Definition 104. A polyadic bialgebra B is called medially co-commutative, if

B = p o7 = o), (207)
Al =20 g A — AL, (208)

(n) (n')

where 75" and 7o ’ are the medially allowed polyadic twist maps (72).
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POLYADIC HOPF ALGEBRAS

Here we introduce the most general approach to “polyadization” of the Hopf algebra concept [1-3]. Informally,
the transition from bialgebra to Hopf algebra is, in some sense, “dualizing” the passage from semigroup (contai-
ning noninvertible elements) to group (in which all elements are invertible). Schematically, if multiplication
1 = () in a semigroup G is binary, the invertibility of all elements demands two extra and necessary set-ups:
1) An additional element (identity e € G or the corresponding map from a one point set to group €); 2) An
additional map (inverse ¢ : G — G), such that g -¢(g) = e in diagrammatic form is p o (idg xt) 0 Dy = €
(D3 : G — G x G is the diagonal map). When “dualizing”, in a (binary) bialgebra B (with multiplication y
and comultiplication A) again two set-ups should be considered in order to get a (binary) Hopf algebra: 1)
An analog of identity e, = ne (where 5 : k — B is unit and € : B — k is counit); 2) An analog of inverse
S : B — B called the antipode, such that po (idg ®S) o A = e, or in terms of the (binary) convolution product
idg xS = e,. By multiplying both sides by S from the left and by idp from the right, we obtain weaker (von
Neumann regularity) conditions S xidg*S = S, idg * S xidp = idp, which do not contain an identity e, and
lead to the concept of weak Hopf algebras [44-46].

The crucial peculiarity of the polyadic generalization is the possible absence of an identity or 1) in both
cases. The role and necessity of the polyadic identity (2) is not so important: there polyadic groups without
identity exist (see, e.g. [47], and the discussion after (3)). Invertibility is determined by the querelement (4) in
n-ary group or the quermap (57) in polyadic algebra. So there are two ways forward: “dualize” the quermap (57)
directly (as in the binary case) or use the most general version of the polyadic convolution product (166) and
apply possible restrictions, if any. We will choose the second method, because the first one is a particular case of
it. Thus, if the standard (binary) antipode is the convolution inverse (coinverse) to the identity in a bialgebra,
then its polyadic counterpart should be a coquerelement (180) of some polyadic analog for the identity map in
the polyadic bialgebra. We consider two possibilities to define a polyadic analog of identity: 1) Singular case.
The comultiplication is binary n’ = 2; 2) Symmetric case. The arities of multiplication and comultiplication
need not be binary, but should coincide n = n’.

In the singular case a polyadic multivalued map in Endy (B, B®("~Y) is a reminder of how an identity can
be defined: its components are to be functions of one variable. That is, with more than one argument it is not
possible to determine its value when these are unequal.

Definition 105. We take for a singular polyadic identity Idy the diagonal map Idg = D € Endy (B, B®(”*1)),
such that b — b= for any b € B.

We call the polyadic convolution product (166) with the binary comultiplication n’ = 2 reduced and denote

it by /TL*”*) which in Sweedler notation can be obtained from (175)

g (f“ 2f? ... ﬁ”*)) —g 9 gcEnd (B,B®<”*1>> :

g0 = (u)" [ff] ) £ (b) oo £ ()]

fgﬁ])eEndk(B,B), iel,....,n,, j€l,....n—1, be B, (209)
The cousistency condition (167) becomes reduced
ne=~C(n—1)+1=0¢+1. (210)

Definition 106. The set of the multivalued maps £ ¢ Endg (B, B®(”_1)) (together with the polyadic identity

*)

Idy) endowed with the reduced convolution product fi,"*’ is called a reduced n.-ary convolution algebra

ozn) = <Endk (B,B®<"—1>) | @) > (211)

Remark 107. The reduced convolution algebra C™ having n # 2 is not derived (Definition 89).

Having the distinguished element Idy € C*™ as an analog of idz and the querelement (180) for any
fe C&Q’") (the polyadic version of inverse in the convolution algebra), we are now in a position to “polyadize”
the concept of the (binary) antipode.

Definition 108. A multivalued map Q : B — B®(™~1 in the polyadic bialgebra BZ™ s called a singular
querantipode, if it is the coquerelement of the polyadic identity Q¢ = g, (Idg) in the reduced n,-ary convolution
algebra

A o (145 7Y @ Qo ) = Tdo, (212)
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where Qg can be on any place, such that the diagram

=1
B Ao(n ) _ B®n*

Idul ild?“**”@Qo (213)
(n—1,n4)

n)\° (n—1)
B&(n-1) ((“'( ) £)® 1 (B®n*>®(n—1) Tmedial (B®(n—1))®n*

cominutes.

In Sweedler notation

ol
(N(n)) [b[l]ab@]m..,b[n*fl]v Qo) (b[n*])] =b,  jel,...n—1 i€l...,n, (214)

where
Ao(n*—l) (b) = b[l] X b[g] ®R...Q b[n*], QO ¢} (b) = QO [1] (b) ®R...Q QO [n—1] (b) s b, b[l] € B

Definition 109. A polyadic bialgebra B equipped with the reduced n,-ary convolution product ﬂi"*)

and the singular querantipode Qg (212) is called a singular polyadic Hopf algebra and is denoted by Hg;;Lg =
<B("’”) | ﬁin*),Qo>.

Due to their exotic properties we will not consider singular polyadic Hopf algebras H(;;Lg in detail.

In the symmetric case a polyadic identity-like map in Endy (B®(”*1), B®(”*1)) can be defined in a more
natural way.

Definition 110. A symmetric polyadic identity Id : B®(—1) — B®("=1) js a polyadic tensor product of

ordinary identities in B™™
n—1

——

Indeed, for any map f € Endy (B®("~Y, B®("=1)) obviously Id o f = foId = f.
The numbers of iterations are now equal ¢ = ¢/, and the consistency condition (167) becomes

ny—1=~0(n—-1). (216)

Definition 111. The set of the multiplace multivalued maps £ € Endy (B2(n=1 BeM—1)) (together with

the polyadic identity Id) endowed with the symmetric convolution product ﬂi"*) = ui”*) |n=ns (166) is called a

symmetric ny-ary convolution algebra
Cg(n,n) — <Endk (B®(n—1)’B®(n—1)) | I’lin*)> . (217)

For a polyadic analog of antipode in the symmetric case we have

Definition 112. A multiplace multivalued map Qiq : B®("~1) — B®("~1) in the polyadic bialgebra B™™) s
called a symmetric querantipode, if it is the coquerelement (see (180)) of the polyadic identity Qiq = g, (Id) in
the symmetric n,-ary convolution algebra

ﬂin*) o (Id@(n*_l) ®R Qid) = Id, (218)

where Qiq can be on any place, such that the diagram

((A(n))ok)®("*1) (ngm—1)

B®((n-1) (B@m*)@(nfl) Tmedial (B®(n,1))®"*

Idl ild@)("**U@Qid (219)
(@) b s

Benr-1) (B@m*)@(n 1) Tmedial (B®(n—1))

commutes.
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In Sweedler notation we obtain (see (166) and (175))

n (3) 3(3) 3( (1) 5(2) (m=D\| _ () ;
(u( )) {b[ﬂ],bm,b[i 3 Qp (bn RN )} b9 jel,...n—1,i€l,... n,, (220)
where (A("))oe (b)) = bﬁ]) ® bg]) bfi)], b%) € B, L €N, Qp € Endg (B®(=1Y_B) are components of

Qid, and the convolution product arlty isn,=~0(n—1)+1(216).
Definition 113. A polyadic bialgebra B equipped with the symmetric n,-ary convolution product [Li"*)
and the symmetric querantipode Qiq (218) is called a symmetric polyadic Hopf algebra and is denoted by

Hme = < ™ | ﬂ&n*)aQid>-

Ezample 114. In the case where n = n/ = 3 and £ = 1 we have A(®) (b(j)) = bff]) ® b)) ® ) 1=1,2,3,

2 = 7]
u® {bu)’b(l)’ Quy (bu)’bg}))} — D), [bff] 2)7 Qu (b& ’b@ )} ),
W ol (vl 1) ol | =2 “(3 o Qe (o003 ) 065 = 0,
{Q[” ( (- Elgl)) bg])’b%)] =%, [Qm ( [ Elg])) bg])’b%)] =, (221)

which can be compared with the binary case (bS5 (b)) = S (b)) b2y = 7 (e (b)) and (4), (180).

Recall that the main property of the antipode .S of a binary bialgebra B is its “anticommutation” with the
multiplication g and comultiplication A (e.g., [1])

Sopu=por,o(S®S), Son=nmn, (222)
AQS:TOPO(S®S)OA, EOSZE, (223)

where 7, is the binary twist (see (66)). The first relation means that S is an algebra anti-endomorphism,
because in the elementwise description S (a-b) = S (b) - S (a), a,b € B, (:) = p.

We propose the polyadic analogs of (222)-(223) without proofs, which are too cumbersome, but their
derivations almost coincide with those for the binary case.

Proposition 115. The querantipode Qiq : B2 — B®(™=1) ot the polyadic bialgebra B™™) = <B | (™), A(”)>
satisfies the polyadic version of “antimultiplicativity” (“antialgebra map”)

o\ ®(n—1) ot ®(n—=1) 1
Qia © ((H(n)> ) = ((M(n)) > o) 0 Qi o, (224)
and “anticomultiplicativity” (“anticoalgebra map”)
or\ ®(n—1) L o0\ ®(n—1)
<<A(n)> ) © Qid - 7- (€r) © Q®n* 7(nnedza’lﬂ*) ° ((A(Tb)) > ’ (225)
where Trgwgzgl is the medial map (69), T(E,l;’) is the polyadic twist (72) and £ = (n — 1) n, should be allowed (see
TABLE 2).

Proposition 116. If the polyadic unit ™™ (48) and counit €™") (124) in B egist, then

Qia o™ =nt"m, (226)
E(nvr) o Qid — E(’I’L,T)- (227)

Ezample 117. If n=3,£=1, n, = 3, £, = 6 (and (75)), then using Sweedler notation, for (224) we have
Quy (1 a1, az, as] .1 [br, bo,bal ) = u® | Qpy (a2.b2) . Qpy (a1, b1) , Q (s, b)) (228)
Q2 (M(S) a1, az, as), u® [by, b2,bs]) = u® [Q[z] (a1,b1), Qg (a3, b3) , Q) (az, 52)} ; (229)

where Qid © (a7 b) = Q[l] (a’a b) ® Q[Q] (CL, b) € Endy (B ® B7 B® B)a a7b7 Qaq, b; € Ba (Cf (222))
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The key property of the binary antipode S is its involutivity S°? = idp for either commutative (¢ = p1o7,,)
or co-commutative (A = 7,, o A) Hopf algebras, which follows from (222) or (223) applied to S x S°? giving ne
(: S x ldB)

Proposition 118. If in a symmetric Hopf algebra H(ngn either multiplication or comultiplication is invariant

under polyadic twist map Tof;T) (72), then the querantipode Qiq (218) satisfies

(n«—1)
~(1y) _
fox Qid, - -, Qidq,Qia 0 Qia | = Qia, (230)

where Q33 can be on any place, or the convolution querelement (180) of the querantipode Qiq is
2 (Qu) = Qi3 (231)
Proof. The proposition follows from applying either (224) or (225) to the L.h.s. of (230), to use (180). m

TOWARDS POLYADIC QUANTUM GROUPS

Bialgebras with a special relaxation of co-commutativity, almost co-commutativity, are the ground objects
in the construction of quantum groups identified with the non-commutative and non-co-commutative quasitri-
angular Hopf algebras [4,48].

Quantum Yang-Baxter equation

Here we recall the binary case (informally) in a notation that will allow us to provide the “polyadization”
in a clearer way.

Let us consider a (binary) bialgebra B®? = (B | pu, A), where = pu® is the binary multiplication,
A = A® (see Definition 98), and the opposite comultiplication is given by Acop = Top © A, where 7,), is the
binary twist (66). To relax the co-commutativity condition (A, = A), the following construction inspired by
conjugation in groups was proposed [4,48]. A bialgebra B2 is almost co-commutative, if there exists R € BB
such that (in the elementwise notation)

1% [Acop (b),R] = p[R,A(b)], VbeB. (232)

A fixed element R of a bialgebra satisfying (232) is called a wuniversal R-matriz. For a co-commutative
bialgebra we have R = ep ® ep, where ep € B is the unit (element) of the algebra (B | ).

If we demand that (B | A.,)p) is the opposite coalgebra of (B | A), and therefore A, be coassociative,
then R cannot be arbitrary, but has to satisfy some additional conditions, which we will call the almost co-
commutativity equations for the R-matrix. Indeed, using (232) we can write

1 [(Acop @1dB) 0 Acop (b) , (R @ ep), (A @idp) (R)]]
=plpl(R@ep), (A®idp) (R)], (A®idg) o A(b)], (233)

H [(1dB ®Acop) © Acop (b) ) [(eB & R) 5 (ldB ®A) (R)H
=plplles ® R), (idp ®A) (R)], (idp @A) o A(b)], (234)
Therefore, the coassociativity of A.,, leads to the first almost co-commutativity equation
nl(R@ep),(A®idp) (R)] = pl(les ® R), (idp @A) (R)]. (235)

On the other hand, directly from (232), we have relations which can be treated as the next two almost co-
commutativity equations (unconnected to the coassociativity of Ac,p)

pl(R@ep),(A®idp) (R)] = p[(Acp @idp) (R), (R ep)]
= 1 [(Top ®idp) o (A®idp) (R),(R®ep)], (236)

1% [(eB ® R) ) (1dB ®A) (R)] =p [(ldB ®Acop) (R) ) (eB by R)]
=u [(idB ®Top) o (idB ®A) (R) , (63 ® R)] . (237)

The equations (235)—(237) for the components of

R=> Ve ecBoB (238)
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are on B ® B ® B. In components the almost co-commutativity (232) can be expressed as follows
Z ZM |:b[2], I’((xl)} @ u [b[l], I’g)} Z Z,u [ / ,b[l] :| ® u [r((f,), b[z]/:| . (239)
[b] o

Now introduce the “extended” form of the R-matrix ®;; € B® B® B, i,j =1,2,3, by

9’&12:2()®r()®63—R®637 (240)
Riz = r) @ep@r) = (idp @7p) 0 (RDep) (241)
23:Zeg®r&1)®r&2) =ep® R. (242)

Obviously, one can try to solve (235)—(237) with respect to the D dlrectly, but then we are confronted

with a difficulty arising from the Sweedler components, because now (see (137)—(139))

(Aidp) (R)= Y Y @, @r?, (243)
[] =
(idp ®A) ( Z Z r) @ r [1] ® r(2)[ 9" (244)

]

To avoid computations in the Sweedler components, one can substitute them by the components of R

directly as r&) — r(® (schematically). This allows us to express (243)(244) solely through elements of the

“extended” R-matrix &;; by

(A ®idp) (R) = p[R1z, Rog) = Zr1)®r(1)®u[() ‘2)} (245)
(idp ®A) (R) = p[R13, R1s) = Zu[a,rg)}(@rg)@rg), (246)

which do not contain Sweedler components of R at all. The equations (245)—(246) define a quasitriangular
R-matrix [4]. The corresponding almost co-commutative (binary) bialgebra Bérzud = <B(2 2) R> is called a

quasitriangular almost co-commutative bialgebra (or braided bialgebra [7]). Only for them can the almost co-

commutativity equations (235)—(237) be expressed solely in terms of R-matrix components or through the

“extended” R-matrix &;;, using (245)—(246).

Theorem 119. In the binary case, three almost co-commutativity equations for the R-matriz coincide with
(1°% [R12, K13, Ros] = p° [Ras, Ris, R1a) . (247)

Conversely, any quasitriangular R-matrix is a solution of (247) by the above construction. The equation
for the “extended” R-matrix %;; (247) is called the quantum Yang-Baxter equation [8,49] (or the triangle
relation [48]). In terms of the R-matrix components (238) the quantum Yang-Baxter equation (247) takes the
form

Z W [r&)’rg)] " [ (2) r(l)} ® [r}f),rﬂ = Z " [r};?, S)] @ ulr [ W, g)} oulr [ (2,),r§32/)} . (248)
a.ﬂ,'y Ot',,B/,’y/

Let us consider modules over the braided bialgebra Bz(;r;u)d and recall [50] how the universal R-matrix
generalizes the standard flip Tv,v, : Vi ® Vo — V5 ® V5. Define the isomorphism of modules (which in our
notation correspond to a 1-place action p (7)) ey,v, : Vi @ Vo = Vo ® Vi by

cviv, © (V1 ® 1) = Ty, © Ro (v ® vg) =Zp(r53> \uz) ®p(r§3> |v1) vieVi, W eBi=12 " (249)

The quasitriangularity (245)—(246) and (249) on V1 ® Vo ® V3 leads to (see, e.g., [7])

(CV1V3 ® idVQ) o (idvl ®CV2V3) = CV1®V>,Vs) (250)
(idv, ®evvs) 0 (eviv, ®idyy) = cvy Vs (251)
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Similarly, the quantum Yang-Baxter equation (247) gives the braid equation [50] mapping V; @ Vo @ V3 —
Vs ® Vo ® Vi

(evpvs ®idy, ) o (idy, ®evyvy) 0 (eviv, ®idy,) = (idvy ®eviv) © (evyv, ®idy,) o (idy, ®ev,vy) - (252)
Putting Vi = V5 = V3 = V shows that cyy is a solution of the braid equation (252) for any module V, if
the R is a solution of the Yang-Baxter equation [7,50].

n/-ary braid equation
Let us consider possible higher arity generalizations of the braid equation (252), informally. Introduce the

modules V; over the polyadic bialgebra B(n'n) (Definition 98) by the r-place actions p&,:) (b1,...b0, | v3), b; € B,
v, €Vi,i=1,...8,j=1,...,r (see (47)). Define the following morphisms of modules

cvi.v, Vi®..0Vy = Vy®...0V. (253)

We use the shorthand notation ¢y = ¢y, ...v,,, idy = idy, and introduce indices manifestly only when it
will be needed.

Proposition 120. The n/-ary braid equation has the form

n'—1 n'—2

—— —
ey ®idy ... @idy | o |idy ®cyw @idy ®...@idy | o...

n'—1 n'—1

——— ———
o idv®...®idv®cvnl o Cvn/®idv®...®idv

n'—1 n'—1

——— ———
= idv@...@id\/@cvn/ o Cvn/®idv®...®idv o...

n'—2 n'—1

—_—— —_———
olidy ®...®idy ® Cyn ® idy |o|lidy ®...®idy ® Cyn' |, (254)

where each side consists of (n' + 1) brackets with (2n’ — 1) multipliers.

Proof. Use the associative quiver technique from [14] (The Post-like quiver in Section 6). m

Remark 121. There can be additional equations depending on the concrete values of n’ which can contain a
different number of brackets determined by the corresponding diagram commutation.

Ezample 122. In case n’ = 3 we have the ternary braided equation for cy,v,v, : Vi@ V2@V = V3@ V2 ®@ V) on
the tensor product of modules V; ® Vo ® V3 @V, ® Vs, as

(CV3V4V5 ® ide ® idVl) o (idv3 v, Vv, @ idVl) o (idVB ® idV2 ®cvy, V4V5) o (CV1V2V3 ® id‘V4 ® ist) =
(idvs ® ideL ®CV1V2V3) © (CV1V4V5 ® ide ® ide) © (idvl KV, Vv, @ ide) o (idvl ® ide ®CV3V4V5) . (255)

The ternary compatibility conditions for ey, v,y (corresponding to (250)—(251)) are

(evivavs ®@1dy, ®idyy) o (idy, ®evy vy, @ idyy) o (idy, ®idy, ®cvvavs) = Cvievae Vs, Vi, Vs (256)
(idVS ®CV2V5V4 ® idVl) © (idVS ® ide ®ch V4V5) © (CV1V2V3 ® idV4 ® ist) = Cv1,V2,V3QV4QVs - (257)

Now we follow the opposite (to the standard [50]), but consistent way: using the equations (255)—(257)
we find polyadic analogs of the corresponding equations for the R-matrix and the quasitriangularity conditions

(245)—(246), which will fix the comultiplication structure of a polyadic bialgebra B(n'n),

Polyadic almost co-commutativity

We will see that the almost co-commutativity equations for the R-matrix are more complicated in the
polyadic case, because the main condition (232) will have a different form coming from n-ary group theory [47].
Indeed, let G = (G| u(”)> be an n-ary group and H = (H' | u(”)>, H' = (H"| u(”)> are its n-ary subgroups.
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Recall [47] that H and H” are semiconjugated in G™ | if there exist g € G, such that p(™) [g. Ry, . R ] =

» o —1
() [h’l’, A ’TLl’g], hi € H', h! € H", and if g can be on any place, then H and H" are conjugated in G,
Based on this notion and on analogy with (3), we can “polyadize” the almost co-commutativity condition (232)
in the following way.
(n)

Let B("':m) — <B | (™), A("I)>, be a polyadic bialgebra, and the opposite comultiplication Aggp) =Top ' O
A("l), where T(g; ) is the polyadic twist (72).

Definition 123. A polyadic bialgebra B("') is called polyadic sequenced almost co-commutative, if there exist

fixed (n — 1) elements Ri(n ) € B®"I, i=1,...,n—1, called a polyadic R-matrix sequence, such that
p™ {Aggp) (b) ,Rgn )’ RQ(n ), o Rr(an:|

_ 4 'R$"'>,R§”/>,...,R,E’i?,A<"’> (b)} , WbeB. (258)

Definition 124. A polyadic bialgebra B is called polyadic sequenced almost semico-commutative, if only
the first and the last relations in (258) hold

\ VA |, wen (259

N(n) AEZ;,) (b), Rgn,)7 Rgn')’ o R("?] _ ﬂ(n) [Rgn/)’ Rz(nl)’ o R’r(L

Remark 125. Using (n — 1) polyadic R-matrices Ri(n ) is the only way to build a polyadic analog for the almost
commutativity concept, since now there is no binary multiplication.

The definition (258) is too general and needs to consider (n — 1) different polyadic analogs of the R-matrix
which might not be unique. Therefore, in a similar way to the correspondence of the neutral sequence (3) and
the polyadic unit (2), we arrive at

Definition 126. A polyadic bialgebra B(v'n) — <B | u), A(”/)> is called polyadic almost (semi)co-commutative,

if there exists one fixed element R(") € B®"' called a n’ -ary R-matriz, such that
u | A @y B RED) | =y |ROD, L RCD A )|, wbe B (260)

In components the n/-ary R-matrix R(") s
R() = Yorille.. . ® " ), ) € B. (261)
Remark 127. Polyadic almost co-commutativity (260) can be expressed in component form, as in the binary

case (239), only if we know concretely the polyadic twist TO(; ) € S,/ (where S, is the symmetry permutation
group ON 7’ elements), which is not unique for arbitrary n’ > 2.

Ezample 128. For B®?) the ternary almost (semi)co-commutativity (260) is given by

u® [A8) (0), RY, RO = u® [RO, RO, A0 )], e B, (262)
which with T(ES) = (ég‘z’) becomes, in components,
SO u [brgr o] @ 1 (b 2P @ u (b, Y]
[b] a8
= Z Z M(S) [ , ,rﬁ, b[l]/} & M(3) {r((f,)7 I’g/),b[g]/} ® M(S) [ (3,), r(;) b[ ]/} . (263)

/ /ﬁ/
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Ezample 129. In the exotic mixed case B™3) where the polyadic twist “without fixed points” (72) is To(fj) = (

the polyadic almost co-commutativity (260) becomes

1234)
3142/°

Z Z 1 (b, DD @ u® [bpa 1208 ] © 1 by, O, @ u® [byg, i, | =
Z Z W [0 ] © 1 [12,02, by ] @ 0 19,6 g ] 0 [0,y ] (264)
) «'B’

Equations for the n/-ary R-matrix

Here we consider the most consistent way (from a categorical viewpoint) to derive equations for the polyadic
R-matrix, in other words, through using the braided equation (252) (and n/-ary braided equation (254)) with
the concrete choice of the braiding ¢y, ..

Suppose that the n’-ary braiding ¢,/ is defined still by a 1-place action pM) as in the binary case (249).
At first glance, we could define the braiding (similar to (249))

cv,..v, oV ®...0vy) =Ty,..v, © R o ®...0u.)
=Ty.. (Zp 1) ( (1) | vl) . ®p(1) (r((f) | vn/>> , v €V, rg) € B, (265)

where p() : B® V; — V; is the 1-place action (see (7)). We recall that only the n-ary composition of 1-place
actions (n is the arity of multiplication (™)) is defined here (see [10])

D (b1 | p® (b2 o (b, | U))) e (,M b1, ... ba] | v) , bieB, veV. (266)

As in the binary case (240)—(242), we need the “extended” polyadic R-matrix.

Remark 130. The standard definition of the “extended” n/-ary R-matrix can be possible, if the algebra <B | u(")>
contains one polyadic unit (element) ep, because in the polyadic case there are new intriguing possibilities (which

did not exist in the binary case) of having several units, or even where all elements are units (see the discussion
after (3) and [14]).

Definition 131. The “extended” form of the n/-ary R-matrix is defined by %( -1 e pe(’ _1) such that

Q1.0
“2n;,1 Zeg® i e. . @), ®ep, i1,...,0w€{l,...20 =1} (267)

where rgf’“) are on the ij-place.

In this way we can express in terms of the “extended” n’-ary R-matrix (267) the n'-ary braided equation
(254), in full analogy with the binary case (247).

Ezxample 132. For the ternary case

CVi1a Vs © (V1 ® V2 @ V3) = Ty, 11, © R 0 (1 ® 12 @ v3)

= Zp(l) (r((ll) | Ug) @ pW (rff) | vg) @ pM (rS‘) | vl) , v eV, rWeB, (268)
and we define %252223 by (267), i1,i2,43 € {1,...,5}, Tvivavs = (35), and consider the ternary braid equation

(255). Using (266) we obtain (informally)
5) g5 (5) gp (5) 5) g (5) 5
Ry 5 R ses s = RGBSR R 5y (269)

Remark 133. Unfortunately, a “linear” Rr() n’-ary braiding cv,..v, (as in (265) and (268)) is not consi-
stent with the polyadic analog of the quasitriangularity equations (250)—(251), because the polyadic almost

co-commutativity (260) contains (n — 1) copies of n/-ary R-matrix R(").

Therefore, in order to agree with (260), instead of (265), we have
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Definition 134. The polyadic braiding cy, ...y, is defined by

Ccv,..v,, © (’Ul &...Q Un/) =T¥..V, © p(n_l) R(n/)7 RN R(n ) | (Ul Q... ’Un/)

=TV..V,, © Z p("fl) (rfxll),...rflln?_l | v1> Q... ®p(”’1) (r&? ), . r((l:)l | vn/) ,

a1,...0n_1
v eV, ) eB, (270)
where p(»=Y : B"~1 @V — V the (n — 1)-place action (see (7)).

Remark 135. The twist of the modules 7y, ..y, , should be compatible with the polyadic twist TO(: ) in (258). In
the binary case they are both the same flip ( ) but in the n’-ary case they can be different.

Ezample 136. Consider the ternary braided equation (255), but now for the braiding ¢y, v,v;, instead of (268),
where we have

v, vavs © (V1 ® V2 ® v3) = Ty v, © PO (R(3)7 R¥ | (v ®v2® vs))

— Zp(z) (rg3>,rg3> | vg) ) (r,@, rff) | w) ®p? ( ( )| v ) Cw eV rg,)ﬂ B, (271)
a8

where p® : B® B®V — V is a 2-place action (7). In this way (271) is consistent with (262). In each place of
the 2-place action p(?) we then obtain the relation (269).

Polyadic triangularity
A polyadic analog of triangularity [4] can be defined, if we rewrite (246) as

(idp @A) (R) = p[R13, R1s] = E:uonp[a, V)o@ e, (272)
where 7,, is the binary twist. Instead of the R-matrix formulation (the left equality in (272)), we use the
component approach by [3], and propose the following
Definition 137. A polyadic almost co-commutative bialgebra B('m) = <B | u(m), A("/)> with the polyadic

R-matrix R(") = Y oa We.. ® r(()[n ), r((f ) € B is called quasipolyangular, if the following n’ relations hold

ZA () er@e.. o) = Z Deorle.. ord

Q1.0

% (uw))" [Pe@e. .o ]e.. o (”)) {rgll) ol e...q f((xnl/)} : (273)

Z r((ll) ® A("/> (rg)) Q... r((xn/) = Z (u(")>d o To(;bl) [rg}l) ® rg}g) Q... r,(ll),}

63 [eAPrRRYe s

ol ’ ’ ’
P erPe.. .0 ®...0 (u(")) [r&@@r&@@...@r& ,)] , (274)

1

Z r(()tl) ® I’((f) ®...0 A(n') (I’((ln/)) — Z ( (”)) ( ) |: (1) ® I’(l) ®R...0 r¢()¢173/:|

Q1,...00,7
ol ’ ’ n ’
® (u(")) OT(S;L) [rffl) 2P®...9 rffg,] ®...® rSJf ) & r£2 )e..® rﬁgﬁ,), (275)
where ’TO(;L ) is the polyadic twist map (72). The arity shape of a quasipolyangular B("'") is fixed by

n=ln—1)+1, (eN. (276)



43
Polyadic Hopf Algebras and Quantum Groups EEJP. 2 (2021)

Remark 138. As opposed to the binary case (245)—(246), the right hand sides here can be expressed in terms
of the extended R-matrix in the first equation (273) and the last one (275) only, because in the intermediate
equations the sequences of R-matrix elements are permuted. For instance, it is clear that the binary product

Za,ﬁ (r[(jl) ® rgf) ® eB) . (r&l) ® r(;) ® €B) = Za_ﬂ (r[(jl) . r&l) ® rg) . r(ﬁz) ® eB) cannot be expressed in terms of
the extended binary R-matrix (240).

Almost co-medial polyadic bialgebras

The previous considerations showed that co-commutativity and almost co-commutativity in the polyadic
case are not unique and do not describe the bialgebras to the fullest extent. This happens because mediality is a
more general and consequent property of polyadic algebraic structures, while commutativity can be treated as a
particular case of it (see (66)). Therefore, we propose here to deform co-mediality (rather than co-commutativity
as in [4,48,50]).

Let B("'n) — <B | (™), A(”/)>, be a polyadic bialgebra. Now we deform the co-mediality condition (120)
in a similar way to the polyadic R-matrix (260).

Definition 139. A polyadic bialgebra B("'") s called polyadic sequenced almost co-medial, if there exist

2 2
(n’ — 1) fixed elements Ml(n ) € B®" i=1,...,n—1, called a polyadic M-matriz sequence, such that (see
(120) and (260))

medial

e [T("""') 0 ((A("')>®”/> o A(™) (b),Ml(n,z),MQ(nQ),...,M(nf)}

= ™ {Ml("’z), ™)), ((A(”’))M) o A(™) (b)} . WbeB, (277)
(o)

where 7, é;al is the polyadic medial map (69).

Definition 140. A polyadic bialgebra B is called polyadic sequenced almost (semi)co-medial, if only the
first and the last relations in (277) hold

N(n) {T(”,’"/) ] ((A("/))(Xm/) . A("/) () ,Ml("lz)’ . ,,Mrgﬁf)}

medial
— ™ [Ml("lz), o), ((A("'))M) o A (b)] . Vbe B, (278)

If all the elements in the sequence (similar to the neutral sequence for n-ary groups (3)) are the same

n/g nzz n’2 ’
M1( ):MQ( ):...:Mrg I)EM("2),Wehave

Definition 141. A polyadic bialgebra B is called polyadic almost (semi)co-medial, if there exist one fixed
element M (") € B#"" called a polyadic M -matriz, such that (see (120) and (260))

n—1
o (il ((80)™) 080 ) 20, )
= ™ M<"'2),...,M("’2>,((A("’))@o”')OA(n’) )|, WeB. (279)

Remark 142. The main advantage of the polyadic almost co-mediality property over polyadic almost co-
commutativity is the uniqueness of the medial map 7

medial and 11onun1'queness of the polyadic twist map
T (72
op ( )

The polyadic M-matrix M (") in components is given by

M(”'Q):ng})®...®m&n ), m@eB, i=1,.. n2 (280)

[e3%
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Ezample 143. In the binary case for B*? = (B | u, A) we have an almost co-mediality (279) as
" [Tmedml o (A®A)oA (), M(‘ﬂ _ [M<4>, (A9 A)oA (b)} , VbeB. (281)

which gives, in components (cf. for R-matrix (239))

55 ] o g ] o ] o, ]

3 4
—ZZu{m&,),b ]@M[ &/),b[] ]@M[ ((x’)?b[] ]@M[ ((x’)?b[] ] (282)
(blfy
Let us clarify the connection between the almost co-commutativity and almost co-mediality properties.
Theorem 144. If B("') 4 polyadic almost (semi)co-commutative with the polyadic twist map T(S;l ) (72) and
the n’-ary R-matriz R(™) (261), then (260) can be presented in the “medial-like” form

n—1

o [0 ((A("’))M) 0 al) ), ") mf™)

— Mé"&)f..l, M), ((AW))@”/) oA )|, WheB, (283)

where
rl(%”/’"/) e n o), (284)
S k() g ” @ R(M™). (285)

Proof. Applying (260) to each Sweedler component by; of Al) (b),i=1,...,n, we obtain n’ relations for the
polyadic almost (semi)co-commutativity. Then multiplying them tensorially, we obtain

’

e ok o (A0 () @ ... @ A (b)) o [ RO @0 RO

’
n

= | R0 @ o RO o (A0 () @A) (b)),

which immediately gives (283). The converse statement is obvious. m

Corollary 145. Polyadic almost co-commutativity is a particular case of polyadic co-mediality with the special

(n/ ’

“medial-like” twist map T ™) (284) and the composite M-matrix (285) consisting of n’ copies of the R-matrix
(261).
Ezample 146. In the binary case we compare the medial map (66) with the composed “medial-like” twist map
(284) as
Tmedial = 1dB ®Top & idB» (286)
TR = Top @ Top, (287)
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or in components
by ® by @by @by Y by @ by ® by ® by, (288)
b1®b2®b3®b43b2®b1®b4®b3. (289)

This shows manifestly the difference between (polyadic) almost co-commutativity and (polyadic) almost co-
mediality.

Equations for the M-matrix
Let us find the equations for the M-matrix (279) using the medial analog of the n’-ary braid equation.
Now the morphism of modules ¢y, ..y, becomes (see for the R-matrix (265))

n—1

n’.n’ o 2 2
CV1...Vn/2 O(U1®"'®U7l/2):Tmedial),Vl...Vn/z op(’ﬂ Y M(n )aaM(n ) | (’U1®...®Un/2) =

T(n/,n') o Z (n=1) (D) m® | v ) ® ® (n—1) m(n/2) m(n/2) |
medial,V1...V, 2 P apr Moy 1 v P ay yee-Ma, ) | Upr2 )

Q1.0 —1

vieV, WeB i=1,..,n% (290)

where T(n n l),Vl..AV ,, 18 the medial map (69) acting on n'? modules Vj, M) is the polyadic M-matrix (280),

mecﬁa
and p"~1V is the (n — 1)-place action (7). Now instead of the n'-ary braid equation (254) we can have
Proposition 147. The n/-ary medial braid equation is
’2 12

n“—1 n'<—2

—— —
Cyn2 © dy ®...Q0idy | o | idy QdCy n2 & dy ®...0idy | o...

n/271 n/271

— —
o idv®...®ldv®cvﬂ,/2 o cvn/2®idv®...®1dv

n/271 n/271

—_—— —_———
= idv®...®idv®cvﬂ,/2 o CV,,,/2®idv®...®idV o...

n/2_2 n/2_1
—— ——
olidy ®...®idy ® Cyrn2 Ridy [ o |idy ®...Q0idy ® Cyn2 |, (291)
where we use the notation cy,..» = CVi..V, 25 idy = idy,, and each side consists of (n/2 + 1) brackets with

(2n'2 - 1) multipliers.

Proof. This follows from the associative quiver technique [14]. =
We observe that even in the binary case the medial braid equations are cumbersome and nontrivial.

Ezample 148. In the binary case n’ = 2 we have the map ¢ > (see (286), (288))

which acts on
Vieh™eoVaeV,ioVse Vs Vr.

There are two medial braid equations which correspond to diagrams of different lengths (cf. the standard braid
equation (252))
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D VieVheVzeaV,eVs Ve Ve — VoV, Vs Ve Va Ve Vy:

(evivsvavs ® idy, ®@idy, ®@idy; ) o (idy, ®evsvvav, ® idy, ®idy;)
o (idy, ®idyy ®cvyvvv, ® idyy ) o (idy, ®idy, ®@idy, ey, vyvyvy)
o (evvvsvs ® idy, ®idy, ®idy,) o (idy, ®cvvavsv, ® idy, ®@idy:)
o (idv;, ®idy, ®cvyv,vsv, @ idyy) o (dy, ®idy, ®idy, ®ev,vavav;)
o (evivaVe1, @ idy, ®idy; ®idy,) o (idy, ®cvz vy, @ idy, ®idy,)
idy, ®idy, ®cv,v,vavs ® idy; ) o (idy, ®idy, ® idy, ®cv,vyvevy)
cviva vy, ® idy, ®idy, ®@idy, ) = (idy, ®@idy, ® idy, @cvgvavsvy)
cevivsv,ve @ 1dy, ®idy, ®@1dy: ) o (idy, ®cv,vgv,v, @ idy, ®@idy;)
idy, ® idy; ®cvv,vavs @ idy; ) o (idy, @idy; ® idy, ®ev,vav,vy)

)

Cvivs1a Y, @ idy, @idy, @idys) o (idy, ®evavavsvs @ idy, ®idys;)
)
)

o

o

e}

[¢]

o
o (idy, ®@idv; ®cvyvavsv, ®idyy ) 0 (idy, ®idy, ®idy, ®cvvivavy)
o(Cvivavevs @ ldV4 X ldV ® ldV7 o (ldV1 Revgvavsv, @ ldV4 24 ldV7)
(1dV1 ® 1dV2 KV Vv, Vs Vs @ 1dV7) (ldV1 ® ide ® idVS ®CV4V5V6V7) . (293)

(
(
(
(
(
(
(
(
(
(

2)ViaheVseaVieaVsea VeV, — ViV Ve Vi Ve Vs Vr:

(idy; ®idy, ®cvivav, v, @ idy,) o (idy, ®idy, ®idy, ®cv,vav,vy)

o (ev, vy, ® idy, ®idy, ®idy, ) o (dy, ®cvvyvvs ® idy, ®idy;)
o (idy, ®idy; ®cv,vav5v, ® idys ) o (idy, ®idy, ® idy, ®cvyv,vavs)
(ev,vvers @ idy, @idy, ®idy, ) o (idy, @ev, vy, @ idy, @idy: )
(idy, ®@idy, ®cvv,vsvs @ idy,) = (idy, ®cv,v,vav, @ idy, ®1dy;)
(
(
(

[e]

o

e}

idy, ®idy; ®cy,v,vsv; @ idy; ) o (idy, ®idy, ®idy, ®cv,v,vsv;)
Cvvvevs ® idy, ®idy, ®@idy, ) o (idy, ®ev,v,vev; @ idy, ®idys)
o (idy, ®idy, ®cv,vivevs @ 1dv7) (idv1 ®idy, ®idy, ®CV3V5V5V7)
o (ev,vavavs @ idy ®@idy, ®idy,) o (idy, ®cv,vyv,vs @ idy, ®idys ) . (294)

[e]

The equations for the M-matrix can be obtained by introducing the “extended” M-matrix, as in the case
of the R-matrix, and this can also be possible if the n-ary algebra <B | u(")> has the unit (element) e € B.

n/27 ’
Definition 149. The “extended” M-matrix is defined by J%l(lzl QI) e oin 271), such that

2n'2 -1 ; iy . .
J%i(lmin/z):ZeB®...®mEjl)®...®mg”2)®...®63, ity ey € {1,...,20/2 = 1} (295)
where m( ) are on the ix-place.

It is difficult to write the general compatibility equations for the “extended” M-matrix (295).
Ezample 150. In the binary case n = n/ = 2 we have for the polyadic M-matrix M®) in components

D=3 mPemPemPem, mecB, (296)
and J%Z(f)m € B®7 with
M =>"epw.omVe. . omie. @ep, ... €{l,....T}. (297)

(e

The map of modules ey, .y, (292) in the manifest form is

CviVaVaVy © (Ul X U2 ¥ ® ®’U4) = Tmedial © P (M(4) | (’Ul ® vg @ v3 @ 124))

= Tmedial © (ZP (mg) | Ul) ®@p (mg) | 7)2) @p (mgj) | U3> ®@p (mgl) | U4)> )
«

vieVi, mPeB, i=1,234, (298)
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where Tynediar 1s the medial map (286), and p: B x V — V is the ordinary 1-place action (7).
After inserting (298) into (293) and (294), using (297) we obtain the equations for M-matrix

(7 7 7 7 7) (7 7 (7 7
M 1546‘/% 56213‘/% (3212‘/%3247‘/%£62’>3‘%6352M:§2)54‘/%§457m 13%?/% (2254‘/%2425&/% (5%7‘/% 1234
(7 7 7 7 7 7 7 7 7 7 7
= ‘/%62?37‘/%£52Lﬁ‘/%5642mt(32213‘/%§3217m£6)52‘/%f(32?53‘/%53?54‘/% (4)57M 1263°/%§3234‘/%§4235'/%4(L5237 (299)
and
7 7 7 7
'/%5243‘/%2347‘/%1062‘%0263‘/%53)64'/%15,4257‘/%£22’)3'/%2354‘/%i§4?’)6
7
M6452M42a3'/%2357m£4)62'/%4263‘%2365‘/%3567'%1243*/%23457 (300)

which respect the braid equations (293) and (294).
Remark 151. The unequal number of terms in (299) and (300) is governed by different commutative diagrams
of modules (293) and (294), respectively (cf. (247) and (250)—(252)).

Medial analog of triangularity
Now we consider the possible analogs of the quasitriangularity conditions (similar to (245)—(246) and

quasipolyangularity (273—(275)) for a polyadic almost co-medial bialgebra B(n'm),
Definition 152. A polyadic almost co-medial bialgebra B(n'n) — <B | u("),A(”/)> with the polyadic M-

n/z .
matrix M ™) = Y a m .® mg ), m(of) € B is called medial quasipolyangular, if the following n'2
relations hold

N 6 A (M) @ m@ () M) o m® o o)
Z(A ) oA (ma>®ma ®...0my = Z My, @Mg, @...Q@mg’,
(e 0617~»-(1n/2
ol ol n'2 n'? e
@ (1) [P em@e..om?, o .o (u™) [mg Jomi e, @ m((),n,)] . (301)

S m@ e (A00) 7 0 al) (@) e ... cm")

[e3%
ol /2 n/2
= Z (M(n)) o 7—medml ) {m((lll) ® mg}g ®...& m,(llzl2 ® m((fl) () m,(fQ) ®X...Q mﬁf)a ...
A1y 72
ol n'? n'? n'2
® (,u(")) {m((xl ) ® mgz ) ®...® m((xn,Q)} , (302)

)" o ) L) o @ 0
= Z (/.L ) O Tinedial [moq ® maz ®...® My /2} ®...
ol /27n/2 n'2_1 n'2_1 n'2_1 n'2 n'2 n'2
o (1) orln? [l el Ve eoml Y eml Y eml e om0

212
where 7'7518 dl:l ) is the unique medial twist map (69). The arity shape of a medial quasipolyangular bialgebra

B("'") i given by (cf. (276)) ; ( | 01
=l(n—-1)+1, fecN 304

Remark 153. Similar to Remark 138, the medial quasipolyangularity equations (301)—(303) can be expressed
in terms of the extended M-matrix for the first equation (301) and the last one (303) only, because in the
intermediate equations the sequences of M-matrix elements are permuted.
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Ezample 154. In the case where n’ =n = 2, £ = 3, for the bialgebra B>? = (B | p=(-),A) with the polyadic
M-matrix
MW = Z mPeom@em®Peom®, mdeB (305)

we have the binary medial quasipolyangularity equations

Z(A@’A)OA( 1>>®m<2>®m<3>®m( = Y mPem®em®emd)
«@ Q1,02,03,004
® mg?l) . mgi) . mgi) . mgi) ® m(a?’l) . mgi) . mgi) . mgig ® mgll) . mgé) . mgls) . mgi), (306)
Z mP e (A®A)oA (m&2)> am® eom® = Z m,(lll) : mfxls) : m((112) . mg}z
ap,02,03,004
® m((le) ® mg@) ® m(2) ® m(2) ® m(3) m((j;) . mg;) . m(()i) ® mgll) . mg(42) . m((l43) . mgi)’ (307)
Zmu) om® ®(A®A)oA ( ) ®m® = Z m® - m® . m® . m®
Qp,02,03,004
® m((fl) . mgs) . mgz) . mgi) ® m((fl) ® mg’;) ® m((x?)s) ® m((i) ® m((;ll) . m&42) . mgi) . mgi)’ (308)
EolenPomdo@oa)e(ml)= 3 ml) ml)ml) )
« a1,002,003,004
® mgl) . mgs) . ng) (2) ® m m(3) m(3) (3) ® m(4) ® m(4) ® m( ) ® m(4) (309)

According to Remark 153, we can express through the extended M-matrix (297) the first medial quasi-
polyangularity equation (306) and the last one (309) ouly, as follows

(A®A) o Aidy@ids @idg) (MD) =Ty - MTyr - T - T, (310)
(idp @ idp @idp ® (A® A) 0 A) (MW) = (3, - D - T - Dy (311)
The compatibility of (310)—(311) with the (binary) almost co-mediality (281) leads to

Proposition 155. An extended binary M-matriz (297) of the binary almost co-medial bialgebra B®? —
(B|p=(),A) satisfies the compatibility equations (cf. (247))

7 7 7
*/%1234 '/%1567 ‘/%2567 J%§5)67 ‘/%4567 = '/%1567 ‘/%3567 J%§5)67 ‘/%4567 ~/%§22’,47 (312)
7 7 7
*/%4567 /%1234 */%1236 J%£22),5 J%1237 = /%1234 M1235 J%£22’>6 ‘/%1237 ‘/”’i{i)ﬁ?' (313)
Proof. The identities for the M-matrix
(M<4> ®idp ®idp ®id3) o(A®A) o A®ids ®ids ®idp) (M<4>)

= (Tomediat © (A ® A) 0 A @ idp ®idp @ idp) (M(4>) o (M<4> ®ids ®idp ® idB) , (314)

(idB ®idp @idp ®M<4>) o (idp ®idp ®idp ® (A ® A) o A) (M<4>)
= (idp ®idp ®idp OTmediar © (A @ A) 0 A) (M(4>) o (idB ®idp ®idp ®M<4>) : (315)

follow from the almost co-mediality condition(281), and then we apply quasipolyangularity (310)—(311). m

Remark 156. Two other compatibility equations corresponding to the intermediate quasipolyangularity equati-
ons (307)—(308) can be written in component form only.

The solutions to (312)—(313) can be found in matrix form by choosing an appropriate basis and using the
standard methods (see, e.g., [7,49]).
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CONCLUSIONS

We have presented the “polyadization” procedure of the following algebra-like structures: algebras, coalgebras,
bialgebras and Hopf algebras (see [10,20] for ring-like structures). In our concrete constructions the initial arities of
operations are taken as arbitrary, and we then try to restrict them only by means of natural relations which bring to mind
the binary case. This leads to many exotic properties and unexpected connections between arities and a fixing of their
values called “quantization”. For instance, the unit and counit (which do not always exist) can be multivalued many
place maps, polyadic algebras can be zeroless, the geurelements should be considered instead of inverse elements under
addition and multiplication, a polyadic bialgebra can consist of an algebra and coalgebra of different arities, and a
polyadic analog of Hopf algebras contains (instead of the ordinary antipode) the querantipode, which has different
properties.

The formulas and constructions introduced for concrete algebra-like structures can have many applications, e.g., in
combinatorics, quantum logic, or representation theory. As an example, we have introduced possible polyadic analogs
of braidings, almost co-commutativity and a version of the R-matrix. A new concept of deformation (using the medial
map) is proposed: this is unique and therefore can be more consequential and suitable in the polyadic case.
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MOIAAUYHI AJITEBPU XOII®A I KBAHTOBI I'PYIIU
C.A. Qymmiii
Llenmp ingpopmamuxu, Ynieepcumem Moncmepy, Himeuuuna

Ll crarTst NpoJOBXYye BUBYCHHS KOHKPETHHUX alreOpomnoiOHHX CTPYKTYp y HALIOMY IIOJiaJUYHOMY MiIXOIi, e apHOCTi BCIiX
omepauiii CroYaTKy MPUHMAIOTECS SIK JOBUIBHI, ane BIJHOCHMHU MK HHMH, ()OPMH apHOCTi, MOBUHHI OyTH 3HaWJeHi 3 NESKUX
MIPUPOJHUX YMOB («IPHHIMI CBOOOAM apHOCTi»). TakuM YHHOM, BH3HAYAIOTHCS 1 JOCHIIKYIOTHCS y3arajbHEHi acolliaTHBHI
anreOpu, KoacoUiaTuBHI Koanredpu, 6ianredpu i anredpu Xonda. Born MaioTs 0arato He3BUUAHHUX OCOOIMBOCTEH y MOPIBHSAHHI 3
OinapunM Brunaakom. Hanpukian, i anre6pa, i mosie, 1110 JI€KUTh B 11 OCHOBI MOXKYTh OyTH HYJbOBHMHU i HEIOOJUHOKUMH, iICHYBaHHS
OIVHULI 1 JIYMIbHUKA He OOOB’A3KOBO, a PO3MIpPHICTH aireOpW HE [MOBLNBbHA, a «KBAaHTOBaHa». MOXyTb OyTH BH3HA4eHI
MoJMiaAnvHUi TBip 3ropTku i OianreOpa, i komu anrebpa i KoanreOpa MarOTh HEpIBHI apiTH, MOMiaJAWYHA BEpCis AHTHIIOAA,
querantipode, Mae pi3Hi BIaCTHBOCTI. SIk MOXJIMBE 3aCTOCYBAaHHS [0 KBAaHTOBOI Teopil TPyl MH BBOAMMO IIOJaJUYHYy BEpCilo
IUICTiHb, Mai)ke KOKOMMYTATHBHICTb, KBa3iTPUAHTYJLSIPHICTD 1 PIBHSHHS Ui R-MaTpurl (SKi MOXKHA PO3IIISLAATH SIK MOMiaAudHUI
aHayor piBHsAHHA S[Hra-bakcrepa). Mu nponoHyeMo iHITY KOHIEMIIO AedopMarlii, sika KepyeThcsl He KapTOIO TBICT, a MEAIaJIbHOIO
KapTol0, JIe TIIbKY OCTaHHS yHIKaJIbHA B MOJTiaINYHOMY BUIIAJIKY.

KJIFOYOBI CJIOBA: noniaanvee moJje, moiiagudHa anredpa, Oianrebpa, anreOpa Xomnda, aHTHIION, PIBHIHHS KOCH, IDICTiHHSA,
R-marpuus, piBasaHS SHra-bakcrepa, MenianpHiCTh, KO-MEAiadbHICTh, M-MaTpHIL, KBa3iTPHAHTYJISPHICTD
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In this work, a large-scale instability of the hydrodynamic « -effect in an obliquely rotating stratified nanofluid taking into account
the effects of Brownian diffusion and particle flux under the influence of a temperature gradient (thermophoresis) is obtained. The
instability is caused by the action of an external small-scale non-spiral force, which excites small-scale velocity oscillations with zero
helicity and a low Reynolds number. Nonlinear equations for large-scale motions are obtained using the method of multiscale
asymptotic expansions by a small parameter (Reynolds number). A linear large-scale instability of hydrodynamic « -effect is

investigated depending on the parameters of rotation D , temperature stratification Ra, and concentration of nanoparticles Ri. A

new effect of the generation of large-scale vortex structures in nanofluid at Ra =0 is associated with an increase in the concentration
of nanoparticles is obtained. The maximum instability increment is reached at inclination angles 6 = 7 /5 for the Prandtl numbers
Pr=35, and for the Prandtl numbers Pr=1 at inclination angles &~z /2 . It has been found that the frequency changing of the
parametric impact will make it possible to control and track the generation of large-scale vortex structures. It is shown that circularly
polarized Beltrami vortices appear in nanofluid as the result of new large-scale instability development. In this paper, the saturation
regime of large-scale instability in an obliquely rotating stratified nanofluid with an external small-scale non-spiral force is
investigated. In the stationary regime was obtained a dynamic system of equations for large-scale perturbations of the velocity field.
Numerical solutions of this system of equations are obtained, which show the existence of localized vortex structures in the form of
nonlinear Beltrami waves and kinks. The velocity profile of kink tends to be constant at large Z values.

KEY WORDS: stratified nanofluid, large-scale instability, Coriolis force, multiscale asymptotic expansions, « -effect, localized
vortex structures

In recent years there has been considerable attention to the problem of transfer processes in nanofluids, which
describe a two-phase system consisting of a carrier medium (base fluid or gas) and nanoparticles with characteristic
sizes from 1 to 100 nm [1]. Typical base fluids are water or some organic fluids, polymer solutions etc., and
nanoparticles are usually particles of metals (Al,Cu) , metal oxides (A/,0;,CuO). It is obvious that the effective use of

nanofluids will become possible only when carrying out the theoretical studies of transfer processes. Special attention
should be paid to the processes of formation and evolution of large-scale structures that affect heat transfer in
nanofluids.

In works [2-4] were investigated conditions for convective structures (convective cells) formation in rotating
layers of nanofluids taking into account the effects of thermophoresis and Brownian motion of particles. In [2] it was
shown that the temperature gradient and rotation have a stabilizing effect, while the volume fraction of nanoparticles
and the ratio of nanoparticles density to the base fluid have a destabilizing effect on the system. In [3] was carried out a
weakly nonlinear analysis of stability in a horizontal rotating nanofluid layer using the minimum order of the Fourier
series expansion. The values of heat transfer Nu and transfer of nanoparticle concentration Nu, oscillate with time

initially strongly but with time reach a stationary value. The parameters of the Rayleigh number concentration R and

the Lewis number L, increase the heat and mass transfer rates. An increase of the rotation parameter (Taylor number)

leads to a decrease of the heat and mass transfer rates. In paper [4] was investigated the effect of variable gravity on the
occurrence of thermal convection in a horizontal layer of rotating nanofluid for a porous medium. It was also shown
there that a decrease in the gravity parameter has a stabilizing effect, while an increase in the gravity parameter has a
destabilizing effect on the stationary convection. In this case, the critical Rayleigh number increases with an increase of
the Taylor number, which indicates the suppression of the onset of convection. The influence of a periodic external
action leads to the formation of oscillate convective structures. Therefore, it becomes possible to control the process of
heat transfer through the cells, i.e., in the heat valve mode. Here it becomes possible to control the switching between
high and low thermal conductivity modes of the cell [5].

Unlike preceding articles [2-5] in this paper we investigated the large-scale vortex structures (LSVS) formation
mechanism in a rotating layer of stratified nanofluid under the influence of an external small-scale force. The generation

© M. L. Kopp, A. V. Tur, V. V. Yanovsky, 2021
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of LSVS in a Newtonian rotating and temperature stratified fluid under the action of a small-scale force with zero
helicity E)rotﬁo =0 was considered in [6]. A necessary condition for the occurrence of large-scale instability

considered in [6] is the oblique rotation of the fluid.
The aim of this work is to study generation and nonlinear evolution of vortices fields in a rotating stratified

nanofluid under the action of the nonhelical force }7“0 Similartly to study [6], we also will use a mathematical

formalism based on the asymptotic method of multiscale expansions in the small parameter of the Reynolds number

r=20 <117,
A

0

PROBLEM STATEMENT AND BASIC EVOLUTION EQUATIONS
We consider an infinite horizontal layer of incompressible nanofluid, which rotates with constant angular velocity

Q= (91,92,93) . The vector of angular velocity of rotation Q is inclined concerning to the plane (X,Y) as shown in
Fig. 1.

o)}

7 A

- .
" s Y ¢+ nanofluid

oQl
‘—

Z=0 -
Td (Pd X
Figure 1. The angular velocity Q is inclined to the plane (X,Y) where the external force 17"0 is located.

The nanofluid is enclosed between two parallel planes z=0 and z=h, where the temperature and volume
fraction of nanoparticles are kept constant:

=T, o=@, at z=0, @)
T=T,p=¢, at z=h,

here T, > T , ¢, > ¢,. We assume that the both boundaries surfaces are free. The hydrodynamic equations of a viscous
incompressible rotating nanofluid in the Boussinesq approximation has the following form (see for example [2-4]):

Sl _ - e
Poo [5+V~VVJ=—VP+W2V+[WP +(1=)py (1= BT =T, NG +2pyV x QU+ F, 2
or - VT-VT
(po), (5+ V-VT) =k, VT +(pc), [DBV(p-VT+DT J 3)
op = 2 D, _,
4V -Vo=D,Vp+—LV’T 4
P p=D;V'p T “)
VIV =0 (%)

Equations (2)-(5) are supplemented with boundary conditions for the velocity of nanofluid motion. The condition
of impermeability of layer boundaries in the vertical direction and the absence of shear stresses at the boundaries of the
layer give the following boundary conditions for the velocity

V. _

2
4

V.=0,

z

0, at z=0,h (6)
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Here 4 is the viscosity of nanofluid, p,, = @p, +(1-¢)p, is the nanofluid density at the reference temperature 7,,
p, 1s the density of the nanoparticles, p, is the base fluid density at the reference temperature 7,, ¢ is the volumetric
fraction of nanoparticles, g is the thermal expansion coefficient, ¢ = (0,0,1) is a unit vector in the direction of the axis
OZ, g is the gravitational acceleration vector directed along the Z axis: g =(0,0,—g) . (pc),,(pc), are the effective
heat capacities of the base fluid and nanoparticles. D, and D, denote the Brownian diffusion coefficient and

thermophoretic diffusion, respectively. The signs of the coefficients D, and D, are positive and they are respectively

D - k,T D - ﬂ 0.26kf P
P 3mud,” T\ oy )\ 2k vk, )

where d, is the diameter of nanoparticles, &, is the Boltzmann's constant, &,k are the thermal conductivity of base

equal:

nanofluid and nanoparticle, x, is the viscosity of base nanofluid.

The external small-scale force FO is included in the Navier-Stokes equation (2). This force simulates the excitation

source of small-scale and high-frequency pulsations of the velocity field \70 in the medium with a small Reynolds

Vol . = . .
number R =->% <« 1. The main role of the force F| is to maintain a moderate level of small-scale movements in the
0

presence of dissipation. An explicit form of the external force 17"0 is given below. Let us pass in equations (2)-(5) and
boundary conditions (1), (6) to dimensionless variables, which we denoted by the asterisk (*) :

* PR — * * * VV:Vsl/zh * t- g * W2
R s W G iy R S UL ST T
h X h pay
. O . p- . T-T = = I k
Q:£’¢:¢(pd’]": “,E,=Foh X = S
Q, P =P T,-T, X (po),

Omitting the asterisk (*) in the system of dimensionless equations (2)-(5) and boundary conditions (1), (6) we get

PL(Z—VH?.VVJ:—VP+V217—éRn¢—éRm+éRaT+x/E(l7xﬁ)+Fo ™
T t
5_T+17.VT:V2T+£(V¢;~VT)+M(VT-VT) (®)
ot L, L,
8(0 — 1 2 NA 2
——+V-Vo=—V’p+—2V°T 9
ot 4 L, ? L, )
V-V =0 (10)
V.
=l =0V, =—==0 a z=0, (11)
VA

2

oV,
T,=0.9,=1V.=—=0 a z=1,

2
/A

where Pr=

_ (P, =P )0, 9.8l
Py ! uy,
r _P2utp (-0, )gh’

m

is the Prandtl number, R is the concentration Rayleigh number,

T,-T n
is the basic density Rayleigh number, Ra = w
MY, HX

is the thermal Rayleigh
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ah' o} . . . ), .
number, 7 a:(’—z'oo0 is the Taylor number, L, =y, /D, is the Lewis number, N, = (g, —(pd)-(p )y is the
u ' (po),
. . N D.(T,-T) . . e .
modified particle density increment, N, = ————"— is the modified diffusivity ratio.
DT, (9, — 9,

We represented all quantities in equations (7)-(10) as the sum of the ground (stationary) and perturbed states:
V=V.T=T,)+T,p=0,(2)+¢,P=F(2)+P. (12)
After substituting (12) into equations (7)-(10), we find the evolution equations for perturbed quantities ¥',7", ¢’

_(aaTVJ’_V VVJ__VPI+V2Vv_éRnwl+é'RaTl+ Ta(ﬁlXé)J’_Fb

Pr
o yyrs v gy, B(w w1y Nof 4o, dT ar | de di, ), (13)
ot dz L, dz dz dz dz
Ny (VT -VT')+—2NANB ar di,
L dz dz

e e

6_;0_”7. Vo +Vz'%ziv2(p' +ﬂv2]"
ot dz L L

against the background of the ground equilibrium state given by constant gradients of temperature and volume fraction
of nanoparticles:

dP,
= __b_Rm _Rn¢b +Ra7})
dz

d*T, N,(dg, dT,\ N,N,(dT,Y
():_21?+_B ae, ¢y y A BT (14)
dz dz dz L, dz
d*p d’T,
0=—"+N,—L.
dz* 4 d7?

Using the boundary conditions (11), from the equations (14) we find solutions for 7, =1-z and ¢, =z, which have a
linear dependence on z .
Let the external force FO have the following properties:

> Eop = = =Xt
divF, =0, FyrotF, =0, rotF, #0, F, = f,F| —;— (15)
ﬂ'O ZLO
where A, is the characteristic scale, ¢, is the characteristic time, and f, is the characteristic amplitude. The external

force 1’30 is specified in the (X,Y) plane orthogonal to the rotation axis and satisfy all properties (15), i.e.

o =Jo (fcos@ +jcos¢1), ¢ =kyx—ayt, ¢, = kyy -yt (16)

Here w,,k, are the frequency and wavenumber of the external parametric action, respectively. A simple physical form

of an external force (16) can be easily implemented in laboratory experiments. Let us rescale the variables in the
equations for perturbations (13):

As a result, we obtained the following system of equations for perturbations
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v
P— 6—+RV .VV |=-VP+V*V —éR.p+ERal +V x D+F, (17)
T
o RV NT-V. =V T+R—B(V;o VT)+—[d—T—d—¢)+ (18)
ot L, dz dz
+R——= NNy (VT-VT)- 2NN, dT
L, . dz
5(0 74 1 2 NA 2
—+RV -Vo+V,.=—Vp+—=VT 19
Py p+V. L @ L 19)
where the new notation is introduced
20

D=""p, 420, R.=R, -2, Ra=Ra-A.
7

Let us consider the Reynolds number R for small-scale motions to be a small parameter of the asymptotic
expansion and assume D,R.,Ra to be arbitrary parameters that do not affect the expansion scheme. We consider the
external force as being of small scale and high frequency. This force leads to small scale fluctuations in velocity. After
averaging, these rapidly oscillating fluctuations vanish. Nevertheless, due to small nonlinear interactions in some orders
of perturbation theory, nonzero terms can occur after averaging. In the next section, we consider in detail how to find
the solvability conditions for the multi-scale asymptotic expansion, which define the evolution equations for large-scale
perturbations.

EQUATIONS FOR LARGE-SCALE FIELDS
In this section, we consider in more detail the application of the method of multiscale asymptotic expansions to the
problem of nonlinear evolution of large-scale vortex disturbances in an obliquely rotating nanofluid. The method of
asymptotic equations is well presented in works [6-7]. Following these papers we introduce spatial and temporal
derivatives in equations (17)-(19) in the form of asymptotic expansions:
0

5 R, ai_) 0, + RV, (20)
X

whered, and 0, denote derivatives concerning fast variables x, =(%,.,%,) and V,,d, derivatives concerning slow
variable X :()? , T ) Variables x, and X can be called small-scale and large-scale variables. To construct the

nonlinear theory, the variables ¥, T, ¢, P are presented in the form of asymptotic series:
Lo 1 - ~ ~ ~ -
V(X,0)= EW’I (X)+V, + RV, + RV, + RV, +
T(%,t)= —T (X)+T,+RT +R’T, + R’T, +-- 1)

o
PEN =20 (X)+o, +Re +R’p, +Rp, +

P(x) :%33 +%R2 +%R1 +P, +R(P+Pi(X))+R*P,+R’P, +--

By substituting developments (20)-(21) into the initial equations (17)-(19) and then gathering together the terms of the
same order, we obtained the equations of the multi-scale asymptotic development and wrote down the obtained

equations up to order R’ including. The algebraic structure of the asymptotic development of equations (17)-(19) in

various orders of R is given in Appendix A. It is also shown that in the order R’ we got the main secular equation or
equation for the large-scale fields in a stratified nanofluid:
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é(@TW_"] v, (ﬁ)) — V. P+ AW (22)
N, N,N
0,T +V, (ngo) = AT, + 5 (V0 VT, )+ 4= (V, TV, T ) (23)
o, +V, (Vi )= LLM)_] +%AT_1 24
Equations (22)-(24) are supplemented by the secular equations obtained in Appendix A:
~V,P,~¢,Rup., +e¢,Ral , +&,W,D, =0, (25)
Wi=0, VW =0, (26)
iW-klvkw-il = _viP—l’ (27)
Pr
N, 2NN,
W—k]VkT—l = L—B(GZT_] _az(p-l )_ 4t aZT—]’ (28)
WiV, o, =0. (29)

The influence of small-scale oscillations excited by the external force F, on the evolution of large-scale motion W, is
described by the equation (22). It can be seen from this equation that the large-scale temperature 7", and the volume
fraction of nanoparticles ¢, do not influence on the dynamics of the large-scale velocity field Wfl . Therefore, we
restrict ourselves to studying the equation (22). This equation takes on a closed-form after calculating the correlation
function - Reynolds stress Vkm. The calculation of the Reynolds stress will be greatly simplified if we use the
«quasi-two-dimensional» approximation, where the horizontal scales significantly exceed the vertical ones. As a part of
this approach, the large-scale derivatives according to are more preferable, i.e
V, = i > i, i
0Z 0X oY

and the geometry of large-scale fields is following:
W, =(W(2).W(2).0).T, =T,(2),¢., = ¢.,(Z). P, = const (30)

Then the equation (22) is simplified and takes the following form:

O =V, 4V, (vevy | =0, W3 =W, &)

O, =V, 4V, (vivy ) =0, W3 =W, (32)

Equations (31)-(32) describe the evolution of large-scale eddy fields W . In order to obtain the final closed form of

equations (31)-(32) we have to calculate the Reynolds stresses V, (vé‘ v ) . This shows that we need to find solutions for

the small-scale velocity field ¥,. Appendix B contains a detailed technique to calculate the velocity field in a rotating
stratified nanofluid. Further, in Appendix C solutions for small-scale velocity field v, are used to find the Reynolds
stresses. Then equations (31)-(32) take a closed form:

~2 —
f2D k2 (k! + @2 —Ra—1, )
@, VW, =-v, | = 2

— (33)
2(ki +@2)A,
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JEDK (k) +or —Ra~1,)

0, =V, )W, =V, (34)

4 ~2
2(ky + o1 )A,
We used here the following notations:

~2
o2 = (@, _kom,z)zy A|,2 =

L ~2 L ~2
(kg +Pr 2 (01,2) kg +Pr 2 w12 + pory —2Ra-
kg + w12 kg + w12

+D!

12>

4 2

L,~2  —~ k'+Pr wi,

+2Df2 [kg —Pr?wi»—Ra 0—~2 P,
ky + iz

~ ~ N ~ ~
(k' + @i )Lk —Pr aora) + T (LR P @12k —an k2 (1+Pr L))

W = _2kn . B~2 > +
b2 (kg +@12)(L kg + @12)
2N, N2\ ~ ~ N
k§[1+ LA+L2AJ+ 1.2 a)12,2+k02Le‘(1+LAJ
+Ry- — —— +2R.Ra- — ——,
(kg +601,2)(L;2k(;1 +@12) (k(;1 +C()1,2)(L:,2k(;1 +m12)
4 2 14 -1 72 Nyoa oips a2 -1 -1
(ky + w12)(L, ky +Pr a)l,z)+L—k0 (L ky +Pr~ w12+ w2 (Pr L, —1))
pnl,Z =—R- < 5

(k2 + o2 L7k +10)

~2

L'+ Nfl{kng - o
e L e

_ . ky
= Rn .

M2

J Sk + ann).

B =2
ij: + w2

Thus, in this section, we obtained the closed equations (33)-(34), which are called the equations of nonlinear
vortex dynamo in obliquely rotating stratified nanofluid under the parametric action of a small-scale non-spiral force.
The large-scale fields decay due to viscous dissipation if rotation (Q = 0) or external force ( f, = 0 ) disappears. For the

limit of a homogeneous fluid Ra=R, =0 and the absence of nanoparticles, the equation (33)-(34) coincide with the
results of [8]. At first, we will consider the stability of small perturbations of fields (linear theory).

LARGE-SCALE INSTABILITY
Equations (33)-(34) describe the nonlinear dynamics of large scale disturbances of the vortex field W= (Wl,Wz) .

Therefore it is interesting to clarify the question of the stability of small perturbations of the field # . Then for small
values (W1 , Wz) the equations (33)-(34) are linearized and can be reduced to the following system of linear equations:

aTVV2 _V?/Vz +a1VZVV1 =0

here ¢, , are the coefficients of the linear vortex dynamo:

2 Dk A Ra R,

4 2 >
0(1,2) 0(1,2)

0+a)0 -
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R= 2/:0600122412 _ Ry 15 +agbo +21§Oa)00126 ’ (36)
(kg + @) aO(kg +a)§) ao ky + @,

Mg = (ki +Pr? }) +2(DY, — &, Ra)(ky —Pr” @})+&,(D}, — Ra)’ +&,D!, +

a _ ~ da
+—2(ky +Pr” @) 2D}, Rn —,
a4 , a

Ay, = 4k, Pr (ki + Pr2 ) —2[2ky@, Pr (DY, — & Ra) — & Ra(k; —Pr™ o} )] -

asb, —bsa,
——.

b, —b -
L2 72 (k4 1 Pr @) + 2k, Pr Z—‘* 2D Ry =
0

0

_51 (D122 _Ra)2 _§£thz -

a,

Here the coefficients aﬁ,bﬁ,glo,lso,éo,f] ,ef(;,;',as ,bs,a,,b,,a,,b;,a,,b,.a,,b,,a,,b, included in (36) have the form:

N @,
a, = (ki +o))| L' +—2| kL' —— | |,
6 ( 0 O)( e L ( 0 e koz

e

2 2 2
by = 24 (44 +w§)—2k0w0[L; +%[]Z—°—2’—3D

™0

ki +Pr @} . 2k;w,(1-Pr?)
2 251

ky + @} (k) +a})

ao = L2k} + @, bo = 2k, &, =

_ w; (1-Pr?)

2w, (1—Pr - .
— - ko Pr ), a, =-2R.a, +Ria2 +2a,R. Ra,
ky +

(ky +@;)’

& &

b, = 2Rub, + Rob, +2b,RuRa, a, = (k! + & )(L'k! —Pr ) +

+%k02 (Lk; —ajky (1+Pr '+ Pr' L)), b, = 2k, (Pr™ (k) +w))— L'ky + @} Pr)+
2 N’
+2k,@,(1+Pr '+ Pr™ L;l)%, a, =k, [1+%+L—;j+w§, b, =2k,®,,

e e e

a =0} +L'K; (H%} b, =bu.a, = () + LK + @),

e

by = 2k, (ki (1+ L) +267), a5 = (k! + &} )(k! L + ? Pr)+

+%k§ KL+ o} (Pr(1+ L)) -1)),

e

e

b, =2k, {kg (L' +Pr)+ 2] Pr”’ +%k§ (Pri(+L)- 1)}.

We choose perturbations (W1 , Wz) in (35) in the form of plane waves with the wave vector K |OZ ,i.e.

w, = AW1 exp(I't)sinKZ, W, = AW2 exp(I't)cos KZ (37)

The solutions (37) describe a circularly polarized plane wave whose amplitude increases exponentially with time. Such
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waves are called Beltrami waves because the large-scale velocity field (37) satisfies the Beltrami flow under which the
following condition is fulfilled:

W xrotW =0
Substituting (37) into the system of equations (35) we obtained the dispersion equation:
(F+K?) —aa,K* =0 (38)
From here we found:
r=+JoaK-K* (39)

Solutions (39) show the existence of instabilities for large-scale vortical perturbations when ¢, > 0. When o, <0,

damped oscillations arise with frequency @, =./a,a,K instead of the instabilities. The maximum increment of
ValaZ
2

loop between velocity components. It should be noted that in the linear theory, the coefficients ¢, «, do not depend

aa, .
L2 is reached on the wavenumber K =

max

instability I' . =

. Coefficients «,, a, give a positive feedback

on field amplitudes but depend only on dimensionless parameters D, ,, Ra, Pr, R, N 4»L, and the external force
amplitude f,. Let us analyze the dependence of these coefficients on the dimensionless parameters assuming, for
simplicity, that the dimensionless amplitude of the external force f, is equal to f, =10. Fixing the level of

dimensionless force means the selection of a certain level of the stationary background of small-scale and fast
oscillations. As for the coefficients ¢, «,, instead of the Cartesian projections D, and D, it is convenient to use their

projections in the spherical coordinate system (D,@,0) (see Fig. 2). The coordinate surface D = const is the sphere,
0 is the latitude 0 €[0,7] , ¢ is the longitude ¢ €[0,27]. Let us analyze the dependence of the coefficients «,, c,
on the effects of rotation, stratification and concentration of nanoparticles. Then we assumed D, = D, for simplicity
that corresponds to a fixed value of longitude ¢ =7 /4+ zn, where n=0,1,2..k, k is an integer. In this case, the
amplification coefficients of the vortex perturbations are, respectively, equal to:

g . k} A(6)
a,:al=a2:T°\EDsm9 0 [R+AO(6)(R0—1)

It should be noted that at inclination angles (6 =0, & = ) vortex disturbances are not generated since a,, =0. It

is also interesting to find out how the coefficient &, depends on the inclination angle @ of the nanofluid rotation axis.

Z

0

Figure 2. Relation of Cartesian projections of rotation parameter D (or angular rotation velocity ) with their projections in a
spherical coordinate system.

This dependence ¢, (¢) is shown in Fig. 3 by a solid line obtained for fixed values
D= 2,1?21 =2,ky=w,=1,Pr= 5,73;« =0.122, N, =5,L, =5000 . The values of the nanofluid parameters Pr,1~€n,NA,Le
(AL, O;-water) are taken from [2]. As seen from Fig. 3 a maximum value of «,, for nanofluid is inclination angle

0 ~x/5+7n,and a minimum value for 6

max min

~ 7/ 2+ zn . The dashed line in Fig. 3 a corresponds to the dependence
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o, (0) on the case of a pure fluid with the Prandtl number Pr =5. Graphs Fig. 3a shows that the maximum coefficient
a, =(a, )kn _, for a pure fluid is greater than for a nanofluid. This conclusion remains valid for the Prandtl numbers

Pr=1. In this case, the maximum coefficients &'”’ in nano- and pure fluid are at inclination angles @~ 7 /2+7zn

f
(see Fig. 3b).
a) i b)
0('nf - s nf
A e 15 L .
0|
‘ N | 10 !
10 3 . g
/ : 5
0 - — ‘ 0 i
0 T ®m 3T ST ML § 0o T 1T 31 T St 3N R g
8§ 4 8 2 8 4 8 8 4 8§ 2 8 4 8

Figure 3. The solid line shows the dependence of the coefficient ¢, for nanofluid on the inclination angle @ and the dashed line
shows the dependence of the coefficient ¢, for the pure liquid on the inclination angle €. Graphs a) and b) are plotted for the
Prandtl numbers Pr=35 and Pr=1 respectively.

Consequently, the characteristic time 7, and the characteristic scale L, of generated large-scale vortices in

nanofluid exceed the corresponding scales 7,,L, in a pure fluid
T,>T, L,>L.T, ~(a, /4" L,~(a,/2)" T~ /4" L=~,/2)"

Let us consider the influence of the nanofluid rotation effect on the coefficient «,, or the process of generation of
large-scale vortices. For this, we fixed the parameters of the nanofluid Pr,i?n,N »L, and the Rayleigh number Ra=2.
We chose the inclination angle equal to 6, = 7 /5, which corresponds to maximum values of the coefficient «,, (see
Fig. 3a). As see from Fig. 4a for a certain value of the rotation parameter D the coefficient «,, (a,) reaches its
maximum value «””. Then with the increasing of D the coefficient « tends gradually to zero i. e. the suppression

of a - effect occurs. A similar phenomenon was described in [9].

a) b)

uni‘ anf

10

= ~
z 0 3 4 & 8 1 1T &~ 0 01 02 03 04 05 06 07
) a G B § D Ra Ra

Figure 4. a) The solid line shows the dependence of the coefficient ¢, for the nanofluid on the rotation parameter D, and the
dashed line shows the dependence of the coefficient ¢, for the pure liquid on the rotation parameter D ; b) The solid line shows the

dependence of the coefficient ¢, for the nanofluid on the Rayleigh number Ra, and the dashed line shows the dependence of the
coefficient ¢, for the pure fluid on the Rayleigh number Te&; ¢) point 1 corresponds to the value of ¢, (nanofluid) at Ra=0 ,

point 2 corresponds to the value of ¢, (pure fluid) at Ra=0.
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Next, fixing the parameters of nanofluid Pr,kn,N 4»L,, rotation D=2 and inclination angle 8, =x/5, we
determine the dependence of the coefficient ¢, of Rayleigh number Ra . From the graphs Fig. 4b it can be seen that
the maximum value of the coefficient &, (a,) corresponds to small Rayleigh numbers Ra. Large-scale vortices are
efficiently generated in the range of Rayleigh numbers Rae [0,3], then we observed the decay «,, (,) (Fig. 4b) with
an increase in Ra and the generation of the LSVS becomes ineffective. It means that for large Rayleigh numbers Ra ,
large-scale instability in nano- and ordinary fluids is not realized and the ordinary convective instability is arisen. Under
the condition that there is no heating Ra= 0, the gain coefficient in pure fluid ¢, (point 2 in Fig. 4c) is less than in
nanofluid «,, (point I in Fig. 4¢): a,, >, . In Fig. 4a-4b it is also seen that the maximum coefficient @, =(a,,); _,
is larger for pure fluid than for nanofluid.

In Fig. 5a is a graph showing the combined effects of rotation and temperature stratification in the plane (D,I/ZZ) .

Here the instability region «,, >0 is highlighted in gray. Curve 1 corresponds to the instability boundary for nanofluid
(1~€n =0.122) and curve 2 corresponds to the instability boundary for pure fluid (1~2n =0).

Let us analyze the influence of the Rayleigh concentration number R, on the coefficient a,, or the generation of
LSVS for the following fixed parameters D = 2,1,3\(3 =3,k,=w,=1,Pr=5N,=5,L, =5000,0 =7/5. In Fig. 5b

©)

. . . ~©
shows the intersection of graphs (curve 1 and curve 2) at the point C (Rn N

). Curve 1 is plotted for the case when

there is a temperature gradient Ra=3. For R, =0, curve 1 shows the maximum value of «' (point A)
corresponding to a pure stratified fluid.

- a) b)
Ra anf

(]

0 1 2 D 0 1 2 3 4 R

Figure 5. a) The plot for «,, in the plane (D,E;z) , Where the gray color shows the region corresponding to positive values «
(unstable solutions), and the white color region shows negative values « . Curve 1 corresponds to the instability boundary for

nanofluid (1~€n =0.122), and curve 2 corresponds to the instability boundary for pure fluid (1~?n =0) . b) The plot of the dependence

on the «, 9 - effect on the Rayleigh concentration number R..

A further increase in the concentration of nanoparticles leads to a decrease in «,, . Curve 2 is plotted for the case

when there is no temperature gradient Ra=0. It can be seen from the behavior of curve 2 that an increase in the

concentration of nanoparticles at first leads to an increase in « ., and then to a decrease. For R, =0, curve 2 shows the

nf 2
maximum value of @ (point B), corresponding to the coefficient & for a homogeneous fluid [8]. Here we see that in

a pure stratified fluid the generation of LSVS is more efficient than in a homogeneous fluid, which is consistent with the
. . =) . . .

conclusions of the work [6]. Thus, for a certain value of the number R, (concentration of nanoparticles), we obtained

equal rates generation of LSVS (point C in Fig. 5b) in nanofluid as in the presence of a temperature gradient Ra+0 ,

and without it Ra=0. Physically, this process can be explained as follows. An increase in the concentration of
nanoparticles on the upper surface layer leads to the appearance of a flow due to the gravitational segregation of
nanoparticles to the lower surface. In turn, the presence of a temperature gradient arises a heat flux ¢ ~é(7, -17,)/h,
which prevents the deposition of nanoparticles on the lower surface layer. An increase in the concentration of

nanoparticles R, decreases the part of the heat flux and as a consequence, the coefficient ¢, is decreased.
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a) b)
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Figure 6. a) The graph of the dependence on the instability growth rate I' on wavenumbers K for different frequencies @, of the
external force ﬁo at k,=1.b) The graph of the dependence on the instability growth rate I' on wavenumbers K for different

wavenumbers k, of the external force F, at @, =1.

Fig. 6 shows the dependence on the instability increment I' on the wavenumbers K for the hydrodynamic «,, -
effect in nanofluid at constant parameters D = 2,1’3; =2,Pr= 5,1~?,, =0.122,N,=5,L, =5000,0 = 7 /5. As it is shown

in Fig. 6a with an increase in the frequency @, of the external force FO at k, =1 the maximum growth rate I', of

large-scale vortex disturbances is decreased. Fixing the frequency of the external force FO at @, =1 we constructed a
graph of the increment I'(K) (see Fig. 6b) when the small-scale wavenumber k, changes. For numbers k, <1 we

observed an increase in the maximum growth rate I',  of large-scale vortex disturbances (%, = 0.8) relative to the

max

level T,

X

at k, =1, and a decrease the maximum growth rate of large-scale vortex disturbances at &, =0.5. This
behavior is due to the structural dependence of the coefficient ¢, on the small-scale parameters of the external
force (w,.k,) .

Thus, as a result of the large-scale instability development in an obliquely rotating stratified nanofluid, the large-
scale spiral circularly polarized Beltrami-type vortices are generated.

INSTABILITY SATURATION AND NON LINEAR STRUCTURES
The increase of W, and W, leads to the saturation of the instability. As a result of the development and

stabilization of the instability, non-linear structures appear. The study of these structures is of interest. In order to find
these structures let us examine the stationary case of equations (33)-(34) and integrate once by Z . For the sake of
simplicity, we assume that D, =D,, 6 =7 /2 (latitude), ¢ = 7 /4 (longitude), and Prandtl number Pr=1. As a result,

we get a system of nonlinear equations of the following form:

dw, 22 Dk (K +@ —Ra-1,)
z 4 2k + @A,

+C,

1°

(40)

~2 o~
dw, :_fo2\/§ Dkoz(k:+a)1 —Ra—lnl)+

_ c,. (41)
dz 4 2k +am)A, ’

Here C,, C, are arbitrary constants of integration. It should be noted that the dynamic system of equations (40)-(41) is

conservative, and hence is Hamiltonian. It's easy to find it we write down the equations (40)-(41) in the Hamiltonian
form:

w, _ad  dW, _dH
dz dw,” dz  aw,’

where the Hamiltonian has the form:

H = H,(W)+ H,(W,)+ CI, - C, 7, 42)
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The functions H,, are respectively equal to:

ki (ki + @2 —Ra—1, )dW,,

SN2
=2 Dsin6| (43)

2Pr(k! +@2)A,

The integral in the Hamiltonian H,, cannot be calculated exactly in quadratures. We used the values of the nanofluid

parameters Pr = 1,R, =0.122,N 4, =5,L,=5000 (for A0, -water) from the paper [2]. The equations (40)-(41) are
Hamiltonian thus only fixed points of two types: elliptic and hyperbolic can be observed in phase space. This can be
checked if we carry out a qualitative analysis of the system of equations (40)-(41). Linearizing the right-hand sides of
equations (40)-(41) in the neighborhood of fixed points, we establish their type and construct a phase portrait. As a
result of the analysis, we find the appearance of four fixed points, two of hyperbolic and two of elliptic type. Phase
portrait of a dynamical system of equations (40)-(41) for the constants C, =—-0.005, C, =0.005 and parameters

D=Ra=2, ky=w,=1, f, =10 is shown in Fig. 7.

Wi

=~
“CQ‘ 1
| \ & .;“
ol

Figure 7. The phase plane of the dynamical system equations (40)-(41) with C, =-0.05 and C, =0.05. One can see the presence of
closed trajectories around the elliptic points and separatrices that connect the hyperbolic points.

The phase portrait allows us to describe qualitatively the possible stationary solutions. The most interesting
localized solutions correspond to the phase portrait trajectories, which connect the stationary (singular) points on the
phase plane. Fig. 7 presents closed trajectories on the phase plane around the elliptic points and separatrices which
connect the hyperbolic points. Closed trajectories correspond to nonlinear periodic solutions or nonlinear waves. The
separatrices correspond to localized vortex structures of the kinks type (see Fig. 8).
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Figure 8. On the left a nonlinear helical wave, which corresponds to a closed trajectory on the phase plane; on the right a localized
nonlinear vortex structure (kink), which corresponds to the separatrix on the phase plane.

CONCLUSION
In this work, we have obtained a new type of large-scale instability caused by the temperature gradient and the

specific concentration of nanoparticles gradient under the action of a small-scale force with zero helicity E)rotE, =0 in
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an obliquely rotating nanofluid. This force maintains small-scale fluctuations in the nanofluid and simulates the action
of small-scale turbulence with Reynolds number R < 1. We assumed that the external force is in the plane (X,Y) and

the gravity field is directed g vertically downward along an axis OZ . Applying the method of multiscale asymptotic

expansions we obtained a closed system of equations for large-scale perturbations of the nanofluid velocity W . For

small amplitudes W this system of equations describes the instability of the hydrodynamic « -effect, since positive
feedback appears between the velocity components. We have shown that the instability occurs only when the vector of
the angular velocity of rotation is inclined from the axis OZ . Moreover, for the Prandtl numbers Pr =5, the maximum
instability increment reaches inclination angles &=z /5, and for the Prandtl numbers Pr=1 inclination angles
6@~z /2 . Taking into account the effects of rotation and temperature stratification of the nanofluid together leads to a
significant increase in large-scale vortex disturbances in contrast to the case of a homogeneous medium [8]. In addition,
we have obtained a new effect of generation of LSVS in nanofluids at Ra=0 associated with an increase in the
concentration of nanoparticles (see Fig. 5b, curve 2). With an increase in the frequency of the parametric action of an
external force, the generation of LSVS becomes less efficient. This effect allows you to control and monitor the process
of generating LSVS. The instability becomes nonlinear with increasing amplitude ¥ . In this case, the emergence of
stationary nonlinear vortex structures is assumed. The numerical solutions show that in the non-linear stage, the
instability saturation leads to specific velocity profiles (kinks) for which the velocity tends to be constant for large
values of Z . The phase portrait contains elliptic stationary points therefore, there are nonlinear periodic solutions in the
form of nonlinear Beltrami waves that correspond to closed trajectories. These structures are the result of saturation of
large-scale instability (see section LARGE-SCALE INSTABILITY). Obtained results can find their applications in
many problems of laboratory experiments on rotating stratified nanofluids.

APPENDIX
A. MULTISCALE ASYMPTOTIC DEVELOPMENTS
Let us find the algebraic structure of the asymptotic development in various orders of R , starting from the lowest

one. In order of R there is only one equation:

0P, =0=P,=P,(X) 44

In order R appears the equations:

oP,=0=P,=P,(X) (45)

In order R™', we obtain the more complicated system of equations:

Pi(a,le +Who W' )= ~0,P, =V, Py +0W' e Rup., +eRal , +&,W,D, (46)

T
k _ z _ 122 NB NB _
O +WAQT, =W = T, += 20,0 O, +—* (0.7, 0.0, )+ (47)
2N,N
+ NNy (6,1,0,T,)-—220.T,
k z 1 2 NA 2
0,9 +Wi0, 0, +W :L—akq)fl +_L o,T, (48)
oW =0 (49)

The averaging of equations (46)-(49) over the fast variables gives the following secular equations:

~V,P,—¢Rup  +eRal  +&,W,D, =0 (50)
Wi =0 (51)

In zero order in R’ we have the equations:

1 ) ) . . ~ — . .
E(atv(; +WEo v +vio W ) =-0,P,~V,P, + 0}V, —e,Rup, +¢,Ral, + £, v, D, + F, (52)
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0T, +WADLT, +Vi0,T, =, = 03T, + S 2(0,0.0,T, + 0,00, )+

e

NzNB (6kT716kTo + 6kToakT4 )_

e e

2N,N,

+%(5ZTO ~0.0)+ o,

1 N
5,¢0 + W—klakwo + v(];akwfl +V; = L—ai% +L—A527;)

e e

o0v,=0
These equations give one secular equation:
VP, =0= P, = const
Let us consider the equations of the first approximation R':
1
Pr
+20,V W', — e, Rup, +e,Ral, + &,v/ D,

0T + VV—klakYI + VV—klva—l +V(])€ak7;) +"1kak711 -V = aiﬂ +20,V, T +

N
+L_B(ak¢—lale +0,¢0. VT, +0,0,0,T,+0,00,T +Vk¢—lakT—l)+

e

+NANB

(Gkalale +akT—lva—l +akToakTo + akTiakT—l +VkT—lakT—l )"‘

e

(6.1,+0,T,)

z71

N,
+L—B(82T1 +aZT—1 _az¢1 —azﬂl)—

e e

2N, N,
L

0,0, + W—klak¢l + VV—klvk¢—l +V§8k(p0 +Vlkak(ﬂ71 +y =

(010 +20,9,0, )+ T2 (03T +20,9,7.)

e

1
Le
oV +V W =0

The secular equations follow from this system of equations:

1 ; N 2N ,N
EW—klka—l =-V,P,, W—klva—l =L—B(52T71 _62(/)—1)_ — o,T,,

VV—klvk(p—l =0, Vfol =0

Secular equations (61) satisfy the following field geometry:

W, =(Wi(2).W(2).0).T, =T (Z), ¢, = ¢.(Z), P, = const

In the second order R, we obtain the equations:

1 . . . . . . .
E<6’V; +IEOV, + VSO + WAV ) +VEV I+ i, +via, ) =

(0 + W00 + Vi, + VO, + WAV W ) = =V, P, =0, (B +Pi)+ 00 +

(53)

(54)

(55)

(56)

(57

(5%)

(39)

(60)

(61)

(62)
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=-0,B, ~V P, + 0, +20,V,v, — e Rup, + ¢, Ral}, +£,v|D, (63)

o,T, +W"o,T, +W'V T, +v{0,T, +viV, T, +v0,T, +V;0,T , —v; =

=0;T, +20,V,T, + (64)

N
+L_B(ak¢—lakT2 +0,0.V, T, +0,¢0,0,1, +0,9,V,T | + 0,90, T +

+0,0,0,T ,+V,0.0,T,+V,0,0,T )+

+ NA NB

(0,7,0,T,+0,T\V, T, +0,T,0,T, + 0, LV, T , + 0, 1,0, T +

+aszakT—1 + VkT—lak]z) + vk%akT—l) +

2N, N,

N
+L_B(asz +azTo _az¢2 —52%)—

e e

(0.1, +0,T;)

0,0, +W0,0, + WV 0, +v,0,0, +VyV .0 + /0,0, + V30,0, +V; = (65)

(6i¢2 + Zakvk¢0)+%(ain +26kvaO)

e

1
LZ
oV, +V Vi =0 (66)

After averaging the system of equations (63)-(66) over the fast variables, it can be seen that there are no secular terms in
the order R”. Finally, we come to the most important order R’ . In this order, the equations are following

é(@,vﬁ +O W +WHO VL + V0,V + WAV V+VEV v+ VOV + ViV I+
+V50,v) +Vio W, ) =-0,B, -V, (P1 +1_31)+a;v;' +20,V v + AW, -
e, Rup, +e,Ral, +&,,v]D, (67)
0T, +0,T , +W"'o,T, + W'V T, +vio0,T, + ViV, T, + vV, T, +

+VV, T +Vi0, T, +vi0, T, —v; = 0;T, +20,V, T, + AT , +

N
+L_B(ak¢—lak7; +0,0.V,T1 +0,0,0, T, + 0,0V, T, + 0,00, T, + 0,9V, T | +

+0,0,0, T, +0,0,0,T +V, 9 0,1, +V, 0 V,T +V,0,0,T, +V,00,T )+

N
+ S OT 0,7, +0,T VT, +OT,0,T, + TV, T, +O,TOT 40,1V, T + (68)

+6k7128k]—£) + akT;akTv—l + Vk]—‘—lak]} +VkT—lva—l + vk]—;)ak]—;) +vaiakT—l)+

2N,N,

N
+L—B(8ZT3 +aZTl _6z¢3 _8z¢’1)_ (azT3 +aZTl)

e e
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0,0, +0,¢, + VV—klak¢3 + VV—klvk(ol +Vgak¢z +ngk(po +V1kak(01 +Vlkvk¢—l +V§ak¢o +

0,0 + Vi —Li(ak% +20,V,0,+Ag. l) s —4(8}T,+20,V,T, +AT ) (69)

e e

OV, +Vy =0 (70)

Averaging the system of equations (67)-(70) over the fast variables, we will obtain the basic secular equations that
describe the evolution of large-scale perturbations:

é(@TW_"] v, (E)) — V. P+ AW, (1)

0,7, +V, (ng(,)=Azl+%(vk¢ v, B(V T\V,T,) 72)
1 N

0,9, +V, (V(I)Cwo) = L—A% +L_AAT71 (73)

e e

B. SMALL-SCALE FIELDS IN THE ZERO ORDER IN R
Let us consider Egs. (52)-(55) for the zeroth order in R derived in Appendix A. By introducing the notation for
the operators

N 2N,N,

Dy =Pr'(8,+W40,) =%, Dr=0,+W'0, ~* ~ 20, + 4705
L, L,
=0,+W'o, 1,0,
we can write the system of equations (52)-(55) as
Bwv{) = —0,P,—¢,R.¢, + e, Ral,, +&,vD, +F, (74)
~ N

DrT, =v, —L—Baz(ﬂo (75)

Dop, = +—62T (76)

0, =0 (77)

Small-scale oscillations of temperature and volume fraction of nanoparticles are easily found from the equations (75)-
(76):

B¢+&62 Br—ﬂaz
L z L z NA B 2
T,=— = ' @ =-——"* v, L=D,Dr+—4t 1B —-£5.0 (78)
L L ’

Let us substitute (78) in (74) and using the condition of solenoidality of the fields v, and 17"0, we obtain the pressure
F:

F = ;)luo +2\)2v0 +2\)3W0 (79)
Where we introduce the designations for operators

. D@.-DJ.  ~ _
R Pl _ Dy, 2D]az
P P)

[S)



68

EEJP. 2 (2021) Michael I. Kopp, Anatoly V. Tur, et al

o.| Dr - Nag 0| Dy+Neg,
. Do,-Da, - L) - L
Ps; = +R +Ra-

3= az n*

L L

and velocities: v; =u,, v; =V,, v; = W, . Using the formula (79), we can eliminate the pressure from the equation (74),

and, as the result, we obtained a system of equations for finding the zero-order velocity field:

~ ~ ~ ~x
dnuo +d12v0 +d13W0 =Fy
danuy +dnvy +duw, = F

dsiy +dnvy +dsw, =0

The components of the tensor d ; are

X D2axaz _D36xay 8 — DSa?c - laxaz
2

;ln:Dw+ S s 12 P) —D3,
D85 D3 axaz[ﬁf—mazj axaz(ﬁw%azj
di =D, + 22 4R, ~—<—%+Ra- —7,
o’L ’L
~ D,00.-D,0> ~ ~ D,0,—D0,0
dﬂ:l%+_ii;%_;LL,tbzzDW+_iJ;LT_LLi,
0 0
N N
0,0.| Dr——240° 0,0,| Dy +—£0
5 R ( L ] = ( L j D&, -D.d,8,
d23:Rn’ 62,\ +Ra- az'\ + - 82 — - 1°
L L
~ D,0’-D,0.0, ~  D0.0, —D0
31:%_ ., d32=%+Dl,

. Do.0,-D,d.0,

333:Dw+ 62 +

+R, =

o’L o°L L L

As it is known, the solution of the system of equations (80) is found by Cramer's rule:

u, :i{(azzgss —332323)F0x +(313;'32 —21122133)1‘}"}
vy :i{(ana}l —21216?33)1‘;;;C +(6?116?33 —313;'31)1[;3}

L~ » =~ = N .
w, = Z{(dmd}z _d22d31)E)X +(d12d31 —d11d32)FOy}
Here, A is the determinant of the system of equations (80), which in an expanded form is

A:allaﬂaﬁ +32la32213 +212¢?23(}31 —213222331 —(}32323211 —321312233

aﬁ{f)r—?aﬁ) 6§{B¢+ZZ‘962J {BT—JZ/W] {B¢+]ZB@
— 2+ Ra- © ~ _Ru- 2 _Ra- ‘

(80)

81

(82)

(83)

(84
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Let us write the external force F, in the complex form

Jo iz
2

Jo in

13;] =i +f?e +c.c. (85)

Then all operators in formulae (81)-(84) act from the left on their eigenfunction:
N i i N - i ~* N i 0y N P i ~*
Dwrye® =" Dyr, (ky,—wy)=e “ Dw,T,¢, Dwrype 2 =" Dy 1, (ky,—wy)=e 72 Dw,,T,,0,,

At = ei(PlA(lgo, —w)) = e A;, Ae? = A(EO, —0,) = e A, (86)

where the new notation is introduced

P Uk
Dy, = k2 —iPr ' (w,—kW,), Dw, =k —=iPr" (w, —kJW,), W, =W, W,=W,,

1

~k Uk
Dr = k(f —i(w, kW), Dr, = k(f —i(w, — kW),

1
% %

Dy = L'k —i(w, = kW), Dy, = L'k —i(@, -k, V).
%

K SRk ~ Ak s
A} = Dy, [DWI A +ij, A, = D, (Dwz A +D§j,

N P ~
A2 =DW12 — R —= -~
» o~
LI,Z D
N2

K N
Dr +—4k>
LT A

Here and below, we denote the complex-conjugate quantities by an asterisk. When performing the subsequent

calculations, some of the components in the tensors d 7 become zero. Taking this fact into account, velocity fields of
the zero approximation has the following form:

7 4> i
_Jo 9y _
Uy = 7 o K L L @7
A2 Dw, + D22
Di :
R/ S R S, (88)
A1 Dw, + D}
fo_ D o, Jo D :
__Jo | i, Jo ) iy _
w, __?Te +?Te +C.C.= Wy, + Wy + Wy + W, (89)
A1DWl +D12 A> DW2 +D22

It is easy to see that the component of the rotation parameter D, also drops out.

C. CALCULATION OF THE REYNOLDS STRESSES
To close the system of equations (31)-(32) that describe the evolution of the large-scale velocity fields W, , it is
necessary to calculate the following correlators:

* * * *

T31 = WOuO = WOI (uOI) +(W01) uOl +w03 (u03) +(W03) u03 (90)

T = % = Wor (Vm )* +(W01 )* Vor + Wos (V03 )* +(W03 )* Vo o1

Substituting the solutions for the small-scale velocity fields (87)-(89) obtained in Appendix B, into the equations
(90)-(91), we can find the following expression for the correlators:
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D, (Az +A2)

31_:1;
= (92)

.Dw, + D2

w_ J2 D(Ai+4) ©3)

~ o~ 2
4 [aDy, + 07

Then with the definition of the operators 13WL2 and ;11,2, we can write down the series of useful relations for the

calculation of 7°' and 7%:

~ 2 ~ Ak ~2 ~ 2 ~ kK ~2
_ _ 1.4 -2 _ _ 1.4
[Dvo| =Dy D, = ks +Pr @i, [Dr, [ = Dr, Dy, = ki + e,
~ 2 ~ Ak a4 2 ~
Do | = Doy, Do, = 12K + 012, @2 =@, =k JH
~2 —~2
A2 A A 2 —~ k! -Pr' wi» Ra
‘AI,Z =AixAip = kg +Pr? wis—2Ra- -2 = + — +rn12 ,
kg + w2 kg + w2 ’

(k* + o2 )Lk —Pr 1) + —kz (LK —Pr' @nak? — anak2(1+Pr ' L)

n :—QRn’ B ~2 +
2 (k(;1 + a)1,2 )(L;zk: +m2)
2N, : ~ ~

kg N +a)122 0)12,2 -|-]€02L;1 1+&

~2 l% lé = A l%
+Rn . — — + 2Rn Ra- — - s
4 2 2,4 2 4 2 274 2
(ko + 1,2 )(Le ko +a)1,2) (ko + 1,2 )(Le ko +a)1,2)

kg +Pr” o, 2

DW12A12+DW12A12_2(k4 Pr a)lz) 2Ra
k0+a)1,2

(k +CO12)(L k4+Pr’1a)12)+L—k (L, k4+PI’ a)12+a)12(Pr Ll—l))

—2kn' ~§ o)
(kg + w2 )(L;zkg +wi2)

Using these relations, we can obtain the following expressions:

~ ~ Ralk? ~
Aip+A12=2 k(f — a~02 —R,- : s
kg +wip ij + W12
~ A , 12
DWL2 A +D]’2 = %94)

2

) ~2
52 52 Ra —~ k4 Pr' o,
=(kg+pr2a,],2) ki +Pr @r, +——— —2Ra |
k: + w2 kO + w12 ’

ky +P
+2D}, | ky —Pr? &> —Ra- $+ P, |+Dpy,
ky + 601,2 b2

(k2 + o) (LK +Pr! w12)+L—k4(le4+Pr @12+ (Pr L ~1))

P, =—Ru- — —
12 (k2 + @2 L2k +ans)
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Substituting (94) in (92)-(93) we can find expressions for the Reynolds stresses in the general form:

~2 —
f2 Dokg (kg + @2 —Ra—1, )

31 —_J0
T = 5 — , (95)
(ki + w2)A,
2,24 | 72 5T
- Z_f_OZDIkO (ky +@2~Ra—1,)
— ,
2 (ki + 1 )A,

~ ~ 2
where A,, =|Dw, , Ai» +D?,| . Expressions for [ are:
1,2 1.2 1.2 n

~2
1,2
k2
~ e 0 ~2
4
", :Rn' 4 pory (kO +a)l,2).
’ Lky + o

e

N
L +L—A kL' -

If the Prandtl number of the nanofluid is approximately equal to one Pr =1, then the expressions for the
components of the Reynolds stresses are simplified:

~2 o~
- Jo Dok (kg + @2 —Ra =1, )
2k + @2 )((ki +@2)* +2(D; ~Ra)(ki —@2) +(D; ~Ray’ +1, (ki +@:)+2p, D})

(96)

2 2004, 02 oo
Jo Diky (ky + o —Ra—1, )

- ©7)

I NI 2 PN 2 poN2 4, 2 2y
2(ky + o )((ky +@1)" +2(D = Ra)(ky — o) +(Dy = Ra)” +r, (ky +@1)+2p, D7)
Here the values of the coefficients , ~and p, = are taken with Pr=1.
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3 APIBHOMACIITABHOIO HECIIIPAJIBHOIO CHJIOKO
Muxaiino W. Konm®, Anarodiii B. Typ¢, Bonogumup B. SInoBcbkmii™?
“ucmumym monoxkpucmanie, Hayionanvna Axademis Hayx Yxpainu
np. Hayxu 60, 61001 Xapxkis, Yxpaina
b Xapriscoxuii nayionarvnuii ynisepcumem iveni B.H. Kapasuna
matioan Ceoboou, 4, 61022, Xapxie, Yrpaina
“Universite Toulouse [UPS], CNRS, Institute of Research for Astrophysics and Planetology
9 avenue du Colonel Roche, BP 44346, 31028 Toulouse Cedex 4, France
B poboti oTpumana BennkoMacmrabHa HECTIHKICTH TIAPOAMHAMIYHOTO « -edekTy B cTparudikoBaHiil HaHOPIIWHI, IO ITOXHIO
obepraeThes, 3 ypaxyBaHHIM edekTiB OpoyHiBchKoi Iudy3il i MOTOKY YacTHHOK IIiJ| Ai€l0 TpajieHTa TeMneparypu (tepmodopesy).
HecrilikicTh BUKJIIMKAETHCS AI€I0 30BHIMIHBOI ApiOHOMACIITaOHOT HEeCHipaidbHOI CHiH, fKa 30yKye npiOHOMAacmTaOHI KOJMBaHHS
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LIBUAKOCTI 3 HYJIbOBOIO CIIPANIbHICTIO 1 MasTuM uuciioM PeiiHonbaca. HeniHilHi piBHSHHS U1 BeHKOMacTabHUX PyXiB OTpUMaHi 3
BHKOPHCTAHHSM METOIy 0aratoMacirabHUX aCHMITOTHYHUX PO3KIA/IB 32 MAIMM IapaMeTpoM (ducioM Peiinomnsaca). Jocmimkena
nmiHiHAa BeJMKOMacITabHa HECTIMKICTh THIy TiAPOAMHAMIYHOTO « -eeKTy B 3aJeXKHOCTI BiA mapamerpiB obepranHs D,

TemrepatypHoi crparudikauii Ra i koHueHTpauii HaHOYacTHHOK R,.. OTpumaHuii HOBHI edekT reHeparii BEJMKOMACIITaOHUX

BUXPOBHUX CTPYKTyp B HaHOpimuHi npu Ra =0, nop's3anuii 3i 30UIbLICHHSAM KOHIEHTpaLil HAHOYACTUHOK. MaKCHMalbHUH
IHKPEMEHT HECTIMKOCTI OCSTa€eThes IPU KyTax Haxuiny 6~ /5 s uncen [pannrias Pr=35, a aust uncen Hpauarmis Pr=1 npu
KyTax Haxuwity @ = 7 /2 . BcTaHOBICHO, 10 3MiHA YaCTOTH MAPaMETPUYHOTO BIUIMBY JO3BOJIMTH KOHTPOIIOBATH i Bi/ICIiAKOBYBAaTH
Ipolec TreHepalii BeNMKOMAcIITaOHMX BHXPOBHX CTPYKTYp. Iloka3aHo, L0 LHMPKYJISIPHO MOJIAPU30BaHi BUXOpH benbTpami
BUHMKAIOTh B HAHODIAMHI B pe3ysibTaTi PO3BHTKY HOBOI BEIHKOMAcCIITaOHOI HecTiiikocTi. B poGoTi mOCHiKyeThes pexum
HACHYCHHS BEJIMKOMAacmITaOHOI HECTIHKOCTI B cTpaTH(iKOBaHIH HAHOPIOWHI, IO TOXHJIO OOEPTAETHCA 3 30BHIMIHBOIO
IpiOHOMAcIITAaOHOIO HECHIPANbHOIO CHJIOK. Y CTallioHApHOMY peXuMi Oylla OTpMMaHa JUHAMIYHA CHCTEMa pIBHSAHB Ui
BEJIMKOMACIITaOHUX 30ypeHs 1o mBHAKOCTI. OTpHMaHi 4YHCeNbHI pIilIeHHS i€l CHCTEeMH PIBHSHb, SIKi ITOKAa3yIOTh iCHYBaHHS
JIOKQJII30BAaHUX BUXPOBHX CTPYKTYp y BUIIIANI HeNiHIHHMX XBWIb benbrpami i kinkiB. [Ipodink mBHAKOCTI KiHKa Mae TEHIEHIIIO
OyTH IIOCTIHHUM TIPU BEJMKUX 3HAYCHHSX Z.

KJIOYOBI CJIOBA: crpatudikoBaHa HaHOpPiJHHA, BeIHMKOMAclITabHa HecTikkicTs, cumna Kopiomica, GaratomaciiraOHi
ACHMITOTHYHI PO3KIagaHHs, & -3(eKT, JOKai30BaHi BUXPOBI CTPYKTYpH
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ENERGY ACTIVATION SPECTRUM OF LOW-TEMPERATURE ACOUSTIC
RELAXATION IN HIGH-PURITY IRON SINGLE CRYSTAL. SOLUTION OF THE
INVERSE PROBLEM OF MECHANICAL SPECTROSCOPY BY THE TIKHONOV

REGULARIZATION METHOD
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When studying the temperature dependences of the acoustic absorption and the modulus of elasticity, absorption peaks are often
observed, which correspond to the characteristic step on the temperature dependence of the modulus of elasticity. Such features are
called relaxation resonances. It is believed that the occurrence of such relaxation resonances is due to the presence in the structure of
the material of elementary microscopic relaxors that interact with the studied vibrational mode of mechanical vibrations of the
sample. In a sufficiently perfect material, such a process is characterized by a relaxation time 7, and in a real defective material by a

relaxation time spectrum P (z') . Most often such relaxation processes have a thermally activated character and the relaxation time
7(T) is determined by the Arrhenius ratio 7(7)=z,exp(U,/kT), and the characteristics of the process will be U, - activation
energy, 7, - period of attempts, A, - characteristic elementary contribution of a single relaxator to the dynamic response of the
material and their spectra. In the low temperatures region the statistical distribution of parameters 7, and A, can be neglected with
exponential accuracy, and the relaxation contribution to the temperature dependences of absorption and the dynamic elasticity
modulus of the material will be determined only by the activation energy spectrum P(U ) of microscopic relaxors. The main task of

mechanical spectroscopy in the analysis of such relaxation resonances is to determine U, , 7,, A, and P(U). It is shown, that the

problem of recovering of spectral function P(U ) of acoustic relaxation of a real crystal can be reduced to the solving of the

Fredholm integral equation of the first kind with an approximately known right part and concerns to a class of ill-posed problems.
The method based on Tikhonov regularizing algorithm for recovering P(U ) from experimental temperature dependences of

absorption or elasticity module is offered. It is established, that acoustic relaxation in high-purity iron single crystal in the
temperature range 5-100 K is characterized by two-modes spectral function P(U ) with maxima at 0.037 eV and 0.015 eV, which

correspond to the a-peak and its «' satellite.
KEYWORDS: acoustic relaxation, Tikhonov regularization method, energy activation spectrum, acoustic absorption, modulus of
elasticity

It was found [1] that the resonant frequency of forced resonant mechanical vibrations of solids is determined by
both the geometric characteristics of the sample and its modulus of elasticity M . The amplitude of such resonant
oscillations is proportional to the dissipation of the oscillation energy, which is characterized by the logarithmic
decrement of oscillations & . This fact underlies the method of resonant mechanical spectroscopy, which allows you
to study the elastic and dissipative properties of various materials. As a rule, the temperature dependences of
absorption and elastic modulus are studied. In this case, peaks are often observed on the temperature dependence of
absorption, which correspond to a characteristic step on the temperature dependence of the elastic modulus. Such an
absorption peak, together with the corresponding step on the temperature dependence of the elastic modulus, is
commonly called relaxation resonance. In the microscopic interpretation of such relaxation resonances, it is generally
accepted [1] that their appearance is associated with the presence in the bulk of the material of thermally activated
elementary microscopic relaxators (for example, a pair of kinks on a dislocation line) interacting with the studied
vibrational mode of mechanical vibrations of the sample. The thermal activation of an individual relaxator is

characterized by the relaxation time Z'(T ) , and its dependence on temperature 7 is described by the exponential

Arrhenius expressiona:
U,
o(T)=ryexp| — |, 1
(T)=170 P( ij (1)

where k is the Boltzmann constant, U, is the activation energy, 7, is the period of attempts.

If the mechanical vibrations of the sample excite a system of relaxators with the same values of the parameters U,
and 7,, then in the resonance region in the approximation of a linear response, the temperature dependences of the
© Y. A. Semerenko, 2021
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elastic and dissipative characteristics of the material have the form of a Debye peak for the vibration decrement
S(T,w) and a "step" for the modulus defect AM (T, w)/M, :

ot  AMT,0) 2CA, 1
l+o’t®’ M, oz l+o'c’
In a sufficiently perfect material, such a process can be associated with three parameters, the values of which are
determined by the energy and geometric parameters of a defect-free crystal: U,, 7, and A, (A, is the characteristic

3(T,w)=2C,A, (2)

elementary contribution of an individual relaxator to the dynamic response of the crystal; C, is the relative volume

concentration of such relaxators interacting with the considered vibrational mode of the sample). And the main task of
mechanical spectroscopy in the analysis of such relaxation resonances is reduced to the determination of these
parameters.

In a real material, due to the presence of various defects and randomly distributed structural distortions they create,

there is a statistical scatter of parameters U, , 7, and A,. It is known [2] that the decrement of vibrations & (T,») and

the defect of the elastic modulus AM (T ,a)) / M, of areal material with defects in the low-temperature region kT < U,

are determined by the statistical averaging of Debye expressions (2) over the entire spectrum of activation energies U
of local structural rearrangements (relaxators), characterized by a statistical distribution function P(U ) , with a

statistical spread of parameters 7, and A, with an exponential accuracy is negligible:
— T wr(T,U)

o(T,w)=2C.A)| —F——""—

(7-2) O'([1+a)212(T,U)

AM (T,0) 2C,A, T P(U)

M, 7 yl+e’c* (T,U)

P(U)dU ,

du 3

U

where (T, U)=17,exp| — |.

(r0)=sewn| 15 |

In [3], it was suggested that the energy spectrum of low-temperature acoustic relaxation in iron can be described
by the quasi-Gaussian distribution function
2

U-U,

exp | -0 | @)

U
\27zDU, 2D?

with two parameters — the seed value of the activation energy U, corresponding to relaxation in an ideal defect-free

PO(U) =

crystal and its dispersion D*. Under this assumption, it was possible to achieve a good description of the experimental
temperature spectra & and AM/M,, in the region of the a-peak (U, =0.037 eV, 7, =2.4:10"""s), observed at a

temperature of ~54 K (vibration frequency ~ 88 kHz), by theoretical dependences (3) (Fig. 1).

1,6

Figure 1. Temperature dependences of the vibration decrement in
a single-crystal sample of high-purity iron with orientation <731>
in various structural states:

1 —specimen deformed at 7=300K to a residual plastic
deformation of 3%, measurements were carried out immediately
after deformation; 2 — the same sample, annealed at 7= 300 K for
3 days; 3 — the same sample, annealed at 7= 300 K for 11 years.

open symbols — experimental data [31; shaded
symbols - theoretical dependences calculated by formula (3) for

the spectral function P’ (U) that was found by the Tikhonov
regularization method; solid lines — theoretical dependences
calculated by formula (3) for the spectral function P°(U)

(quasi-Gaussian distribution function of activation energy values
given by expression (4) with an appropriate choice of values of
distribution parameters).
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However, in the temperature range ~ 15K, some discrepancy between the experimental and theoretical
dependences was observed. A thorough analysis of a large amount of experimental data obtained by various authors,
carried out in [4], showed that this discrepancy is probably associated with the presence of a weakly expressed o'-peak,
which is more clearly manifested under other experimental conditions.

It seems advisable to solve the inverse problem - to restore P(U ) from experimental dependences &, AM /M,
and compare it with the "guessed" expression P°(U). This formulation of the problem belongs to the so-called inverse

problems. The solution of inverse problems of mechanical spectroscopy has been repeatedly considered by various
authors both from a theoretical and practical point of view [5], [6].

RESTORATION OF THE ACTIVATION ENERGY SPECTRUM
BY THE TIKHONOV REGULARIZATION METHOD
Following the approach proposed in [7], we consider the problem of determining the energy spectrum of acoustic
relaxation in a material with defects from the known temperature spectrum of the vibration decrement & (T ,a)) or

defect of elastic modulus AM (T,w)/M, .

Practically without limiting the generality of further consideration, one can replace in expressions (3) the infinite
upper limit of integration by some value U __  corresponding to the upper limit of the spectrum, then the problem of

X

finding the spectral function P(U), from a known experimental spectrum & (T,@) or AM (T,w)/M, at a fixed
frequency @ = const , is reduced to solving the Fredholm integral equation of the first kind with respect to P (U ) :

Umm(

J K (T,U)PU)dU = z4m (T) orin operator form Ap =z, 5)
Unin

where the kernel of the integral operator in the case of a decrement of vibrations and a defect of the modulus of
elasticity, respectively, is

W7y EXP [j
K (T,U)=2C,A, and K" (T,U) = 264 :

2U 2UY°
1+ 0’7] exp(ij o1+ 't} exp(ij
— AM (T
the experimental spectrum Z? (T) =5 (T) and Z” (T)= (1) .

0
Let, for some right-hand side Z%" (T), the function ﬁ’(U ) be a solution to equation (5). However, since instead

of the function Z%" (T) we know only its experimental approximation Z“” (), which differs little from Zam (T),

then we can only talk about finding an approximate to the ﬁ’(U ) “solution” P(U) of equation (5). The solution to
such a problem is associated with significant difficulties caused by the lack of stability of the solution to small changes
in the right-hand side. This instability is connected with the fact that if instead of the exact right-hand side zZam (T ) of

Eq. (5) we know only a certain approximation Z d.m (T ) of it and a number v >0 characterizing the accuracy of the

experimental data such that the deviation
ps(2.2)<0?, (©)

then, as possible approximate solutions, it is natural to take functions P(U ) for which

Pz (4p.Z)<0?, 7
where
Tmax
p7(2.2,)= [ {Z,(T)-2,(T)} aT . ®)
T;

min
However, there are infinitely many functions P(U ) satisfying this condition, and among them there are functions

that differ as much as you like. Consequently, under these conditions, the problem of solving the integral equation (5) is
underdetermined and unstable to small changes in the right-hand side. Therefore, it is impossible to take the exact
solution of this equation (with an approximate right-hand side) as an approximate solution to equation (5). To find an
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approximate solution P“ (U ) to equation (5) that satisfies the natural requirements that are embedded in the meaning

of an approximate solution by the physical determinism of the phenomenon described by this equation and the
possibility of physical interpretation of the solution, namely the conditions

P*(U)—>P(U) atv—>0, )

it is necessary from the entire set of formal solutions P(U) that satisfy condition (7) to select a function P (U)that
satisfies condition (9). This can be done if there is additional information, at least of a qualitative nature, regarding the
desired solution. We will assume that the desired spectrum P* (U ) does not have a fine structure, i.e. we can assume that

the solution to the problem under consideration is a smooth function. As a measure of smoothness, consider the quantity

U,

alr]- ey Py 0 | law. (10

where &(U) and x(U) are given non-negative continuous functions satisfying the condition &> (U)+ z°(U)#0 for
any U e (U U,

minsUnmax ) - This definition of smoothness is consistent with the visual representation of the smoothness of

the graphs of functions.

Following [7], as the required spectrum P (U ), we will choose from the family of approximate solutions P(U)
a function with the greatest smoothness (minimum fine structure). Mathematically, this problem is reduced to finding
such a function P* (U ) that will achieve the minimum of the functional (10). The solution of such a problem for a

conditional extremum is reduced to a problem for an unconditional extremum of a functional

2
Tmax Umax
M, [P.Z]= | { | K(T,U)P(U)dU—Z(T)} dT +aQ[P], (11)
Tnin (Umin

where a >0 is the regularization parameter, which can be determined by a given accuracy v and, therefore, depends
on v,ie. a=a(v).Itcanbeshown [7] that &(v) is the function that convex downward, besides there is an estimate

ol 4f

a< .
|2 -v

(12)

The solution to the minimum problem for functional (11) is called a regularized (approximate) solution P* (U ) to

equation (5) and can be found from the Euler equation for the functional M, :

a{rj(U).P(U)_i{Z(U).M}}+UTX R(U.0)P()di=g(U), (13)

dU awu ||}
with boundary conditions
dpP dpP
E(Umin)zo’ E(Umax)zo’ (14)
Tmax Tmax
where K (U,t)= [ K(T,U)-K(T,t)dT ,a g(U)= [ K(T,U)-Z(T)dT .
T T

min min

Another difficulty lies in the fact that the right-hand side of (5) in our problem is the result of an experiment, i.e.
known on the grid by T : {T1 oo T N} . With this right-hand side, equation (5) has no solution at all, understood in the
classical sense, i.e. determined by the formula p = A™'z (47" is the operator inverse to the operator A ) in equation (5)

since the kernel K" (T U ) has a continuous derivative with respect to 7' and, therefore, the right-hand side must also
have a continuous derivative with respect to 7 . This means that in this formulation of the problem, the exact solution
13(U ) of this equation with an approximately known right-hand side Z d,m (T ) % Z4m (T ) cannot be taken as an
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approximate to P(U ) solution of equation (5), since such a solution may not exist. In this regard, it becomes necessary

to pass from the continuous initial problem of finding regularized approximate solutions (5) to its discrete analogue. This
transition is carried out by discretizing the boundary value problem for the Euler equation by solving the resulting SLAE [7].
Following the variational approach, we take a discrete analogue of stabilizer (10) and form an analogue of the smoothing
functional (11). Then we turn to his Euler equation (13), which will represent the regularized SLAE. The solution to this
system (with an appropriately selected regularization parameter) will be an approximate solution to the original problem.

For simplicity of further consideration, we will accept £(U)=¢ and y(U)=yx (& and y are positive
numbers). Then the difference analogue of Eq.(13) on a uniform grid of N nodes by U in increments of
U U

min

AU = % will have the following form:

N-l = =
AU + K -A+Kiy i+l

.PNAU+0:§-PI-+a;( ! >
=2 2 (AU)

2P-P_,-P,
l——lzgi,l-zl’...’N’ (15)

+(i-1)-AU, P.=P(U;), g =¢g(U;), K; = K(Ui,TJ-). In this expression the integral is replaced

ij
d’P(U)
dU?

where U, =U

i min

by the corresponding integral sum by the trapezoidal formula, and by the corresponding difference relation.

I
For simplicity, we will assume that the number of grid nodes by T is also N, and the step AT = % Then

T; =T + (j—1)-AT and the values 1?1-]- and g; can also be calculated using the trapezoidal formula:
_ N K. K. +Kxr K N-1 K. Z 4K -7
li 1 Ni N i i
K= K, K, AT+ ! “AT and g; =Y K;-Z, - AT +—— > N ZN
m=2 j=2

where Z; =Z(Tj) and K ; :K(Tj,Ul-).

For i=1 and i =N, (15) contains unknown values of F, and Py,,. To satisfy the boundary conditions (14), we
put Ay =A and Py, =PFy.

System (15) can be written in matrix form with respect to the vector P = (P1 ;o Py ) :

B-P+aC-P=g, (16)

where the vector g =(g;,---,gy ), the matrix B has the form:

%AU K AU - Ky AU K%AU
B= . >
%AU Ky,AU -+ Ky AU K%AU
and aC is a symmetric matrix of the form:
X ax
a| {+——— - 0 0 0
[ (AU)zJ (AU
azz o+ 2}(2 B alz 0 0
(av) a0y ) (av)
ay 2x ay
0 - al &+ - 0
(AU [ (AU)Z] (AU’
[ ] L] [ ]
ax X
0 0 0 al &+
i (aUY [ (AU)ZJ_
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max)zO,in

In our case, boundary conditions (14) can be supplemented by conditions of the form: P(Umm) = P(U

this case, the matrix oC will have the form:

7 . 0 0 w0

(aU)
o{§+ %4 J - 0 0

(AU)’ (AU’

0 ax a[§+ 24 ] X 0
(AU’ AUy ) (AU

0 0 o

I (av)” |

Thus, the problem is reduced to solving the SLAE with respect to the vector P = (P1 S PN) .

DISCUSSION OF THE RESULTS
The spectral function P’ (U) found by the Tikhonov regularization method has a maximum in the region of

0.04 eV corresponding to the a-peak of acoustic absorption and largely coincides with the quasi-Gaussian function
P¢(U) empirically selected in [3] (Fig. 2).

In this case, the position of the maximum of the P’ (U ) depends on the structural state of the sample. This fact

numerically and qualitatively correlates with the conclusions of [3] about the change in the effective value of the
2

activation energy U, =IUP(U )dU =U, +5— due to the change in the statistical scatter characterized by the
0 0

dispersion parameter D (Table).

3of ’
251
20t

S 1s]

% qof Figure 2. Spectral functions (distribution
5f functions of activation energy  values)
o P°(U)and P"(U) for various structural states
25 of the sample (the numbering of structural states
20l corresponds to that shown in Fig. 1):

S 15}

2 4ol m, o, A — the spectral function P'(U) which
5¢ was found by the Tikhonov regularization
s method; solid lines - spectral function P°(U)
251 ’ calculated by formula (4) for the quasi-Gaussian
20t distribution function with an appropriate choice

S 15 of values U, and D

T g0l .
5t //

000 0015 0037 005
U, eV

The spectral function P’ (U ) also has a feature in the form of a second mode in the region of 0.015 eV; the

position of this feature is practically independent of the structural state of the sample. If we assume that this feature
corresponds to a relaxation resonance (a'-peak) with the same value of 1y as the main resonance, then it should
correspond to a feature in the form of a peak on temperature dependence of the & and a step on temperature
dependence of the AM /M, in the region of 14-16 K (at an oscillation frequency sample 88 kHz). In [3] these features

were not found experimentally, which may be associated with a significant broadening of the main relaxation resonance
at a temperature of =~ 54 K. However, in one form or another, the «’-peak was repeatedly observed by various
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authors [8]-[19]. For example, in [10] a resonance in the region of 17 K was found in Fe single crystal with an
orientation <100>. It was shown in [16] that annealing leads to a narrowing and a shift toward lower temperatures of the
a-peak and the appearance of a o-peak that was not observed in the initial curves. It was shown in [17], [18] that the
a'-peak should be characterized by the same period of attempts as the a-peak and have a value of the order of 107! s.

Table. Acoustic relaxation parameters in a single-crystal sample of high-purity iron with orientation <731> in various structural
states, according to the data of [3], [4]:

Relaxation Structural state of the sample
parameters 1 | 2 | 3
Uy, eV 0.037
D” , eV 0.0177 0.0143 0.0136
C.A, 0.00472 0.00271 0.00180
Ug eV 0.046 0.043 0.042
77 -10",s 2.4
U, ev 0.015

In order to detect the a-peak in Fe single crystals of the <731> orientation, additional experimental studies were
carried out in [4]. A sample in the form of a thin plate was made from the same single crystal as in [3]. The acoustic
properties of this sample were studied in the temperature range 4.5-150 K. It was found that in the undeformed sample
o and o' peaks are not observed, deformation leads to the appearance of a-peak localized at 35 K and its o' satellite at a
temperature of 13 K. Subsequent annealing at 320 K leads to a decrease in the height of the o peak, narrowing and
shifting to lower temperatures, while the a'-peak becomes more pronounced. The analysis performed in [4] made it
possible to establish the microscopic nature of the &' -peak and determine the corresponding activation energy of an
elementary relaxator UZ = 0.015 eV; it was also shown that the activation energy values corresponding to the a’-peak
have a small statistical spread, which practically does not change with a change in the structural state sample.

Thus, the values of the activation energy U, =0.037 eV and U(‘,Z' =0.015 eV determined experimentally in [4]

corresponding to the a-peak and its o' satellite are in good agreement (taking into account the statistical spread) with
the positions of the peaks on the dependence P” (U ) obtained by solving the inverse problem, and its substitution into

expression (3) makes it possible to exhaustively describe the experimentally observed spectrum of low-temperature
acoustic relaxation in iron (Fig. 1).

CONCLUSIONS
A mathematical procedure for processing experimental data is proposed that allows solving the inverse problem of
low-temperature mechanical spectroscopy - to restore the energy spectrum of relaxation by analyzing the temperature
dependence of acoustic absorption.
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CIHEKTP EHEPI'Ti AKTUBAIIIi HU3BKOTEMIIEPATYPHOI AKYCTUYHOI PEJTAKCAIIII B
MOHOKPUCTAJITYHOMY UMCTOMY 3AJI31. BAPIIIEHHSA 3BOPOTHOI 3AJIAYI MEXAHIYHOI
CIEKTPOCKOIII METOIOM PETYJIAPHU3AIII THXOHOBA
10.0. Cemepenko
Incmumym ¢hizuxu ma mexuixu Huzokux memnepamyp imeni 5. Bepxina, HAH Ykpainu
np. Hayxu 47, 61103, Xapxis, Yxpaina
[Ipu BUBYEHHI TeMIIepaTypHUX 3aJICKHOCTEH aKyCTUYHOTO MOTJIMHAHHS Ta MOAYJIS IPYXKHOCTI YaCTO CIOCTEPIraroThCs peslakcalliiHi
pPE30HAHCH - IIKM IOTJIMHAHHS, SKAM HA TEMIIEpaTypHId 3aJIe)KHOCTI MOAYJsS INpPYXKHOCTI BIIINOBiIae XapakTepHa CXOIUHKA.
BBakaeTbcs, 10 BUHUKHEHHS TAKWX pellaKcalliiHUX PE30HAHCIB MOB’S3aHO 3 HASBHICTIO B CTPYKTYpi Marepiany eIeMEeHTapHUX
MIKPOCKOIMIYHMX PEIaKcaTtopiB, ILI0 B3a€EMOJIIOTH 3 JOCHTI[KYBAaHOI KOJMBAJIHHOIO MOJOK MEXaHIYHHUX KOJIMBAaHb 3pa3Ka.
B noctatHRO [IOCKOHAJIOMY MaTrepiali TaKHH TIpOIEeC XapaKTEePU3yeEThCS YacoM pelakcalii 7, a y peaJbHOMY MaTepiaii

3 neeKTaMu - CIEKTPOM Yacy pesraKcamii P(z’) . Haifuacrime Taki penakcamiifHi mpouecu MalTh TEPMIYHO aKTHBOBAHMH XapaKTep
i uac penakcauii 7(7) BusHauaetbes criBBinHomennsM Apeniyca 7(7T)=17,exp(Uy/kT), a XapakTepucTHKaMu npouecy GyIyTh
U, - eHeprid aktuBauii, r, - mepiox cnpoO, A, - XapakTepHHUH eJleMEHTapHUIl BHECOK OKPEMOro pejakcaTopa y JMHaMiuyHHH
BiATYK MaTepialy Ta ix crmexktpu. B obmacti Husbkux temneparyp k7 < U, CTaTHCTUYHUM PO3IOIUIOM NapaMerpiB 7, Ta A,
3 eKCIIOHEHIIHHOI0 TOYHICTIO MOKHA 3HEXTYBAaTH, a PENAKCAIIHHUA BHECOK Yy TEMIIEpaTypHi 3aJe)KHOCTI IOTJIMHAHHS Ta
JUHAMIYHOTO MOJYJSl IPY)XKHOCTI Martepiainy OyIyTb BHU3HAYaTHUCS TIIBKH CIEKTPOM CSHEpPrid akTuBaLil P(U ) MIiKPOCKOMIYHIX
penakcatopiB. OCHOBHa 3aa4a MEXaHIYHOT CHEKTPOCKOIIIT MIPH aHali3i TAKUX peNlaKcalliiHUX Pe30HAHCIB 3BOJMUTHCS 10 BU3HAYCHHS
Uy, 7y, A, Ta P(U ) VY po6oTi mokazaHo, MO MpodiieMa 3HAXOPKEHHS CIEKTPATBHOI (QYHKIIT P(U ) JUISL SHepril akTUBAIlii

aKyCTHYHOI perakcailii B peajbHuX KpHCcTanax 3 aedexramu, 3BOAUTHCS 10 BUPIILICHHS iHTErpaibHOro piBHsHHS Opearonsma I poay
3 IPUOJIM3HO BiZIOMOIO MPAaBOI0 YaCTHHOKO 1 BITHOCHTBCSA IO KJIACY HEKOPEKTHO IOCTaBIGHHMX 3a/ad. 3alpolOHOBAHO METOJ

BisHaucHHs  P(U ) BUXOJSIYM 3 EKCHEPHMEHTAJIbHUX TEMIIEPaTypHHX 3aJeXHOCTEH aKyCTHYHOTO IOTJIMHAHHS YM MOJYJIS
MIPY>KHOCTI, IO IPYHTYETHCS Ha aJrOPUTMI THXOHOBCHKOI peryisipusanii. BcTaHOBIIEHO, IO aKyCTHYHA pellakcalliss y YuCcTOMY
MOHOKPHCTAJIIYHOMY 3aii3i B obmacti Temmeparyp 5+100 K xapaxTepu3yeTbcst JBOMOJOBOIO CHEKTPAIBHOIO (DYHKIIIEIO P(U ) 3
Makcumymamu B o6xacti 0.037 eB ta 0.015 eB, mio BiamoBigaroTs @-miky Ta iHoro &' catemiry.

KJIIOYOBI CJIOBA: akycruyHa penakcamis, peryispu3sanis THXOHOBa, CIIEKTp €HEpril akTHBaIlii, aKyCTHYHE IOTJIMHAHHS,
MOJIyJIb TIPY>KHOCTI
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The differential cross section and polarization observables for the elastic reaction induced by deuteron scattering off electrons at rest,

d+e > d+e  are calculated in the one-photon-exchange approximation. The following polarization observables were calculated:
1- the analyzing powers (asymmetries) due to the tensor polarization of the deuteron beam, 2 - the spin correlation coefficients caused
by the arbitrarily polarized electron target and the vector polarized deuteron beam, 3 - the coefficients of the polarization transfer from
the arbitrarily polarized target electron to the recoil electrons. The differential cross section and polarization observables have been
expressed in terms of the deuteron electromagnetic form factors: G, (charge monopole), G,, (magnetic dipole) and G, (charge
quadrupole). Numerical estimations are given for the analyzing powers (asymmetries) due to the tensor polarization of the deuteron
beam. They are calculated as functions of the deuteron beam energy for some values of the scattering angle (the angle between the
deuteron beam and the recoil electron momenta). For the numerical calculation we use the existing phenomenological parametrization
of the deuteron electromagnetic form factors. It turns out that the analyzing powers (asymmetries) are increasing with the growth of
the deuteron beam energy and they have appreciable sensitivity to the value of the scattering angle. The specific interest of this reaction
is to investigate the possibility to use this reaction for the measurement of the polarization of the high energy deuteron beams.

KEY WORDS: polarization phenomena, electron, deuteron, asymmetries, form factors.

The use of the inverse kinematics (where the projectile is much heavier than the target) in experimental investigation
of some reactions allows to solve certain problems. The important feature of this kinematics in the hadron electron
reactions is that the momentum transfer squared is extremely small. The inverse kinematics was previously used in a
number of the experiments to measure the pion or kaon charge radius from the elastic scattering of negative pions (kaons)
from electrons in a liquid-hydrogen target. The first experiment was done at Serpukhov [1] with pion beam energy of
50 GeV. Later, a few experiments were done at Fermilab with pion beam energy of 100 GeV [2] and 250 GeV [3]. At
this laboratory, the electromagnetic form factors of negative kaons were measured by direct scattering of 250 GeV kaons
from stationary electrons [4]. Later on, a measurement of the pion electromagnetic form factor was done at the CERN
SPS [5,6] by measuring the interaction of 300 GeV pions with the electrons in a liquid hydrogen target.

The use of the inverse kinematics is proposed in a new experiment at CERN [7] to measure the running of the fine-
structure constant in the space-like region by scattering high-energy muons (with energy 150 GeV) on atomic electrons,
He — e . The aim of the experiment is the extraction of the hadron vacuum polarization contribution. In the last time

the inverse kinematics was used to investigate the nuclear reactions which can be hardly measured by other methods. In
the paper [8] it was proposed to measure the neutron capture cross sections of unstable isotopes. To do so the authors
suggested a combination of a radioactive beam facility, an ion storage ring and a high flux reactor which allow a direct
measurement of neutron induced reactions over a wide energy range on isotopes with half-lives down to minutes. A direct
measurement, in inverse kinematics, of the "O(a,y)” Ne reaction has been performed at the DRAGON facility, at the
TRIUMEF laboratory, Canada [9]. At this laboratory, the **Ne(p,y)” Na reaction has, for the first time, been investigated
directly in inverse kinematics [10]. A total of 7 resonances were measured. The authors of the paper [11] analyze the
(p, 2p) and (p, pn) reactions data measured, in inverse kinematics, at GSI (Darmstadt, Germany) for carbon, nitrogen and
oxygen isotopes in the incident energy range of 300-450 MeV/u (see [12] and references therein).

From the theoretical point of view, the inverse kinematics was considered in a number of papers. A large interest in
inverse kinematics (for the case of the elastic pe scattering) was arisen due to possible applications - the possibility to
build the beam polarimeters, for the high-energy polarized proton beams, in the RHIC energy range [13]. The calculation
of the spin correlation parameters, for the case of polarized proton beam and electron target, are sizeable and the
polarimeter using this reaction can measure the polarization of the proton beam [13]. The cross section and another
polarization observables for the proton-electron elastic scattering were derived in a relativistic approach assuming the
one-photon-exchange approximation [ 14]. The numerical estimations of the polarization observables have also been done.
The authors showed that polarization effects may be sizeable in the GeV region, and that the polarization transfer
coefficients for p+e — p+e reaction could be used to measure the polarization of the high-energy proton beams. The

suggestion to use this reaction for the determination of the proton charge radius was considered in [15]. The model-
© G. I. Gakh, M. 1. Konchatnij, N. P. Merenkov, A. G. Gakh, E. Tomasi-Gustafsson, 2021
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independent radiative corrections to the differential cross section for elastic proton-electron scattering have been
calculated in [16] in the case of experimental setup when both the final particles are recorded in coincidence. The
differential cross section for the elastic scattering of deuterons on electrons at rest is calculated taking into account the
QED radiative corrections to the leptonic part of interaction [17].

In this work, we calculated, in the one-photon-exchange approximation, the differential cross section and some
polarization observables for the elastic deuteron-electron scattering. Numerical estimations are given for some
polarization observables. The following polarization observables were calculated: 1- the analyzing powers (asymmetries)
due to the tensor polarization of the deuteron beam, 2 - the spin correlation coefficients caused by the arbitrarily polarized
electron target and the vector polarized deuteron beam, 3 - the coefficients of the polarization transfer from the arbitrarily
polarized target electron to the recoil electrons. Numerical estimations are given for the analyzing powers (asymmetries)
due to the tensor polarization of the deuteron beam. They are calculated as functions of the deuteron beam energy for
some values of the scattering angle (the angle between the deuteron beam and the recoil electron momenta). For the
numerical calculation we use the existing phenomenological parametrization of the deuteron electromagnetic form
factors.

UNPOLARIZED CROSS SECTION
Let us consider the reaction

d(p)+e (k) —>d(p,)+e (k) Q)

where the particle momenta are indicated in parentheses. The reference system is the laboratory (Lab) system, where the
electron target is at rest. The maximum value of the four-momentum transfer squared, in the scattering on electrons at
rest, is:

B 4m2<E2—M2)

2
T @

where m (M) is the electron (deuteron) mass, £ is the deuteron beam energy.
In the one-photon-exchange approximation, the matrix element M of the reaction (1) can be written as:

2
e

M :k_zj/z‘]y’ (3)

where j, (J,) is the leptonic (hadronic) electromagnetic current and k =k, —k, = p, — p, is the four-momentum of the

virtual photon. The leptonic current is
Ju = u(ky)y uk), “

where u(k,,) is the bispinor of the incoming (outgoing) electron. The hadronic electromagnetic current can be written
as
k2

* 1 * *
S, =(p+p,), | ~G (U, U, +WG3(k2) U kU, k==-U, Uy ||+ ®)

+G,(k)(U

1u

U, -k=U3,U, k),
where U, and U,, are the polarization four vectors for the initial and final deuteron states. The functions G,(k?),

i=1,2,3, are the deuteron electromagnetic form factors.
These form factors are related to the standard deuteron form factors: G, (charge monopole), G,, (magnetic dipole)

and G, (charge quadrupole) by the following relations:

G, (k) =-G,(k*), G, (k%)= G,(k*)+ G, (k*)+2G,(k*), (6)

2

Gek) :%T[Gz("z)‘Gs("ﬂ*(”%’)Gl(kz), F=
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The standard form factors have the following normalization:

G.(0)=1.G, (0) =m£ud,GQ<0>=Mzgd, %

N

where m,, is the nucleon mass, x, =0.857(Q, =0.2857 fm : ) is the deuteron magnetic (quadrupole) moment.

aZ
k4

|\M[=16z>—L,H,,.L,=j,j..H,=JJ, (8

uv? uv ueve
where a = e’ /47 =1/137 is the electromagnetic fine structure constant. The leptonic tensor, Lf‘f (L(:V)) , for unpolarized
initial and final electrons (polarized electron target) averaging over the initial electron spin, has the form:

0 2 .

L(y\z = k gﬂv + Z(klykZV + klvkz;z)’L(ypv) = 2lmgyvpokpslo-’ (9)
where s, is the initial electron polarization four-vector which satisfies following conditions: %, -s, = 0,s7 = —1. We use
the condition ¢,,,, =1.

The spin density matrix of the initial deuteron has the following form:

i 1 1 i ;
Py :——[gaﬂ—ﬁpmpm +——<apnp >+0)), (10)

3 2M

(i)
ap
polarization of the initial deuteron. The four-vector of the vector polarization satisfies the following conditions: 7} =-1,

) ants " (i) _ O _ b 9D, —
s satisfies the conditions =0, ;=0 P =0

aa Po >

The hadronic tensor A, (0) which corresponds to the case of unpolarized initial and final deuterons can be written as

where <afab>=¢, a b, . Here 1, and

wppo@,Dy are the four vector and tensor describing the vector and tensor

71, - p, =0 . The tensor

. 1
H,,(0) =H1(k2)gw+WH2(k2)PﬂPv, (11)

where g, =g, —(kk,)/ K, P, =(p, + p,), - Averaging over the spin of the initial deuteron, the structure functions

H,(k*), i=1,2, can be expressed in terms of the electromagnetic form factors as:
H (k*)= %kz(l +7)G;, (k*), H, (k)= M" {Gé(kz) +§rGfJ (k2)+§rzGé(k2)}. (12)

The expression of the differential cross section for unpolarized deuteron-electron scattering, in the coordinate system
where the electron is at rest, can be written as:

dk>  2m*pt kKt

do o’ D H, (k%)
2 9

D= (k> +2m* ) H, (k*) + 2| kK> M” + 2mE (2mE + k| (13)

where p is the momenta of the deuteron beam.

POLARIZATION OBSERVABLES
Let us choose the following orthogonal system: the z axis is directed along the direction of the deuteron beam momentum p,

the momentum of the recoil electron f, lies in the xz plane (6, is the angle between the deuteron beam and the recoil electron

momenta), and the y axis is directed along the vector px f, . So, the components of the deuteron beam and recoil electron momenta
are the following
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p.=p,=0,p.=p,k, =k,sin0,.k, =0,k,. =k,cos0,
where p(k,) is the magnitude of the deuteron beam (recoil electron) momentum.

Asymmetries 4, caused by the tensor polarized deuteron beam

Consider the scattering of the tensor polarized deuteron beam on the unpolarized electron target. The hadronic tensor
which corresponds to this case can be written as

=)

i 0 ~ 0 ~0) | p A0 = (i)
H,(0")=H,(k)0"g, +H, (18)4M2 S(kz)(P#QV +PVQ”)+H6(k2)QW, (14)
where
~ . - kk, —i kk kk,
(i) i =) i (’) viia i a i
Q# = Q/(uzkv kz Q Q# 7 0 le/ Q,fuz Q kz ,fw: kz ‘Ea)’ (15)
0Lk =0.0"= O by
The structure functions H,(k>) are related to the deuteron electromagnetic form factors by
H,(kK*)=-G,,, H,(k*) = G2+1—G +17G,, +3GJG (16)
+

H (k") =~2(G,, +2G,)G,,, Hy(k*) = 4M*(1+7)G?,.

The components of the quadrupole polarization tensor Ql.(,.i) which are defined in the Lab system can be related to the

corresponding ones in the rest system of the deuteron beam (denote them as R, ) by the following relations

E2

Q)(r;) = Rxx s Q;,lv) = Ryy ’ Q)(r;) = x s Q(I) M z °

The dependence of the differential cross section of the reaction (1) on the polarization characteristics of the deuteron
beam, in case when beam is tensor polarized, has the following form

de 9 (0")= (%} 144, (R, ~R,)+ AR +A4.R.|, (17)

where 45, i, j =Xx,y,z are the asymmetries which characterize de scattering, when the deuteron beam is tensor polarized.

The expressions for the asymmetries, as a functions of the deuteron form factors, can be written as:

2
DA :41[ . jl:(mzpz +TM*)Gy, —mEK’G,, G, +(1+7)" (M°k* +2mEk” + 4m2E2)GQ [rGM +G, +§GQH,
2,Z. k2 1/2
_ 2 2712 2 2 2.2 2
DA_ p— {—k [1— d H (MK (M? + mE) Gy, +2[m’ p* (K + 4mE) + (18)

2mER* (M? +mE) |G, Gy =4(1+7) ' (M +mE) (MK +2mER* + 4m’E*) G, [rGM +G, +§GQ j}

6

2.2

DA = {—{mzpz+2r(z’—l)M4+z'mM2(m+2E)+3r2
m-p

(M2+2mE+m2)}Gfl+
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+4z| mEM® (3—47)+2(m’E* —tM*)-37E

+4(1+7) " (m°E* - 2emEM? —rM4)[l—21—3r

4

2

mp

2

—(M? +2mE+m2)}GQ (rGM +G.. +§GQJ}.

m-p

(M2 +2mE+m2)}GMGQ +

Spin correlation coefficients, C, , caused by the polarized electron target and the vector polarized deuteron beam

Consider the scattering of the vector polarized deuteron beam (the polarizations of the final particles are not
detected). In this case a non-zero polarization effects arise only when the electron target is also polarized. So, the part of
the hadronic tensor related to the vector polarized deuteron beam and unpolarized scattered deuteron can be written as:

H, () =i(1+1)MGY < pviyk > +ﬁGM [GM ~2G,

2

_ETGQJ (Ru <vmkp, >—F, < umkp, >)'

19)

In the considered frame, where the target electron is at rest, the polarization four-vectors of the electron target and of the
deuteron beam have the following components

1,0 14,.(%) _
4,09 ! 257 4%
6
0,84 1
—6,=1 mrad i 20
- - --0,=5 mrad S 51 L
064 | 0,=20 mrad e 4 15 —6,=1mrad
.;; - ---0,=5mrad
044 34 04 /= 6,=20 mrad
2 7
0,21 B s+ /-
v 14 JUPTEEETEE LA - ---
U R R - E(GeV
& el E(GeV) 0 A E(GeV) 0 A — ( ______ )
’ 50 100 150 200 50 1(')0 1é0 260 50 100 150 200

Figure 1. The asymmetries, which are caused by the tensor polarization of the deuteron beam, as a function of the deuteron beam
energy E at various values of the scattering angle

(20)

p(5-5) j

. 55 -
Sy :(0’51)’771 :( M ]’S1+M(E+M)

where § I(E ) is the unit vector describing the vector polarization of the deuteron beam (the electron target polarization)

in its rest system.
The dependence of the differential cross section on the polarization of the initial particles has the following form:

do - _ do
(fls Sl) = (_j {1 + Cxxé:]xslx + nyf]ySly +C.E.5,. + szé:]xslz + szﬁlz‘%x}’ 2D

i di

where C, , i, j=x,,z are the spin correlation coefficients which determine the dé scattering, when the deuteron beam

i
is vector polarized and electron target is arbitrarily polarized.

The explicit expressions of the spin correlation coefficients, as a function of the deuteron form factors, can be
written as:

T
DC,, =~4mMi*(1+7)G,, | G, + %G, ]
) K’ 4aM*? T
DCL,(:—ZTka GM kz_—l GM+2 l—kz— GC+§GQ ,
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2

max

kz k2 1/2 .
DC.. :?(mE+M2) -k {1— ] Gy Gy, +2Gc +2Gy) (22)

1E+mk’

K 2
Z—?{TGM + 2GC +§TGQ }],

1/2
DCZX:4mMp{—k2[1— d H GM[T(GM—ch—ngQH

max

E+mM?

m p2

DC.. = -2kG,, [2(mE—rM2)[GC +§GQJ+T(M2 +mE)G, ~7 (M2 +mE)(rGM +2G, +§TGQH .

Coefficients of the polarization transfer from the target electron to the recoil one, ¢,

Consider the scattering of the unpolarized deuteron beam on the polarized electron target (the polarization of the
scattered deuteron is not measured) in the case when the polarization of the recoil electron is measured.
The part of the leptonic tensor which corresponds to the case of the polarized target and recoil electron has the following
form

IS IS
L, (5,,8,) = —(kl -8,k -8, +7s1 .szjgﬂv +7(s]”szv +s1vszﬂ)— (23)

=518, (Koo, + K, N+ 5y (81,50, + 80Ky, )4y -5, (8K, + 55k, )

2u 2u

where s, is the polarization four-vector of the recoil electron which satisfies the following conditions:

2u
ky-s,=0,s2=—-1.

In the Lab system, where the target electron is at rest, the polarization four-vector of the recoil electron has the
following components

°52
m m+ég,

S2={]€2.§2 E +k2(k2'§z) ’ (24)

where & , is the unit vector describing the polarization of the recoil electron in its rest system and ¢, is the recoil electron

energy.
The dependence of the differential cross section of the reaction d +é — d +¢€ on the polarizations of the initial
and recoil electrons has the following form

d_a(” £ )_l(d_a
de 51’52 2 dk2

] (141,88, +1,8,6, +1.6.6. +1 8.5 +1.E.E, |, (25)

where ¢, i, j = x,y,z are the coefficients of the polarization transfer from initial electron to the recoil one.

The explicit expressions of the polarization transfer coefficients, as a function of the deuteron form factors, can
be written as

xx

Dt =(2m® —kzsinzé’e){Hl +4%[E2 ~A(M? +2mE)]}+

H 2
+4k,sind, —22{4ﬂmpEc0st9£,sim96 + Mk, {(1 +7)cos6, —sinb, (z’ +2 E 5 ﬂ}
M M
2 HZ 2 2
D, =2m*{H, + 4W[E —A(M?+ sz)] , (26)

Dt =4k,cos0, %[(Mz —-2E? ) k,cos0, +4Amp (m +E+ Ecos™0, )J +
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+2m’ <1+2/100s26’e){H1 +4%[52 ~A(2E* -M? +2mE)]},

Dt _ = 4k,sin6, %[(MZ -2E? )kzcosﬁy + ZmpE] +
. 2 HZ 2 2
+4Acos0,sind, {m H + W[4mE(mE + pkycosO, ) +k (M + 2mE)J},
Dt., = 4k,sin6), %[(MZ ~2E")k,cos6, + 2mp(2mA+24E - E) |+

+4Acos0,sind, {mzH1 +%[4mE(mE + pkycos6, )+ k* (Ez +p+ ZmE)]},

where A =—k*/(4m*).

In conclusion, the differential cross section and polarization observables for the elastic reaction induced by
deuteron scattering off electrons at rest are calculated in the one-photon-exchange approximation. The following
polarization observables have been calculated:

1 - the asymmetries, 4, caused by the tensor polarized deuteron beam,

2 - the spin correlation coefficients, C,, caused by the polarized electron target and the vector polarized deuteron

beam,
3 - the coefficients of the polarization transfer from the target electron to the recoil one, ¢, .

Numerical estimations are given for the analyzing powers (asymmetries) due to the tensor polarization of the
deuteron beam (see Fig.1). They are calculated using the parametrization of the electromagnetic deuteron form factors
from Ref. [18].
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MOJISIPU3AILIAHI EGEKTUA B PEAKII d +e¢” > d +e”
Tennagpiii I. Tax?, Muxaiizo I. KonuaTauii?, Mukoaa I1. Mepenkos?, Auapiii I'. T'ax?, Ersie Tomaci-I'ycradccon®
“HayionaneHuil Haykosutl yeHmp « XapxiecvKuil Qi3suko-mexHiyHutl iHcmumymy
61108 Yxpaina, m. Xapxis, eya. Axademiuna, 1
bXapxiscoruii nayionanvnuil ynisepcumem imeni B.H. Kapasina
61022, Vkpaina, m. Xapxie, ni. Ceoboou, 4,
¢IRFU, CEA, Yuieepcumem Ilapuc-Cakne, 91191, Kugp-crop-Ieemm, @panyis
JudepeHniiansHui nepepis Ta Mospu3aLiiHi CiocTepe)xyBaHi Ul IPY)KHOT peakiii iHyKoBaHOT pO3CIsTHHSIM JEHTPOHA Ha €IEeKTPOHI
B CTaHi CHOKOI0 d + e~ — d + ¢~ obuncineni B oxHOGOTOHHOMY HabmmkeHHi. OOUHCIeH] HacTyIHI HONIPU3aLiifHi CIoCTepexKyBaHi:
1- anami3yroui 3maTHOCTI (acumerTpii), 2- KOe]ilieHTH CIIHOBHX KOpEIslid 0OYMOBJICHHX MOBUIBHOIO IOJSIPH3ALIEI0 €JISKTPOHA
MillleHi Ta BEKTOpa MOJLSIpH3aLil My4yKa JeUTpOHiB, 3- KoedilieHTIB Mepeaayi mosipu3arii BiJ JOBITEHO MOISPU30BAHOTO SIEKTPOHA
MilIeHi [0 eNeKTpoHa Bimmaui. JludepeHmianpHU Tepepi3  Ta MONAPU3AIiiHI CIIOCTEPE)KyBaHI BHPaKCHI B TepMiHAX
enexTpomartithux gopmdaxropis aefitpona: G, (3apsposuii Mononoins), G, (Marnithuii qunons) Ta G, (3apsA0BUH KBaApyIIOIb).

IpuBeneHi YnCIOBI OLIHKY AJIsI aHATI3YIOUHX 31aTHOCTEH (acCHMeTpiil) 00YMOBIICHUX TEH30PHOIO MOJSIPU3ALIEI0 ISHTPOHHOTO My YKa.
Bonu obuncineni sk QyHKIT eHeprii my4ka JeWTPOHIB IS JesKOl BETMYMHH KyTa po3CistHHs ( KyTa MiX HampsMOM Iy4Ka JIeHTPOHIB
1 IMOyJIbcoM eJeKTpoHa Bimmadi). s dYMCIIOBHX OOYHMCICHb BHUKOPHCTAHO ICHYIOUY (DEHOMEHOJOTIYHY MapaMeTpu3alio
CJIEKTPOMAarHiTHUX (opMpakTopiB AelTpoHA. BUABIAETECS, IO aHANI3YIOUi 31aTHOCTI (acCHMETpil) 301IBIIYIOTECS 3 POCTOM €HEepril
ITy4Ka ACHTPOHIB 1 BOHH MaIOTh IOMITHY Uy TJHBICTB 0 BEIMIMHH KyTa po3citoBaHHs. Oco0nuBuil iHTEpec 10 i€l peakuii nousrae y
JIOCIIIJDKEHHI MOIIMBOCTI BUKOPHCTATH TaKy PEaKIilo Ul BUMIPIOBAHHS IOJISIPU3ALil ITydKa JSHTPOHIB BUCOKOI €HEpril.
KJIIOUYOBI CJIOBA: nosnsipu3aniiiiHi siBUIIa, €I1EKTPOH, AeHTpOH, acumeTpii, popMbpakTopu
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A new method of improving mode selection in cavities of sub-terahertz second-harmonic gyrotrons is investigated. As an example, a
second-harmonic gyrotron with frequency of 0.3 THz is considered. The gyrotron is designed for collective Thomson scattering
(CTS) diagnostics of fusion plasmas and has a limited output power due to competition between the operating TE132 mode and first-
harmonic modes. For suppression of the first-harmonic competing modes periodic longitudinal corrugations are used in the gyrotron
cavity. Such corrugations can induce coupling of the normal cavity modes known as azimuthal Bloch harmonics. The corrugation
depth is set close to the half- and quarter-wavelength of the operating second-harmonic mode and competing first-harmonic modes,
respectively. Under this condition, longitudinal corrugations of the cavity generally have only a slight effect on the operating mode,
but can initiate strong conversion of the competing modes to high-order Bloch harmonics. The full-wave method of coupled
azimuthal harmonics is applied to investigate the influence of dimensions of the corrugated gyrotron cavity on eigenvalues, ohmic
losses and beam-wave coupling coefficients for the operating TE132 mode and the most dangerous competing modes. Using the self-
consistent theory of beam interaction with the operating and competing modes, the most optimal parameters are found for a gyrotron
cavity with mode-converting corrugations, which ensure the widest range of a single mode operation for the 0.3-THz second-
harmonic gyrotron. It is shown that, in this range, the gyrotron output power can be increased from 100 kW to 180 kW, as required
by CTS plasma diagnostics. It is found that output mode purity of the 0.3-THz second-harmonic gyrotron falls off due to mode-
converting corrugations, which induce undesirable coupling of the operating TE132 mode with neighboring Bloch harmonics in the
output section of the gyrotron cavity.

KEYWORDS: gyrotron, cyclotron harmonic, cavity, mode-converting corrugations, starting current, output power

Gyrotron is the most powerful source of sub-terahertz waves for widespread applications, including advanced
spectroscopic methods, material processing, sensing and imaging techniques, biomedical research, plasma diagnostics,
etc. [1-4]. It is a vacuum electron device, which is capable of producing more than 100 kW of output power in the
frequency range between 0.1 and 0.4 THz. This capability of a gyrotron makes it the only suitable radiation source for
plasma diagnostics based on collective Thomson scattering (CTS) [5-7]. However, in a gyrotron, high operating
frequency places a stringent requirement on applied magnetic field, which is intended to guide a helical electron beam.

This requirement is much relaxed in gyrotrons operated at the second (or higher) harmonics of the cyclotron
frequency. That is why second-harmonic gyrotrons with medium-field magnets are recognized as advantageous
radiation sources in the sub-terahertz-to-terahertz frequency range. However, in these gyrotrons, an additional constraint
on output power emerges [5, 6]. It is imposed by competition from the first-harmonic modes, which inherently possess
low oscillation thresholds (starting currents).

To discriminate against the first-harmonic competing modes advanced gyrotron cavities with improved mode
selection are required. Among them are coaxial cavities [8-12]. In a coaxial cavity, the modes are discriminated by a
coaxial insert. The insert dimensions are usually selected to be small enough to have only a slight effect on the operating
mode. Therefore, the operation of a coaxial-cavity gyrotron benefits from little sensitivity to the fabrication imperfections
and misalignment of the coaxial loading. Unlike the operating mode, competing modes, which have smaller caustic radii,
are suppressed by losses induced by the coaxial insert. The first-harmonic whispering-gallery (WG) modes are usually the
remaining competitors, which can hinder high-performance operation of second-harmonic gyrotrons [11, 12].

Mode-converting wall corrugations can be applied to further improve the selectivity properties of advanced
cavities for second-harmonic gyrotrons [13, 14]. Contrary to impedance corrugations [15-19], such corrugations induce
coupling between normal modes (azimuthal Bloch harmonics) of the cavity and thereby affect frequencies of cavity
modes, their ohmic losses and coupling with an electron beam [20-22]. According to [13, 14], in a cavity of a second-
harmonic gyrotron, the depth of mode-converting corrugations should be selected close to half wavelength of the
operating mode. In this case, the operating mode is generally weakly affected by corrugations of the cavity wall, while
characteristics of the first-harmonic competing modes undergo a material change. As a result, the corrugation width and
number can be optimized in such a way as to provide the most efficient suppression of the first-harmonic competitors in
a corrugated cavity of a second-harmonic gyrotron. Thus, in a second-harmonic gyrotron, the use of a cavity with
optimized corrugations is expected to have a beneficial effect on stability and efficiency of single-mode operation. The
aim of this paper is to provide the design of the gyrotron cavity with mode-converting corrugations, which aid in
suppressing the first-harmonic WG modes and improving the performance of a second-harmonic gyrotron. As an
example, we consider the 0.3-THz second-harmonic gyrotron designed for CTS diagnostics of fusion plasmas [11]. In
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coaxial cavity of this gyrotron, the operating TE 3, mode and first-harmonic WG modes are the only modes, which are
unaffected by the coaxial insert and are identical to modes supported by a hollow cylindrical cavity.

BASIC EQUATIONS
In a gyrotron, an electromagnetic radiation is produced by the interaction between a helical beam of electrons
gyrating in applied magnetic field B, = Bje, and TE mode (£, =0) excited at the s-th harmonic of cyclotron

frequency @,, in a metal cylindrical cavity. In the general form, this interaction is described by the following system of
equations:

o JArk
{AL +¥+k2jRCEL :—ZTJL

dp 1

—=——e¢|E+—|vx(B+B

R AL
where p=m,vy, v, ¥ :(1—\/2 / e’ )_]/2, e and m, are the momentum, velocity, relativistic factor, charge and rest
mass of beam electrons, respectively, j, is the transverse component of beam current density, ¢ is the speed of light in
vacuum, {E(r,t),B(r,t)} = {E(r),B(r)} exp(—iot) are the electric and magnetic fields of TE mode, @ is the angular
frequency, k = w/c.

In cylindrical coordinates {r,(p,z} , the field components of TE mode can be written as

ik oY oY
E =—V(z)—, E, =—ikV (z)— 2
= VGG =T () @
v O 1., \o¥
B.=kiV ()Y, B =V () By =V (2) 5

where V(z) and k, are the mode amplitude and transverse wavenumber, respectively, ¥ = ‘If(r,(p) is the membrane

function, which satisfies the Helmholtz equation A ¥ =—k;¥ and describes the transverse field structure in the

gyrotron cavity.
We consider an open-ended cylindrical cavity, which incorporates longitudinal wedge-shaped corrugations

(Fig. 1).
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Figure 1. Longitudinal and transverse cross-sections of the corrugated cylindrical cavity

In such gyrotron cavity, the membrane function has the form [13, 20, 22]
> 4,1, (r)exp(ik,p). 0<r<R

iX,g, (r)cos((f, (¢+%D, R<r<R,
=0

¥ 3
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where f

n

(r)=J, (k.r)/J; (k,R), k,=m+nN is the azimuthal index of the 7 -th Bloch harmonic, N is the number
J. (kr)N. (k R,)=J. (k RN, (k.r) A 0

i (K R)NL (k,R,)=J. (k.R)NL (KR) ™ g,
and N, (-) are the m-th order Bessel and Neumann functions, respectively, R, =R+d, d and w=g¢,R are the

of periodic corrugations, R is the cavity radius, g, (r)=

corrugation depth and width, respectively.

The transverse wavenumber k, =R ;((1 —i/ (2Q0hm)) and membrane function ¥ are derived from the boundary
and continuity conditions for the field (2). Here O, 1is the Q-value associated with ohmic losses of the TE mode in a
metal gyrotron cavity with finite electric conductivity o . For the TE,,, mode of a smooth-walled cylindrical cavity
(d=0 or w=0), one obtains y =4, ,, O, =0\ ~R/S, (1—m2/y,;%p) and ¥ = 4, f, (r)exp(img), where &, is

ohm

the skin-depth and 2/

m,p

is the p -th root of the function J, (-).

The amplitude V(z) of the TE mode and electron beam dynamic can be found from (1), initial conditions for
beam electrons and outgoing-wave boundary conditions at both ends of the cavity (for more detail, see [14]). Hence one
can determine the transverse electronic efficiency 77, = 1—<|p LB|2 / |p lO|2) as a function of beam parameters and cavity
dimensions, where (-) denotes averaging over the beam electrons having the initial p , and final p , transverse
momenta. The efficiency 7, is greater than zero, if the beam current /, = j j.dS, exceeds the oscillation threshold 7,

known as a starting current.

One of the main factors affecting the interaction efficiency is the beam coupling with s -th harmonic TE mode. In
a cavity with longitudinal wall corrugations, each TE mode has the form of multiple Bloch harmonics (see (3)), which
have their own beam-wave coupling coefficients. For the n-th Bloch harmonic with amplitude 4,, such coefficient

reads as [14]:

J. (k
C:’S _ A’? k”—x( ch) , (4)
N

mn

where 7, is the beam radius,

= ) R 1 R 1
N,, 220 Al w22t (2)+(2 —kf)ﬁf(z)}(o—zzzl)folz K;‘i‘;]gﬁ (1?‘{]—[1—7%3(1)—1}
P )(2 S 2 Rdz f/z 2[ Rdj 2 /2 2
LA Ny [P 2L -2t 2 1= ~1].
+§0S 5 1:1| 1| |:(R2 Zz 8|\ X R zgl(Z) Zz & (Z)

Among Bloch harmonics, there is always a dominant harmonic with maximal beam-wave coupling strength
C, = max {Cf’s} . Usually such harmonic has the main effect on efficiency of beam interaction with s -th harmonic TE

mode supported by a corrugated gyrotron cavity.
From the knowledge of the interaction efficiency, one can determine the total power of TE mode interacting with
the helical electron beam

Ptot = nellbl/b’ (5)

where 7, =1, &’ / (1+a2) is the total electronic efficiency, ¥, is the beam voltage, @ =v,,/v,, is the pitch factor,

v,, and v, are the initial transverse and longitudinal electron velocities, respectively.

Inside the interaction region, the total wave power must be balanced in accordance with the following
conservation law:

ont = P(mz + Puhm H (6)

where P . is the output power leaked out from the output end (z =z, is the

out

) of the gyrotron cavity (Fig. 1) and P,

out hm

ohmic power dissipated in metal cavity walls.
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For the cylindrical cavity with longitudinal wall corrugations, the power balance condition (6) can be reduced to
the following dimensionless form:

zZG,.), (M

s mn

16

I, =2Re8|f (&, ) + ﬂ/jz e
10

2

s—1
I ! . v, . L
where [, =64 -2 [;‘)(ij ] , I,=mc’[e~17 is the Alfven current, y, =1+ c L is the initial
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E=z b 0 Pao === Jk*—k?, Z =(1-i)kS, is the normalized impedance of the conducting surface,
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o, 1s the Kronecker delta.

The relation (7) provides useful check on numerical solutions of the self-consistent system of equations (1). As the
corrugation depth or width approaches zero, it reduces to the well-known condition of power balance in a smooth-
walled cylindrical gyrotron cavity [23].

EIGENVALUES AND OHMIC LOSSES OF THE CAVITY WITH LONGITUDINAL WALL
CORRUGATIONS
In a gyrotron cavity, the effect of longitudinal wall corrugations is mainly determined by the ratio of corrugation
depth d to mode cutoff wavelength A =27R/y and therefore is different for the first-harmonic (s =1) and second-
harmonic (s =2 ) modes [13, 21]. It alters the mode eigenvalue y , ohmic quality factor O, ~and beam-wave coupling
coefficient C, . One can take advantage from this fact with the goal to discriminate against the first-harmonic competing

modes of the second-harmonic gyrotron.
As an example, the 0.3-THz second-harmonic gyrotron operated in the TE;3, mode [11] is considered. The beam
parameters are as follows: [, =10 A, V, =60 kV, ¢ =1.2 and . =0.2 cm. The gyrotron is originally equipped with a

smooth-walled coaxial cavity of the radius R =0.32 cm. A coaxial insert of the cavity is used to suppress all first- and
second-harmonic competing TE,,, modes with relatively small caustic radii R, , = R|m| / 4, , - However, it has no

effect on the first-harmonic WG modes with |m| / 4, , >0.7. These modes are close to those of a hollow cylindrical

cavity and may constitute a threat to high-performance operation of the 0.3-THz second-harmonic gyrotron.

We consider longitudinal corrugations of the cavity wall as a possible means for discrimination against WG
competing modes of the 0.3-THz second-harmonic gyrotron. The coaxial insert of the cavity is ignored. The
corrugations are assumed to have the depth d =0.05 cm and width w=0.02 cm. The corrugation depth of 0.05 cm is
adopted to fulfill the condition d ~ A/2 for the operating TE;3, mode. Under this condition, the effect of wall
corrugations on the operating mode is generally weak [13, 14].

Fig. 2a shows the cutoff frequencies f, =cy / ( 27rR) of the gyrotron cavity versus the number N of corrugations
for m =13. One can see that within the frequency spectrum, there is the mode, which has the eigenvalue close to 5 ,
for a wide range of N . This mode is the operating mode, which has the form of nearly pure fundamental (7 =0) Bloch
harmonic with k, = m =13 and resembles the TE;3, mode of the conventional smooth-walled cavity. Unfortunately, in
close proximity to the operating mode, there is the mode ( f, = 297.34 GHz) with dominant high-order (n # 0) Bloch

component. It corresponds to the TE74 mode of a smooth-walled cavity. This mode (high-order Bloch harmonic) can be
coupled with the TE;3, mode (fundamental Bloch harmonic) for N =2,3,4,5,6,10,20. Even though such a mode

coupling is generally weak for d ~ 1/2, it may emerge in a corrugated gyrotron cavity with increase in mismatch
between d =0.05 cm and /2. Because of fairly small caustic radius of the TE;4 mode, this coupling must be

avoided. Otherwise, one might expect suppression of the operating mode by a coaxial insert introduced in the original
cavity of the 0.3-THz second-harmonic gyrotron.
For the operating and neighboring modes, the maximal beam-wave coupling coefficients C; are shown in Fig. 2b.

One can see that the operating mode exhibits the coefficient C,, which is close to the coefficient Cf,o) of beam coupling
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with TEi3, mode of the original smooth-walled cavity. The exceptions are N =13 and N =20. In this case, the
operating TE;3, mode suffers from conversion to high-order Bloch harmonics, which correspond to TE.j3, and TE.74

modes and are characterized by weak coupling with electron beam. Clearly such situation is unfavorable for the
operating mode.

2 || b
320 * XK K % * * 1.0 A ‘ :
* Ak x * * ~ * *x * *
t R E R *  * ~ T 3. =~ : * % =
~N ** x % * X % * Kl @) *
T 310 TE 0.8
5 13.2 QO
il * Kk k| Kk Kk ok * = TE b=
. 74 = * TE
I -2 -
S 300 * % * = 0.6 " TE;,
g I_ | ] I_I _. ___________________ _ _ . 8 * * " TE7 4
5 1" C 5
& * X=Hisn &0 0.4
& 290 > x x . =
o I * =3
R xFxex*x  * * Q
O x x * * O 02
280 ¥ |- * *
* * *
0.0 ;t: AL 2 PR b S UL Y
0 5 10 15 20 25 0 5 10 15 20 25
Number of corrugations N Number of corrugations N

Figure 2. (a) Cutoff frequencies and (b) beam-wave coupling coefficients CS/ CS(O) of modes of the corrugated gyrotron cavity

versus the number N of corrugations for m =13, where CS(O) is the beam-wave coupling coefficient of the TE 132 mode of a smooth-
walled cylindrical cavity

Fig. 3 shows the ohmic Q-value O, of the operating TEi3» mode versus the number of corrugations. As the
conducting surface of the corrugated cavity expands with N, the ohmic Q-value decreases. For N =13 and N =20
one can see a distinct drop in O, . As discussed above, conversion of the operating mode to high-order Bloch

harmonics happens in this case. Thus, in the design of the corrugated cavity for the 0.3-THz second-harmonic gyrotron,
the number of corrugations must not be set to 2, 3, 4, 5, 6, 10, 13, 20 to avoid degradation of the gyrotron performance
due to conversion of the operating mode to neighboring Bloch harmonics.
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Figure 3. The ohmic Q-value of the operating mode supported by the corrugated gyrotron cavity versus the number N of
corrugations, where Q') is the ohmic Q-value of the TE132 mode of a smooth-walled cylindrical cavity

The competing WG modes of the 0.3-THz second-harmonic gyrotron are the first-harmonic modes with
m=7,8,9. For these modes, the longitudinal corrugations, which have about a quarter-wavelength depth, initiate a
strong coupling of multiple Bloch harmonics [13, 14]. Fig. 4a shows the cutoff frequencies of the corrugated gyrotron
cavity versus N for m=7,8,9. It is easy to see that decrease in N magnifies the number of the first-harmonic
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competing modes in the vicinity of the operating mode. These competitors have the form of complex mixture of
fundamental and high-order Bloch harmonics, which correspond to whispering-gallery and volume modes, respectively.
Due to presence of the volume component, the competing modes might be suppressed, once a coaxial insert is
introduced into the gyrotron cavity. However, it is not the goal of the present paper to investigate such possibility. For
this reason, the design consideration is restricted to the cavity with relatively large number of corrugations, which
provide fairly sparse spectrum of the first-harmonic competing modes of the 0.3-THz second-harmonic gyrotron.
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Figure 4. (a) The same as in Fig. 2a, but for m=7,8,9 , and (b) the normalized ohmic Q-values of the most dangerous competing
(0)

ohm

modes with m =7,8,9 , where is the ohmic Q-value of the TEs,1 mode of the smooth-walled cylindrical cavity

The effect of longitudinal corrugations of the cavity wall on the ohmic losses of the first-harmonic modes with
m=17,8,9 is shown in Fig. 4b. In this figure, the ohmic Q-value is plotted as a function of N for the most dangerous
competing modes having the smallest frequency separation from the operating mode. One can see that the dependence
of 0, on N is non-monotonic. This is due to the fact that the composition of Bloch harmonics for these competitors
changes abruptly with number of corrugations. Because of mode conversion the competing modes can have volumetric
field pattern for some N . In this case, their ohmic Q-values exceed those of the first-harmonic WG modes of the
smooth-walled gyrotron cavity.

One can conclude from the above discussion that the optimal number of longitudinal corrugations for the cavity of
the 0.3-THz second-harmonic gyrotron equals 15. First, for N =15 the operating TEi3,> mode is in the form of pure
fundamental Bloch harmonic. Second, this mode features sufficiently high beam-wave coupling coefficient and ohmic
Q-value. Third, first-harmonic competing modes are well separated from the operating mode and are somewhat
suppressed by ohmic losses in the corrugated cavity. Finally, compared to the operating mode, the competing modes
suffer from larger degradation of the beam-wave coupling strength in the gyrotron cavity equipped with 15 longitudinal
corrugations. This can be seen from Table 1, where C](O) (s=1)and C§°> (s =2) are the coefficients of beam coupling

with TEg; and TE 3, modes of the smooth-walled gyrotron cavity, respectively. Thus, the optimized corrugations are
expected to improve the selectivity properties of the cavity for the 0.3-THz second-harmonic gyrotron.

Table 1. Beam-wave coupling coefficients for the operating (s =2, m=13) and competing (s =1, m =7,8) modes of the
corrugated gyrotron cavity with R =0.32 ¢cm, d =0.05 ¢cm, w=0.02 cm,and N =15

Mode X C, C. /Cfo)
m=13 19.92 0.017 0.97
m=7 10.76 0.0078 0.68
m=38 10.76 0.0102 0.89

BEAM-WAVE INTERACTION IN A CORRUGATED CAVITY FOR THE 0.3-THZ
SECOND-HARMONIC GYROTRON
For the 0.3-THz second-harmonic gyrotron equipped with original smooth-walled cavity, the starting currents of
the operating second-harmonic TE 3, mode and competing first-harmonic TEs; mode are depicted in Fig. 5a by the
dashed lines (see also [11]). One can see that the operating mode is the only oscillating mode in the wide range of
magnetic fields from 5.78 T to 6.08 T, provided that the beam current equals 10 A. At the same time, at higher beam
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currents the competing TEs; mode presents a barrier to stable operation of the 0.3-THz second-harmonic gyrotron.
Moreover, it seems likely that this mode can completely suppress the operating second-harmonic mode for 7, >15.

Longitudinal corrugations with d =0.05 cm, w=0.02 cm and N =15 are used in order to improve mode
selection in the cavity of the 0.3-THz second-harmonic gyrotron. The effect of wall corrugations on the starting current
of the operating TE 3, mode is shown in Fig. 5a. It is evident that this starting current is somewhat shifted due to
corrugations, which have a slight effect on the eigenvalue y , ohmic Q-value O, and beam-wave coupling coefficient

hm

C, of the operating mode.
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Figure 5. (a) Starting current as a function of the guided magnetic field for the operating TE132 mode and first-harmonic WG modes
of the 0.3-THz second-harmonic gyrotron equipped with optimized corrugated cavity and (b) the gyrotron output power versus B,
for 7, =10 Aand I, =15 A

In contrast to this, the first-harmonic competing modes of the 0.3-THz second-harmonic gyrotron are radically
altered by corrugations of the cavity wall. Fig. 5a shows the starting currents for the most dangerous modes, which lie
close to the gyrotron operating region. Among them, there are no modes with azimuthal index m =9 . The remaining

competing modes have the form of coupled Bloch harmonics with |k,

of the gyrotron cavity induce coupling between co-rotating fundamental harmonics with m =+7 and m=+8 and
counter-rotating negative first harmonics with k£, =-8 and k , =-7, respectively. Such two pairs of coupled Bloch
harmonics form two cavity modes, which have identical eigenvalues and differ in beam-wave coupling strength.
Examples are two modes having the eigenvalue y =9.08. Among them, the mode with k, =m =+7 exhibits the
strongest coupling with electron beam and therefore has a fairly small starting current (Fig. 5a). By contrast, the other
mode with k, =m =+8 is weakly coupled with beam and has the starting current larger than 22 A, which is far apart
from the oscillation region of the operating TE;3» mode. As is seen from Fig. 5a, application of the cavity with
optimized longitudinal corrugations extends a single-mode oscillation region of the 0.3-THz second-harmonic gyrotron.

As a consequence, the operating mode becomes free from any competing modes for the beam currents up to 15 A. This
situation is favorable for increasing the output power of the 0.3-THz second-harmonic gyrotron.

Fig. 5b shows the output power of the 0.3-THz second-harmonic gyrotron versus magnetic field for /, =10 A and
1, =15 A. One can see that increase in beam current from 10 A to 15 A makes it possible to enhance the peak output

power from 100 kW to 180 kW and widens the frequency tuning range of the operating TE3, mode. It should be
stressed that the operating mode is the sole oscillating mode in this range. Thus, there are no obstacles for stable single-
mode operation of the 0.3-THz second-harmonic gyrotron with increased beam current and output power.

However, along with beneficial properties of the corrugated cavity for the 0.3-THz second-harmonic gyrotron,
there is a drawback. The operating mode undergoes conversion to high-order Bloch harmonics in the output up-tapered
section of the cavity. The reason is that, in this section, increase in cavity radius enlarges the cutoff wavelength 4 of

the operating mode and thus causes an increase between 4/2 and corrugation depth d =0.05 c¢m. The operating TE3,
mode converts to Bloch harmonics with k£, =-2 and &k, =—17 in the output cavity section. As a consequence, the
purity of this mode falls to about 90% in the output cross-section (z =z, ) of the cavity. Such a degradation of the

output mode purity is shown in Fig. 6 and should be taken into design consideration for the RF output system of the
0.3-THz second-harmonic gyrotron.

=7 and |kn| = 8. This is because 15 corrugations
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Figure 6. The transverse structure of the azimuthal electric field |E ¢| of the operating mode in (a) the main section and (b) output

end of the corrugated cavity for the 0.3-THz second-harmonic gyrotron

CONCLUSIONS

Longitudinal wedge-shaped corrugations are used to improve the selectivity properties of the cavity for second-
harmonic gyrotron. As an example, a 0.3-THz second-harmonic gyrotron designed for CTS diagnostics of fusion
plasmas is considered. The gyrotron operates in the TE;3» mode and its power-handling capability is limited by
competition from the first-harmonic whispering-gallery modes. The full-wave method of coupled azimuthal harmonics
is applied to investigate the eigenvalues, ohmic losses and beam-wave coupling coefficients of the second-harmonic
operating and first-harmonic competing modes as functions of dimensions of a corrugated gyrotron cavity. For this
cavity of the radius R=0.32 cm, the optimal depth d =0.05 cm, width w=0.02 cm and number N =15 of
corrugations are determined. Such optimized corrugations are shown to have a little effect on the operating second-
harmonic mode, but cause rarefaction of the spectrum of the first-harmonic competing modes. The latter fact provides
the possibility to extend the single-mode oscillation range of the operating mode to higher beam currents as
demonstrated by the self-consistent theory of beam-wave interaction in the corrugated gyrotron cavity. For the 0.3-THz
second-harmonic gyrotron, this enables the operating beam current to be increased from 10 A to 15 A. Such increase in
beam current is shown to imply the increase of the gyrotron output power from 100 kW to 180 kW and thus provides
further improvement in performance of the 0.3-THz second-harmonic gyrotron. In output wave radiated from the
corrugated cavity of this gyrotron, the content of the operating mode is found to be about 90%. This disadvantage calls
for further investigation, but does not negate the advantages of using mode-converting wall corrugations in cavities of
second-harmonic gyrotrons.
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T'O®PH 3 KOHBEPCIEIO MO/ 1JIs1 PE3OHATOPIB I'TPOTPOHIB HA JIPYTTi IUKJIOTPOHHIN
TAPMOHIII I3 MOJINMIIEHUMHA POBOYNMU XAPAKTEPUCTUKAMHU
T.I. Tkauosa?, B.I. lllepoinin?, B.I. Tkauenko™®
“Hayionanenuil Haykosuil yeump "Xapriecvoruil ¢hizuxo-mexuiunuu incmumym", 61108 Xapxis, Vkpaina
bXapxiscoruii nayionansnuii ynieepcumem im. B.H. Kapazina, 61022 Xapxis, Ypaina

JlocnipkeHO HOBUHM METO[| NMOJIIMIICHHS CENEeKIi MOJ B Pe30HATOpax CyO-TeparepHoBUX TipOTPOHIB, SKi MPAIIOIOTh HA APYTii
TapMOHIIll IUKJIOTPOHHOI 4acTOTH. SIK NMPHKIax PO3rSIHYTO TipOTPOH HA NPYTili NUKIOTPOHHIM rapMmowini 3 yactotoro 0.3 TI'm.
lipoTpoH po3pobisieThCss AL 3aCTOCYBaHHS B CHCTEMI JIarHOCTHKHM TEPMOSJEPHOI IUIa3MM Ha OCHOBI KOJEKTHBHOTO
TomconiBebkoro poscitoBants (CTS) Ta XxapakTepu3yeThest 00MEXEHOI0 NOTYKHICTIO BHACTIZIOK KOHKYypeHIii pobouoi TE13,2 Moau 3
MOJIaMH Ha MepIii MKIOTPOHHIH rapMoHiui. [{yis mpuraMyBaHHsS KOHKYPYIOUMX MO/ Ha MEpILiif rapMOHilli B pe30HaTOpi ripoTpoHa
3aCTOCOBaHI MEPIOAMYHI TO3I0BXKHI TrodpH, 0 BUKIMKAIOTH 3B'A30K HOPMAJbHUX OA3UCHUX MO, BIJOMHUX SK a3HUMYTalbHi
rapMoHiku brnoxa. ['mnbuna mmx rodpiB Oyna oOpaHa OMM3BKOIO IO TOJIOBUHH Ta YBEPTi JOBKUHH XBWII U1 poOouoi mMomu
TipOTpOHa Ta KOHKYPYIOUMX MOJ Ha INEpIIilf IUKIOTPOHHIM rapMOHII, BiAMOBiAHO. 3a Takoi yMOBHU ITO3/OBXHI rodpu Ha CTIiHII
pe3oHaTOpa MaroTh, SK MPABHJIO, JIMIIEe HEICTOTHUH BIUIMB Ha poOOdy MOy, ale pa3oM i3 TUM MOXYTb NPU3BOAUTH J0 CHIIBHOI
KOHBepCil KOHKYpYIOUMX MoJ y TapMoHiku broxa Bucokoro mopsaky. Ctpormii Merol 3B'I3aHHX a3MMyTIBHHX T'apMOHIK
3aCTOCOBAHO ISl JIOCIHI/DKCHHS BIUIMBY PO3MIpiB TOGPOBAHOTO PE30HATOPA HA BJIACHI 3HAYCHHS, OMIYHI BTPATH Ta KOCQIlli€eHTH
3B'A3KY 3 My4koM a1 po6ouoi TE132 Monu Ta HaiiOinbI HeOe3NeYHUX KOHKYPYIOUHMX MOJ. 3a J0INOMOTOI0 CaMOY3IOJDKEHOI Teopii
B3aeMOJii myyka 3 poOOYOI0 Ta KOHKYPYHOUMMH MOJAMHU BH3HAUCHI HAilOLIbII ONMTHMasbHI MapaMeTpyu pe3oHaTopa TipoTpoHa i3
MO3IOBXKHIMH rodpamu, ski 3a0e3meuyroTh HaMmmpmui miamazoH oxHoMomoBoi pobdotu 0.3-TI'm riporpoHa Ha Ipyrii
LOUKJIOTPOHHIN rapmoHimi. [loka3ano, o B JaHOMY Jiana3oHi BUXiJHA MOTYXHICTh TipOTpoHa Moke OyTH 30iibmena 31 100 kBt xo
180 kBT, sk Toro motpebye CTS nmiarHocTHKa mia3mu. BussiieHo, o Mo1oBa 4yucToTa Ha Buxoi i3 pezonaropa 0.3-TT'm riporpona
Ha JIPYTii IUKIOTPOHHIN rapMOHILI TOTIPIIy€eTHCS Yepe3 ToppyBaHHS Pe30HATOPA, SIKE IPU3BOAUTE 0 HEOaXKaHOTO 3B'I3Ky poOoUol
Mo TE13.2 13 cycimHiMu rapMoHikaMu biioxa y BUXIZHUHN CeKIlii pe30HaTOpa ripoTpoHa.

KJIIOUOBI CJIOBA: ripoTpoH, IHKJIOTPOHHA I'apMOHIKa, Pe30HATOp, ro(pu 3 KOHBEPCI€0 MO, CTapTOBUH CTPYM, BHXiIHA
MOTY)KHICTb.
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The paper discusses the similarity between dissipative generation and superradiance regimes for systems of excited quantum emitters
placed in an open cavity. In the case of the existence of a resonator field due to reflections from the ends of the system, a dissipative
generation regime is usually realized. In this case, the decrement of oscillations in the waveguide in the absence of radiators turns out
to be greater than the increment of the arising instability of the system of radiators placed in the resonator. When describing this mode,
the influence of the emitters on each other and the sum of their own fields is neglected. The resonator field forces the oscillators to emit
or absorb quanta synchronously with it, depending on the local value of the population inversion. Lasing takes on a weakly oscillatory
character due to an asynchronous change in the population inversion of the system of emitting dipoles (nutations), which have a ground
and excited energy levels. To describe the process, the equations of the semiclassical theory based on the use of the density matrix are
quite sufficient. In the case when there is no resonator or waveguide field, taking into account the eigenfields of the oscillators becomes
essential. To simulate the superradiance process, large emitting particles are used, to describe which one should use the equations for
the density matrix. It is shown that the interaction of quantum emitters in this case is due to electromagnetic fields under conditions
when the overlap of their wave functions is insignificant. Equations are obtained that allow considering the process of interaction of
emitters. When the emitters interact, an integral field is formed in the resonator, an increase in the intensity of which leads to
synchronization of the emitters. It is shown that the characteristic times of the development of the process, as well as the attainable
amplitudes of the excited fields for dissipative regimes of generation and regimes of superradiance of emitters filling an open resonator,
are comparable.

KEYWORDS: dissipative regimes of generation, superradiance, open resonator.

In the well-known work [1] R. Dicke, considering the interaction of oscillators or emitters, which are actually
combined into one quasiparticle, discovered the possibility of their coherent radiation. Moreover, in the quantum case,
we can talk not about the phase synchronization of the oscillators, as in the classical consideration, but only about an
increase in the probability of radiation, which actually leads to the same result. The overlap of their wave functions leads
to an increase in the probability of spontaneous emission of this quasiparticle in comparison with the probability of
emission of individual oscillators or emitters' [2].

If the oscillators or emitters are separated in space, the overlap of their wave functions becomes imperceptible?. The
interaction of quantum emitters in this case is due to electromagnetic fields. In this case, the Rabi frequency determines
the oscillatory nature of the change in the population inversion of the system of emitting dipoles (nutations), which have
a ground and excited energy levels. The probabilities of stimulated emission and absorption of field quanta are also
determined by the Rabi frequency [3].

In open systems, when the reflection of waves from the boundaries of the system is weakened, dissipative generation
modes and superradiance modes can be realized [2, 4-8].

A resonator or waveguide field, the intensity of which is sufficiently high in the case of low energy losses, is formed
due to reflections from the ends of the system. In this case, the influence of emitters on each other can often be neglected.
The field of the resonator or waveguide forces some of the oscillators to emit and absorb quanta synchronously with it,
providing a significant coherence [9]. This stimulated emission usually exceeds the sum of incoherent emitters
eigenfields; therefore, taking them into account in such a regime of instability development is often insignificant.

In the superradiance mode, a resonator or waveguide field may not be present in the system of oscillators, since
these modes are realized in open systems with weak reflection of the excited oscillations from the ends of the system. In
a quantum system, at large values of the number of excited oscillators and their tight localization, spontaneous emission
at a high density of emitters remains, as a rule, extremely insignificant in relation to the radiation induced.

Usually, in the absence of a resonator or waveguide field, the total field of such spontaneous electromagnetic
emission very large number of particles of the active substance (which emit only one quantum in a rather arbitrary chaotic
manner) is inversely proportional to their number and not able to synchronize them. However, with the use of an initiating
external field capable of synchronizing the emitters, the superradiance regime may well be realized. If the number of
emitters is small, the levels of the total spontaneous electromagnetic radiation may be sufficient to form an integral field
that synchronizes the emitters, as shown below. In open systems, with a sufficiently high level of radiation from the ends

1 That is, the coherence of radiation of a bunch of particles, the size of which is much smaller than the wavelength, is found both in the quantum
description of this phenomenon and in the classical one.
2 The velocity distribution of free electrons in semiconductors is indicative in this sense [9].
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of the system, both a dissipative excitation mode of a waveguide or resonator field by non-interacting with each other
emitters, and a superradiance mode of the system, when there is no waveguide field, and each emitter participates in
creating a sufficiently intense integral field, are possible.

The aim of this work is to consider the features of dissipative generation regimes and superradiance regimes for
systems of excited quantum emitters placed in an open resonator.

This is first of all comparison of the characteristic times of these processes, as well as the attainable amplitudes of
the excited fields. The similarity of the superradiance regimes and dissipative regimes of generation of quantum oscillators
is shown in this case.

DESCRIPTION OF GENERATION PROCESSES BY A SYSTEM OF QUANTUM EMITTERS
Thus, it is rational to consider the behavior of emitters in a quantum-mechanical way, and the field - in the classical
representation. Below, we will consider the behavior of quantum emitters, the wave functions of which do not overlap
and their interaction is determined only by the electromagnetic field. In this case, a semiclassical description model based
on the use of a density matrix is applicable. Neglecting relaxation processes, the equations for the components of the
density matrix can be written in the form

d 2i
E(paa = Pw) = _;[dbapab —d P lE, (D

d . i
Zpah +la)ah ab — _E(paa _pbb)dabE ] (2)

where the electric field is represented in the form E + E* = A(¢)-exp{—iwt} + A*(¢)-exp{iwt} , and the rapidly changing

—i@,t

polarization of one emitter has the formd,, p,, +d,, p,, . From p, = p e = p,,e " let us determine slowly
changing quantities for the polarization of the emitter p =d,, - p,, and d ,p,, =d*, p*, = p *also write down the

system of equations for the inversion of one emitter iz = (p,, — p,,) and p :

d 2i _ — 2 _ —
E(paa _pbb) = _;[dbapabA*_dubpbaA] = _?[pA*_p *A] > (3)

d _ i
Ep:_g(paa_pbb)|dba ‘2 4. 4

Using these representations, one can obtain equations for the semiclassical model. In the one-dimensional case, which we
restrict ourselves to, for perturbations of the electric field £ , polarization P , and population inversion slowly varying
with time £/ , describing the excitation of electromagnetic oscillations in a two-level active medium, whose equations can

be represented as (see, for example, [11, 12])

2 2 2
N e A (5)
ot ot Ox ot
*P  oP 20|d,, |
— iy — P=—2_ uF 6
8[2 7/12 at @ h /’l s ()
8_;1: _2 < Ea_P>’ (7)
ot how ot

where the frequency @ of the transition between the levels corresponds to the frequency of the field, we neglect the
relaxation of the inversion due to external causes, & is the decrement of absorption of the field in the medium, d , is
the matrix element of the dipole moment (more precisely, its projection onto the direction of the electric field),
u=n-(p, —p,) the difference in populations per unit volume, 0, and P, the relative populations of levels in absence of

a field, 7, is the width of the spectral line, 7 is the density of the dipoles of the active medium.

Here, the linewidth is inversely proportional to the lifetime of the states, which is due to relaxation processes. The
fields are represented as £ =[E(¢)-exp{—iwt}+ E*(¢)-exp{iot}]and P =[P(t)-exp{—iwt}+ P*(¢)-expliot}].
Wherein < E* >=2| E(¢)|° . The number of field quanta is then equal < E* > /4zhw =2 | E | /4zxhw = N . For slow
varying amplitudes, the equations

OE

—+0, - E =2inwP 8
6t D > ()
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oP(t) |dy P
—+y,P(t)=—"—uE, 9
o 7,P() i H ©)
ou 2i
L =ZEOP*(0)-E*(OPW), (10)
o
here we additionally took into account the line width };, .
From equation (6), by simple transformations, we find
ON i
— 420N =—-[P()E*(t)-P*(t)E(1)], (11)
ot h
where you can get the conservation law
ON 0
S iasN+ £~ (12)
ot 20t

DISSIPATIVE GENERATION MODE
We are interested in the case of a large level of radiation losses (®>1) in a resonator filled with an active substance.
We believe that the emitters do not interact with each other, but exchange energy only with the integral field of the

resonator. The increment of such dissipative instability is equal y = }73 /8, >>y,,, that is, it significantly exceeds the

natural line width, where the role of the nondissipative increment 7, =€,/ \/5 is actually taken over by the Rabi
frequency Q, =2|d,, [|E, |/, where< E > *=2|E, [’=[4rhwu,]"* . The equations that describe the radiation

process of a quantum source (occupying a region b the size of the radiation wavelength) take the form

oM

—=-N 13
37 , (13)
ON
CE-MN, (14)
or

whereM = u/ 1y, N = 4(5; /}75) “(N/p,), N=<E>" /4zhw - is the number of quanta,
o, = (_[C <E>? /4m)dS / j (< E >? /4r)-dV = c/ b is the effective decrement of the resonator field in the
s v

absence of an active medium, b is the size of the resonator. Along the length of the system b , as in [13,14], we arrange
the sectors

. J
Nj(f=0)=2-N(T=O)-Sm2{27r§+a}, (15)
moreover
1 S
N(@) =< N,(7) (16)
S A
Equations (13) - (14) for the sectors are:
oM, N
=-N,, 17
or / 17
ON,
62'/ =M;-N;, (18)
moreover
1 M
M(r) =<2 M, (7). (19)
j=1

Parameters: N(z =0) =1/3600, M(r =0)=M (zr =0)=1, S=100.
Figures 1 and 2 show the time dependence of the average number of quanta N and inversion M.
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Figure 1. Time dependence of the average number of quanta N. Figure 2. Time dependence of the mean inversion M.

Figure 3 shows the distribution of the inversion over the sectors Mj at different times: at the time of growth
(t=4.5), maximum (t = 6.55) and decrease (t = 10) of the number of quanta (see Fig. 1).

T T T T T T T T T T T T
1 1
1
| 0
0 _
0.5 I
0 -1 ! ! ! ! _3 l ! ! l
0 20 40 60 80 0 20 40 60 80 0 20 40 60 80
=4.5 1=6.55(maximum of N) =10

Figure 3. Distribution of inversion by sectors M; at different points in time

SUPER RADIATION MODE
Previously, we considered the interaction of emitters with the field of a waveguide or resonator, and the emitters did
not directly affect each other. In the same section, we will consider the interaction of emitters only with each other in the
absence of an external resonator field. This interaction mode, with emerging self-synchronization of field generation
sources, can be considered a superradiance mode. The equation for the field of an individual radiator is

0’E  ,0°E s — o
—c =drw” -p-e"”" O6(z 20
6t2 6Z2 p ( 0)» ( )
where can we find the value
- 2r-0-M 1 _ ilz—z
Alzt) === S 3 Pz 1)
c s

where M =n,, -b is the total number of emitters, and 7, is the density of emitters per unit length.

From equations (1) - (3) we obtain a system of equations for the polarization and inversion of the j-th large particle-
emitter.
where can we find the value

d 2i _ _

Z(pm, —Pp) = ;[p *A-pA*], (22)
d _ i

E = _E(paa = Pw) | dy, |2 4, (23)

using the relations P, =P(z,,7), M, =M(z,,7),as wellas 1, = p,(r = 0),
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2 _ 2m-@-|d,, | - pty -1y b
z:fZ, U= M p:|dab|‘% ‘P, t=1/y, T, =&, n,-b=M, , where y = | b;z oM is the increment of
% c
the process, we write system (20) - (21) in the form
d % k
ZMj=—2-[Pj A, +PA*], (24)
d
O =MA, (25)
where for A; = A(Z,,7) the relation
A2 =SR2 0 ¢7 (26)

The last expression can be represented as A(Z,7) = |A(Z ,z')| e o(Z,7)is the phase of the field at point Z. It

should be borne in mind that for the dimensionless representation of the field we have divided by y7 / |d »a| - Then, for the

total amplitude of the electric field in this normalization, the expression E = 2|A(Z , T)| is valid.
It is important to note that the growth rate 7/:27r-a)-|d,m|2 Uy, N, -b/ hcin the semiclassical model of

superradiance corresponds to the growth rate y = 7, / 5, of dissipative instability.

For 4000 emitters distributed at the wavelength, at P, (7 =0) =P, exp(iy/; ) , where the polarization phases ¥, of the

emitters are random valuesy, < (0+27), P, =0.1, M(r=0)=1, I',, =0 ,we obtain the following results of the

numerical solution. Figure 4 shows the time dependences of the field amplitude on the left and right of the system and
the maximum inside the emitter and the average inversion of the system. Figure 5 shows the time dependence of the mean
inversion of the system.

E M
0.4 05
0
0.2
-0.5
-1
0 10 20 T
Figure 4. Dependence of the field amplitude on time, Figure 5. Dependence of the average inversion of the system

1-max(E(Z,7)), 2-E(Z =0,7),3-E(Z = 1,7). M = %Z M(Z,,7) on time
J

As can be seen from Figures 4 and 5, energy is pumped from the system of emitters into the electromagnetic field.
The field has two approximately equal maxima at times t = 13.2 (E = 0.52) and t = 15.8 (E = 0.555). The first maximum
is on the right edge of the system (Z = 1), the second is on the left (Z = 0). When setting other random initial phases of
the polarization of the emitters, the field maximum of approximately the same magnitude and at approximately the same
time was observed only at one of the edges of the system.

From the initial moment to reaching the maximum, the formation of a field with a minimum in the middle of the
system is observed. In this case, there also occurs (mainly in the region of high fields) a decrease in the inversion and an
increase in the polarization modulus. The polarization phases are also synchronized. The polarizations of neighboring
emitters are rather quickly collected in a narrow band of angles. In the region of maximum fields, the polarization phases
of the emitters are also synchronized with the field phase. This leads to the fact that the difference between the phase of
the polarization of the emitter at a point and the phase of the field at this point is close to zero. Figure 6 shows the
distributions of some characteristics at the moment t = 15.8 (the second maximum of the field on the left edge)

Figure 6a) demonstrates a field dip in the middle of the system. In fig. 6b) shows the greatest decrease in inversion
at the right edge, where the first field maximum was formed; the decrease at the left edge occurs more slowly in
accordance with the slower formation of the field maximum in this region.

In the region of the field maximum, the polarization modulus is larger (Fig. 6¢) and the greatest synchronization of
the polarization phase and the field phase (Fig. 6d). Note that at the instant T = 13.2, in the region of the field maximum
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on the right edge, there was the greatest synchronization of the polarization phase and the field phase, and the inversion
decreased.

E T T
L
0.4 0.4 y B M
0.2 0.2 "??f 2
0 0 I Y N
0 02 04 06 08 7 0 0204 06 08 Z 0 02040608 1
a) b) c)

Figure 6. Distribution along the length of the system of quantities
a) field modulus, b) emitter inversion, ¢) emitter polarization module, d) difference between the polarization phase of the emitter and
the field phase.

Further, the field falls rapidly along the edges of the system (faster on the right edge) and an area of relatively larger
field in the center is formed, although it does not reach its maximum values. Figure 7-8 shows the field and inversion
distribution at T = 30.
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Figure 7. Distribution of the field modulus along the length

Figure 8. Distribution of the inversion of emitters along the

of the system at t = 30. length of the system at T = 30.

CONCLUSIONS

The similarity of dissipative generation regimes and superradiance regimes for systems of excited quantum emitters
placed in an open cavity is shown.

In open systems, with a sufficiently high level of radiation from the ends of the system, both a dissipative excitation
mode of a waveguide or resonator field by non-interacting with each other emitters, and a superradiance mode of the
system, when there is no waveguide field, and each emitter participates in creating a sufficiently intense integral field, are
possible.

The dissipative generation mode is realized in the case of the existence of only a resonator field due to reflections
from the ends of the system. For this generation mode, the decrement of oscillations in the waveguide in the absence of
emitters turns out to be greater than the increment of the resulting instability of the system of emitters placed in the
resonator. The influence of the emitters on each other and the sum of their own fields are neglected. To describe the
process, the equations of the semiclassical theory based on the use of the density matrix are quite sufficient.

The superradiance mode can manifest itself in the case when there is no resonator or waveguide field. Then taking
into account the eigenfields of the oscillators becomes essential. To simulate the superradiance process, we use large
emitting particles, which can be described by equations for the density matrix. It is believed that the interaction of quantum
emitters in this case is due to electromagnetic fields under conditions when the overlap of their wave functions is
insignificant. When the emitters interact, an integral field is formed in the resonator, an increase in the intensity of which
leads to synchronization of the emitters into the cavity volume.

It is shown that the characteristic times of the development of the process, as well as the attainable amplitudes of the
excited fields for dissipative regimes of generation and regimes of superradiance of emitters filling an open cavity, are
practically the same. The asymmetric behavior of the field in the superradiance regime is associated with the choice of
the initial conditions. You can make sure that the field strength in the superradiance mode is expressed in terms of the
radiation intensity, that is, where, (see the notation in front of formula (13)).

Two values of the maxima in Fig. 4 correspond to values equal to 0.27 and 0.31, respectively. Thus, for the same
resonator, the increments of superradiance and dissipative instability are practically of the same order of magnitude, and
the intensities of the excited field turn out to be comparable. The saturation mechanism of instability regime is the decrease
of the inversion level and also the appearance of resonator regions where induced attenuation dominates [13,14].
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HAHNIBKJIAYACHI MOJIEJII JUCATTATABHOI'O PEXKUMY HECTIMKOCTI TA HAJIBUITPOMIHIOBAHHS
CHUCTEMU KBAHTOBUX BUITPOMIHIOBAYIB
Kyxain B.M., Jlazypuk B.T., Iloksionckuii €.B.
Xapxiecvkuil Hayionanvrutl ynieepcumem imeni B.H. Kapaszina, Xapxis, Ykpaina
Csoboou na. 4, Xapxie, Yrpaina, 61022

Y po6oTi 0OTOBOPIOETHCS MOAIOHICTh TUCUITATHBHUX PEKUMIB TeHEpalii Ta pe)KHMMiB HaABUIIPOMIHIOBAHHS JJIsI CHCTEM 30y IKEHUX
KBaHTOBUX BHITPOMIiHIOBaiB, MOMIIIEHNX Y BIIKPUTHIA pe3oHATOp. Y pa3i iCHyBaHHS Pe30HATOPHOTO TOJIS 32 PaXyHOK BiIOWUTTS BiX
TOPLIB CHCTEMHU 3BHYAMHO peali3yeThcsi NUCHIATHBHUII pexuM reHepauii. IIpu HbOMy IEKPEMEHT KOJHMBAaHb y XBHIICBOJI HPH
BiZICyTHOCTI BHIIPOMIHIOBAUiB BHSIBIISIETHCS OijIbIIE IHKPEMEHTa BHHUKAIOYOI HECTIMKOCTI CHCTEMU BHIIPOMIHIOBAUiB, MOMIIIEHOI B
pe3onarop. [Ipu onuci bOro pexxuMy BILUTMB BUIIPOMIHIOBaUiB OZIMH HA OJHOTO i CyMa IX BIaCHUX HOJIiB HeXTyeThes. [Tone pe3onaropa
3MyIIy€ OCHMISITOPH BHIIPOMIHIOBAaTH 200 IOTJIMHATH KBAaHTH CHHXPOHHO 3 HUM, B 3QJISKHOCTI BiJl JIOKaJBbHOTO 3HA4YCHHs iHBepCil
3acenieHOCTi. ['eHepauisi HaOyBae ci1ab0 OCLMJIITOPHUI XapakTep 4Yepe3 HECHHXPOHHY 3MiHY iHBepCii 3aceneHOCTi CHCTeMH
BUIPOMIHIOIOUHUX AUTIONIB (HyTawii), [0 MAIOTh OCHOBHUII 1 30y KeHuit piBHI eHeprii. [1Jist Onucy HpoIecy KoM 0CTaTHHO PIBHIHB
HaMIBKJIACHYHOI Teopii, 3aCHOBAHOT Ha BUKOPUCTAHHI MaTPHIIl MIIJIBHOCTI. Y pa3i, KOJIX pe30HATOPHE a00 XBUIICBIIHE TOJIE BiICYTHE,
BpaxyBaHHs BIACHUX MOJIB OCIWIIATOPIB CTa€ icTOTHUM. J{JIs1 MOZIENIOBaHHS MPOIIECY HAABHIIPOMIHIOBAHHS 3aCTOCOBYIOTHCS BEJTUKI
YaCTKHU-BHIIPOMIHIOBAUi, IS OIHCY SIKUX CIiJ CKOPUCTATHCS PIBHSAHHAMHU Ui MaTpumi minbHocTi. [lokaszano, mo B3aemomnist
KBaHTOBHX BHIIPOMiHIOBayiB B IIbOMY BHITaKy 00YMOBJICHA CICKTPOMArHITHUMH IOJISIMH B YMOBaX, KOJIM MEPEKPUTTS X XBUIILOBHX
¢yHKuidi HecyTTeBo. OTpHMaHi pPIBHSHHS, IO JO3BOJLSIIOTH PO3MITHYTH Ipoliec B3aemonil BumpoMiHioBauiB. [Ipm B3aemonmii
BUIIPOMIHIOBAaYiB B PEe30HATOpPi (OPMYETHCS IHTErpajbHE I0JIe, 3POCTaHHS IHTEHCHBHOCTI SIKOTO NPHU3BOJHUTH JIO CHHXPOHI3aLlil
BUMpOMiHIOBaYiB. [loka3aHO IO XapaKTepHi 4Yach PO3BHUTKY IPOLECY, @ TAKOX JOCSKHI aMIUNITyAd 30y/KEHHX IOJIB s
JUCHIIATHBHUAX PEXUMIB TeHepallii Ta pekMMiB HaIBUIPOMIHIOBaHHS BUIIPOMIHIOBAUiB, IO 3alIOBHIOIOTH BiIKPUTHI pe30HATOP,
BUSIBJISIIOTBCS TOPIBHIOBAHHMH.

KJIFOYOBI CJIOBA: mucunaTtvBHI pe:KUMH TeHepallii, HaJBUIPOMiHIOBaHHS, BIIKPUTHI pE30HATOD
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Microstructure and nanohardness evolution in 18Cr10NiTi and 18Cr10NiTi-ODS steels after exposure to argon ion irradiation has
been studied by combination of nanoindentation tests, XRD analysis, TEM and SEM observation. ODS-modified alloy was produced
on the basis of conventional 18Cr10NiTi austenitic steel by mechanical alloying of steel powder with Y(Zr)-nanooxides followed by
mechanical-thermal treatment. XRD analysis has showed no significant changes in the structure of 18Cr10NiTi steel after irradiation
at room and elevated temperatures (873 K) and in ODS-steel after irradiation at 873 K, whereas the evidences of domains refinement
and microstrain appearance were revealed after irradiation of 18Cr10NiTi-ODS steel at room temperature (RT). Layer-by-layer TEM
analysis was performed to investigate the microstructure of alloys along the damage profile. The higher displacement per atom (dpa)
and Ar concentration clearly lead to increased cavities size and their number density in both steels. The swelling was estimated to be
almost half for 18Cr10NiT-ODS (4.8%) compared to 18Cr10NiTi (9.4%) indicating improved swelling resistance of ODS-steel. The
role of oxide/matrix interface as a sink for radiation-induced point defects and inert gas atoms is discussed. The fine dispersed oxide
particles are considered as effective factor in suppressing of cavity coarsening and limiting defect clusters to small size. The hardness
behavior was investigated in both non-irradiated and irradiated specimens and compared to those at RT and elevated temperature of
irradiation. The hardness increase of unirradiated ODS-steel is associated mainly with grain refinement and yttrium oxides particles
addition. The hardening of 18Cr10NiTi-ODS after Ar ion irradiation at RT was found to be much lower than 18Cr10NiTi. Black dots
and dislocation loops are observed for both steels in the near-surface area; however, the main hardening effect is caused by the
cavities. Oxide dispersion strengthened steel was found to be less susceptible to radiation hardening/embrittlement compared with a
conventional austenitic steel.

KEYWORDS: austenitic steels, oxide particles, irradiation, microstructure, cavities, nanohardness, swelling, hardening, radiation
resistance.

Structural materials of modern technical devices operate under extreme conditions (high temperatures, high
mechanical stresses and high radiation doses). Exposure of materials under irradiation in nuclear reactors leads to
changes in the crystalline structure at the atomic level due to the nucleation of various kinds of defects (such as voids,
bubbles, dislocation loops and stacking faults). These defects can dramatically degrade the physical properties of reactor
materials through swelling, irradiation hardening, embrittlement, irradiation creep, etc. [1].

Gen IV nuclear reactors concept imposes increased demands on structural materials. Therefore, the main
challenge for reactor material science is the development of materials with high irradiation resistance that can
operate at high temperature and stresses. Ni based super alloys and austenitic steels were considered to be excellent
choice of material due to their close-packed structure. Austenitic stainless steels have high creep resistance but their
void swelling resistance is lower compared to ferritic/martensitic steels. The void swelling resistance in austenitic
stainless steel can be improved by strengthening with nano-sized stable oxide particles with high density and uniform
distribution in the matrix. The interface “matrix-nanooxide” can serve as effective sink for radiation-induced point
defects and increases the void swelling resistance. So, oxide dispersion-strengthened (ODS) austenitic stainless steels
can be an attractive material because of their corrosion resistance, high-temperature strength and irradiation
properties [2].

Apart from the void swelling neutron irradiation also degrades the mechanical performance of the austenitic
stainless steels during the operation. Irradiation induced hardening due to irradiation defects and helium embrittlement
are essential degradation issues encountered with nuclear structure materials. Early studies mainly focused on the
macroscopic mechanical properties of steels after irradiation, but studies on crucial aspects such as microstructural
evolution, the effect of inert gas implantation, and the interaction with different microstructural characteristics are rare.

Heavy ion irradiation is commonly used technique to simulate neutron damage under reactor conditions, due to
the short periods of time needed to reach relatively high damage levels (several years of neutron irradiation in few
hours). Moreover, the samples are not activated and therefore the study is easy to perform [3]. But, ion irradiation
has a significant drawback — it produces only shallow depth of damage layer, which complicates the study of
mechanical properties. The solution of the problem is possible by using of nanoindentation, TEM and SEM —
methods that probe very small volumes of material which allow investigate the microstructural changes and
mechanical properties after irradiation.

© I. Kolodiy, O. Kalchenko, S. Karpov, V. Voyevodin, M. Tikhonovsky, O. Velikodnyi, G. Tolmachova,
R. Vasilenko, G. Tolstolutska, 2021
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In the present work, we applied these methods to study the changes in the mechanical properties caused by high
energy argon ions irradiation of austenitic stainless steel 18Cr10NiTi and its ODS version. Argon ion irradiation and
nano-characterization were carried out to clarify the effect of nano-oxide particles on defect formation, argon
precipitation and irradiation induced hardening.

MATERIAL AND METHODS

In this study 18Cr10NiTi austenitic stainless steel and it’s strengthened by Y»03-ZrO, nanooxides version were
investigated. Commercial austenitic steel 18Crl10NiTi was used as initial steel. ODS steel was produced by the
mechanical alloying of steel powder with 0.5wt.% of 80%Y,03-20%ZrO, pre-synthesized nanooxides with subsequent
compacting and mechanical-thermal treatment. As the result rolled types of 18Cr10NiTi-ODS steel with thickness of
200 pm were obtained. More detailed technological chain of 18Cr10NiTi-ODS steel production is described in [4].

Irradiation experiments were conducted in the accelerating-measuring system “ESU-2" [5]. The polished samples
were irradiated with a 1.4 MeV Ar" ion beam at irradiation temperatures of 300 and 873 K. The error in the temperature
measurement did not exceed = 5%. The error in the beam current and, consequently of the damage dose, did not
exceed = 10%.

Calculated by SRIM 2008 [6] depth distribution profiles of damage and concentration of Ar atoms implanted in
18Cr10NiTi steel to a dose of 1-:10'7 cm? are shown in Fig. 1. The damage calculations are based on the Kinchin-Pease
model (KP), with a displacement energy for each alloying element was set to 40 eV, as recommended in ASTM E521-
96 (2009) [7]. The average damage level of 50 dpa over the whole projective ranges of Ar" ions instead of the peak
damage level was used.
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Figure 1. The depth distribution of damage and concentration of Ar atoms calculated with SRIM
for 18Cr10NiTi irradiated by 1.4 MeV Ar ions to a dose of 1-10!7 cm™

Nanohardness was measured by Nanoindenter G200 with a Berkovich type indentation tip. Each sample was
applied at least 20 prints at a distance of 35 um from each other. Nominal maximum displacement of 2000 nm was used
for all measurements on unirradiated and ion-irradiated steel [8]. The methodology of Oliver and Pharr was used to find
the hardness [9].

Microstructural and cavities parameter data were extracted using conventional techniques conducted on JEM-
100CX and JEM-2100 transmission electron microscopes, employing standard bright-field techniques. Analysis of
TEM micrographs was performed using image processing software. For transmission studies, samples of 18Cr10NiTi
austenitic stainless steel and its ODS version were prepared as disks of 3 mm in diameter, which were mechanically
thinned to a thickness of 0.22 mm, and then electropolished. To obtain a hole the thickness of the samples was reduced
by standard jet electropolishing in a Tenupol installation in an electrolyte of 80% C,HsOH, 10% HCIOs, 10% C3;HsO3 at
a voltage of 70 V at room temperature. TEM in kinematic bright-field mode was primarily used to characterize
radiation-induced structures.

We divided the whole implantation range into four regions for statistical analysis of the cavity size and volume
density in each region. To remove a specified depth layer of material from irradiated side of the sample the electro-
pulse technique was used and then TEM studies were carried out [10]. The swelling value was calculated from the
cavity size and density within each depth region. The thickness of TEM samples was determined using a convergent
beam electron diffraction (CBED) pattern acquired in the two-beam approximation [11]. The thickness estimation
method is based on a comparison of the measured and simulated intensity profiles across the diffraction disc. Secondary
electron images produced in SEM were used for investigations of as-received and irradiated specimens in regions
surrounding indents.

Structural study of samples was carried out on X-ray diffractometer DRON-2.0 in Co-Ka radiation equipped with
selective absorbing B-filter and scintillation detector. All diffraction patterns were collected under the same conditions.
Standard processing was carried out for diffraction patterns (background subtraction, stripping of the Ka2 doublet,
approximation of the diffraction peaks by the pseudo-Voigt function) to obtain the characteristics of the peaks
(diffraction angle 26, intensity I, integral width B, interplanar spacing d) required for further calculations.
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RESULTS AND DISCUSSION

The initial pre-irradiation microstructures of 18Cr10NiTi steel and its ODS version are shown in Fig. 2. The
structure of 18Cr10NiTi steel (see Fig. 2a) contains annealing twins, precipitates of second phase (carbides and titanium
carbonitrides) and dislocations. Majority of perfect dislocation are extended on partial dislocation with stacking fault
formation. Total dislocations density was ~ 10® cm™; average grain size was ~ 30 pm.

Grain structure of ODS steel (see Fig. 2b) is characterized by fine grains (average grain size was 1.2...2.0 um) and
significant concentration of precipitates with near-uniform distribution. Precipitation’s size varied from several
nanometers to hundreds of nanometers, but the last were a few orders less, thus, its contribution to concentration and
average size was negligible.

Figure 2. Initial structure of 18Cr10NiTi steel (a) and its ODS version (b)

XRD spectra of unirradiated and Ar" ion irradiated samples of 18Cr10NiTi steel and 18Cr10NiTi-ODS steel at
temperatures of 300 K and 873 K are shown in Fig.3-8, results of XRD analysis are summarized in Table 1. All
diffraction patterns were collected under the same conditions. The following samples were taken for analysis:

#1. as-received sample of 18Cr10NiTi steel;

#2. 18Crl1ONiTi steel after Ar* irradiation at T = 300 K;

#3. 18Crl10NiTi steel after Ar+ irradiation at T = 873 K

#4. initial sample of 18Cr10NiTi-ODS steel;

#5. 18Crl0NiTi-ODS steel after Ar* irradiation at T = 300 K
#6. 18Cr10NiTi-ODS steel after Ar" irradiation at T = 873 K.

The diffraction patterns of 18Cr10NiTi steel samples in as-received state and after Ar* irradiation are virtually the
same (Figs. 3-5). These samples are single-phase and consist of austenite Fe-based y-phase with a lattice parameter a =
3.5916+5-10* A. The intensity distribution of the austenite peaks corresponds to a weak crystallographic texture (111).
The diffraction lines are rather narrow, which indicates a coarse-grained state.

In XRD spectra of unirradiated 18Cr10NiTi-ODS steel (Fig. 6) only austenite Fe-based y-phase with a lattice
parameter a = 3.5891+5-10* A is observed. The peaks intensity distribution corresponds to the crystallographic texture
(220). The diffraction peaks are rather narrow indicating a coarse-grained state. After Ar' ion irradiation at 873 K (Fig.
8) no significant change in the structure of ODS-steel is observed. The lattice parameter of austenite (a = 3.5896+5-10
4 A) does not change within the measurement error.

XRD pattern of 18Cr10NiTi-ODS steel after Ar' irradiation at 300 K demonstrated some differences compared to
abovementioned cases. In addition to peaks of Fe-based y-phase which are fully correspond to those ones of the
unirradiated sample a distinguishable broadened peak on the left of the (220) matrix peak was observed (Fig. 7). This
peak could be attributed to the damaged matrix within the implanted layer. In this case, Ar* ion irradiation has two
effects on the structure. First of all, irradiation-induced defects are pinned by nanooxide particles in the surface layer.
Accumulation of dislocations (dislocation walls) in implanted layer leads to the formation of small domains separated
by the dislocations induced local lattice rotations. Also, microstrain appears in this layer due to the radiation-induced
formation of chaotically oriented dislocations. Both small domains size and microstrain cause peak broadening [12, 13].
Moreover, the presence of a large number of dislocation loops is confirmed by TEM micrographs (Fig. 9, a) and their
number is significantly higher at 300K. Second, irradiation at 300K leads to dissolution of nanooxide precipitates [14].
Dissolution of nanooxides elements (Y, Zr and O) in implanted layer increases lattice parameter and as a consequence
peak shift towards the smaller 26 angles is observed. Also swelling causes a residual stress in the implanted layer [15],
which affects the peak shift too. It should be noted, that this effect is observed only at low irradiation temperature, while
at 873 K it appears to be compensated due to the high diffusion mobility of radiation-induced defects.
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Table 1. Phase composition and lattice parameters of investigated samples

Sample Phase Lattice
# composition | parameter, A
1 Fe-y 3.5915
2 Fe-y 3.5917
3 Fe-y 3.5916
4 Fe-y 3.5891
s Fe-y 3.5896
Fe-y (imp) 3.595
6 Fe-y 3.5896

Fig. 9 shows TEM micrographs of 18Cr10NiTi and 18Cr10NiTi-ODS steel samples irradiated with Ar ions to
average dose of 50 dpa at room temperature (RT). In the region of the first 200 nm, irradiation-induced defects of very
small-sized “black spots” and dislocation loops were observed (Fig. 9 a, c). These defects disappeared upon tilting of
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sample by small degrees indicating that these are not precipitates. Fig. 9 b, d represents through-focus micrographs
where some very small cavities are observed at the depth near 450 nm from surface.

< 30

',v.

Figure 9. The microstructure of 18Cr10NiTi (a, b) and 18Cr10NiTi-ODS (¢, d) at specified depth after irradiation at 300 K. (a, ¢) —
at the depth 100 nm from surface, (b, d) — at the depth 450 nm from surface, pointing with arrows some very small cavities with a
size ~ 1 nm, over-focused image +1000 nm (black cavities), under-focused image —1000 nm (white cavities).

The detection of cavities in the Ar irradiated steels at RT was complicated due to their small size. A high error
must be considered for cavity sizes below 1 nm due to the amount of defocus used to detect them. Depending on the
specimen thickness its value was ~1 pum in absolute values. The mean size of the cavities was 1.3 nm with the number
density 1.5-10** m™ for 18Cr10NiTi and 2-3 nm with 5 - 10 m™ for 18Cr10NiTi-ODS steels. Random distribution was
found, they seem not to be attached to any microstructural sinks which would indicate that the nucleation was
preferential.

As the temperature of irradiation increases to 873 K, the process passes to another stage: the swelling gradually
increases. Fig. 10 shows TEM micrographs of Ar implanted 18Cr10NiTi at specified depths. The higher dpa and Ar clearly
lead to increased cavity size, primarily due to the presence of more numerous and larger faceted cavities (see Fig. 8, c).

Fig. 11 shows microstructure of 18Cr10NiTi-ODS steel at specified depth after argon ion irradiation at 873 K.
Most cavities in ODS-steel seems to be rounded, however, there are also faceted cavities. Despite the fact that
significant concentration of precipitates was distributed near-uniform over the sample, areas with reasonably
inhomogeneous distribution of cavities throughout the matrix and from grain to grain and even within the same grain
are observed.

Cavities observed around the precipitates have a density increased by several times and an average diameter in
2-3 times smaller than the cavities formed far from the precipitates (see some cavity clusters highlighted with ovals in
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Fig. 11b,). High vacancy concentration as well as high argon atoms content contribute to the formation of porous
structure both in conventional and in ODS-modified alloys. The enhanced cavities nucleation is attributed to the ability
of argon to trap vacancies and stabilize them [16]. However, at the stage of cavity growth, the inflow of vacancies will
be limited in the case of ODS-steel, because a significant part of the vacancies will drift towards the semicoherent
matrix/precipitation interfaces to compensate for microstrains.

R : s e 7 8 9 10 11 12 13

bble size (nm)

0 12 3 4.5 6 7 8 9 10 11 12113 14

Bubble size (am)

Figure 10. Microstructure of 18Cr10NiTi steel at specified depth 100 (a), 250 (b), 450 (c) and 750 nm (d) after Ar irradiation at
873 K. Cavity size distributions in steel are shown in the inserts.

The evolution of cavities diameter, density and swelling with depth for 18Cr10NiTi and 18Cr10NiTi-ODS steels
irradiated with Ar ions to a dose of 50 dpa at 873 K is shown in Fig. 12. With increasing depth, the bubble sizes and
densities increase up to the peak dpa region (450 nm depth) and then subsequently decrease beyond the Ar implantation
peak region. The average cavity size in ODS-steel is smaller than in base 18Cr10NiTi. The depth dependences of cavity
number density are virtually the same for both types of investigated steels. 18Cr10NiTi-ODS demonstrated good
resistance to swelling. The swelling was estimated to be almost half for 18Cr10NiTi-ODS (4.8 %) compared to
18Cr10NiTi (9.4 %). These data suggest that the fine dispersed oxide particles are obviously effective in suppression of
cavity coarsening and contributes to limiting defect clusters to small size. Part of oxide particles seems to be incoherent
with respect to the matrix from TEM observations. This gives a hint that the oxide/matrix interface is the neutral sink
for point defects as well as grain boundaries.
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Figure 11. Microstructure of 18Cr10NiTi-ODS steel at specified depth 100 (a), 250 (b), 450 (c) and 750 nm (d) after Ar irradiation at
873 K. Cavity size distributions in steel are shown in the inserts.
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Figure 12. Depth dependences of cavities diameter, volume density and cavity swelling at different depths in 18Cr10NiTi and

18Cr10NiTi-ODS steels irradiated of Ar ions to average dose 50 dpa at 873 K
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Fig. 13 shows the hardness as a function of the indenter displacement for unirradiated and irradiated 18Cr10NiTi
and 18Cr10NiTi-ODS steels at RT and 873 K. For all samples in the first 150 nm, there is a significant scatter in the
data through indenter tip artifacts and surface preparation effects. Therefore, data for the first 150 nm will be ignored in
the rest of the analysis. There are no indications of the formation of pile-up lobes or localized slip steps indent in the
unirradiated steels. The irradiated samples also showed virtual, if any, pile-up effect. For this reason, a contact area
correction for the pile-up was not attempted.
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Figure 13. An averaged nanohardness vs indentation depth (a, c¢) and plots of the square of nanoindentation hardness against the
reciprocal of indentation depth (b, d) for unirradiated and irradiated at 300 and 873 K sample of 18Cr10NiTi (a, b) and
18Cr10NiTi-ODS (c, d).

Irradiation with Ar ions up to a dose of 50 dpa at RT and 873 K leads to an increase in nanohardness of implanted
layer. By redrawing the hardness profile in terms of Nix-Gao [17] plot (squared hardness vs. reciprocal depth), the bulk-
equivalent hardness Hy has been evaluated (see Fig. 13 and Table 2). Comparison of the radiation-induced hardening
(AH, the difference of hardness values of irradiated and unirradiated materials) and the corresponding nanohardness
increments described as the ratio of AH and Ho"™™ shows some differences in the data, that are likely to be associated
with the difference in the irradiation temperature and microstructure.

Table 2. Experimentally determined the bulk-equivalent hardness and hardening.

. 18Cr10NiTi 18Cr10NiTi-ODS
Material Ho, GPa | AH,GPa | AH/H™" % | H,, GPa AH, GPa | AH/H™™, %
unirradiated 2.2 32
irradiated at RT 4.70 25 114 435 1.15 36
irradiated at 873 K 3.74 1.54 70 3.66 0.46 14

In the case of unirradiated 18Cr10NiTi samples Ho" " was estimated as 2.2 GPa, while for 18Cr10NiTi-ODS
samples this value was 3.2 GPa. A significant increase in hardness of unirradiated 18Cr10NiTi-ODS appears to be due
to the grain refinement and precipitates as yttrium oxides.



113
Microstructure and Hardening Behavior of Argon-Ion Irradiated Steels... EEJP. 2 (2021)

Generally, irradiation assisted hardening in fcc metals is associated with the formation of Frank loops which,
being sessile in nature, strongly impede the movement of dislocations [3, 18-20]. However, in the present study the
main radiation-induced hardening effect is attributed to cavities formation. Although “black spot” defects, which are
believed to be Frank loops, were also detected, their occurrence was observed mainly in a narrow near-surface region
of irradiated sample (see Fig. 9). Strong dominance of cavity-type defects was revealed by TEM analysis at greater
depths. Observed microstructure transformation appears to be due to the high damaging dose (50 dpa), which is
forcedly associated with the accumulation of a noticeable amount of gas impurity in depth range of 200-800 nm (see
Fig. 1). Due to dpa and gas concentration gradient, different types of cavities can be formed. Depending on
vacancy/Ar ratio and, accordingly, internal gas pressure, the effectiveness of these cavities as obstacles to dislocation
motion can vary.

According to the data of Table 2, the hardening of 18Cr10NiTi-ODS is a much lower than that of 18Cr10NiTi
after Ar ion irradiation at RT. The presence of precipitates as yttrium oxides leads to the formation of nano-sized
cavities with a larger size and lower number density in 18Cr10NiTi-ODS compared to conventional steel. For this
reason, less hardening effect was observed in 18Cr10NiTi-DS, although the contribution of residual stress observed by
XRD analysis in damaged layer of ODS-steel is also possible.

Irradiation at 873 K leads to less increase in hardness in both alloys compared to RT irradiation. Meanwhile, the
difference in hardening between two steels after 873 K irradiation has become even greater. Observed tendencies appear
to be associated primarily with high diffusivity of radiation-induced point defects, and gas atoms and their intensive
interaction with sinks such as grain boundaries and precipitates. These processes substantially influence cavities
formation and evolution. The fine dispersed oxide particles are obviously effective in suppression of cavity coarsening
and contributes to limiting defect clusters to small size. At the same time, the fine-grained structure of 18Cr10NiTi-
ODS has a high density of distribution boundaries, which act as absorbers of radiation defects.

Summarizing, the phenomenon known as radiation induced hardening has been experimentally demonstrated in
18Cr10NiTi austenitic stainless steel and its strengthened version. The increase in hardness values is caused by defects
created during irradiation (such as cavities and dislocations), the formation of which, in turn, depends on the
experimental conditions, such as radiant species nature, irradiation temperature or fluence. At evaluation of hardening
behavior, it is also important to take into account other microstructural characteristics (irradiation independent) such as
grain boundaries, dislocations inherent to the microstructure, precipitated or added particles as yttrium oxides (in the
case of ODS). Thus, by the collection of properties, oxide dispersion strengthened 18Cr10NiTi austenitic stainless steel
is less susceptible to radiation hardening/embrittlement compared to conventional austenitic steel.

CONCLUSIONS

In the present study, we applied the methods of ion irradiation, nanoindentation, XRD analysis, scanning and
transmission electron microscopy to investigate the evolution of microstructure and mechanical properties of
irradiated 18Cr10NiTi austenitic stainless steel and its ODS-modified version. ODS-steel was produced on the basis
of conventional 18Cr10NiTi austenitic steel by mechanical alloying with nano-oxide particles. Argon ion irradiation
was carried out to clarify the effect of oxide particles on defect formation, argon precipitation and irradiation induced
hardening.

XRD analysis showed no significant changes in the structure of irradiated specimens, with the exception of
domains refinement and microstrain appearance in ODS-steel after irradiation at room temperature.

Layer-by-layer TEM analysis revealed spatial distribution of radiation-induced defects along the damage profile.
Dislocations and cavity-like defects were observed in both steels. The higher dpa and Ar concentration clearly lead to
increased cavities size and their number density. The swelling was estimated to be almost half for 18Cr10ONiT-ODS
(4.8%) compared to 18Cr10NiTi (9.4%) indicating improved swelling resistance of ODS-steel. Fine dispersed oxide
particles are shown to be effective in suppression of cavity coarsening and contributes to limiting defect clusters to
small size.

The main hardening effect is caused by cavities in both steels. Due to oxide particles, the hardening of
18Cr10NiTi-ODS after Ar ion irradiation at room and elevated temperatures is lower than 18Crl10NiTi. Oxide
dispersion strengthened 18Cr10NiTi austenitic stainless steel is less susceptible to radiation hardening/embrittlement
compared with a conventional austenitic steel.
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MIKPOCTPYKTYPA TA 3MIIIHEHHSI CTAJIEM X18H10T I X18H10T-/130,
OINPOMIHEHUX IOHAMMUM APT'OHY
Irop KoJoniii®, Osexcanap Kanbuenko?, Cepriii Kapnos?, Bikrop Boepoain®’, Muxaiisio TUXOHOBCHKHIA?,
Ounexciii Besuxoaniii?, 'anuna Toamauyosa?, Pycian Bacuienko?, 'anuna Tosctorynbka®
“Hayionanvnuii naykosuii yenmp “‘Xapkiecoxuil izuxo-mexuiunuti incmumym’”, Xapkis, Ykpaina
bXapriscoruii nayionansnuii ynisepcumem iveni B.H. Kapaszina, Xapxis, Ypaina

BuBueno 3miny MikpocTpyktypu i HaHoTBeppocTi B ctaimsix X18H10T ta X18H10T-/130 micis ompoMiHEHHS i0HaMH aproHy 3a
JIOTIOMOTOI0 KOMOIHaIii MeTO/iB HAaHOIHAEHTYBaHHS, PEHITCHOCTPYKTYPHOIO aHalli3y, IPOCBIUyI04Y0l Ta CKAaHYIOYOi eJIeKTPOHHOI
Mikpockormii. Moaudikosanuii J[30 cruiaB OyB oTpuMaHHil Ha OCHOBI 3BMUaiiHOi aycteniTHOI cTami X18H10T uuisixom MexaHi4HOTO
JIETYBaHHSI CTAJICBOTO IOPOIIKY HaHOOKCHAaMH Y (Zr) 3 MOAANBIIOI TePMO-MEXaHIuHOI0 00poOKoi0. PeHTreHOCTpyKTYpHUit aHaIi3
HE TO0Ka3aB CyTTEBHX 3MiH B CTpyKTypi ctami X18H10T micis onmpoMiHeHHS pW KIMHATHIH 1 miaBuIIeHuX Temmeparypax (873 K) i B
J30-crani micns onpomineHHs npu 873 K, Toxi sk o3HaKH NOAPIOHCHHS TOMEHIB 1 MOSABU Mikpoaehopmarii Oyiau BUSBICHI MiCIs
onpominenHst crtaini X18H10T-A30 npu kimuartHii temmeparypi (KT). Ilomaposuit IIEM-anami3 mpoBoguBcst Uit JOCIIDKEHHS
MIKPOCTPYKTYPH CIUIaBIB B3IOBXK NMPO]IIS MOIIKOPKEHb. BNBII BHCOKAa KOHIEHTpAMisl IOMIKOKEHb 1 Ar SBHO NMPU3BOAWUTH IO
30UTBIIEHHST PO3MipYy MOPOXHUH i X MIIBHOCTI B 000X cTaiax. Posmyxanns cxiano maibke monosuny it X18H10T-/130 (4,8%) y
nopiBHsHHI 3 X18H10T (9,4%), mo cBigunTth npo modjimmenuii omip posmyxanHio B O/13-ctami. OOroBOpIOETECS POJIb TPAHMII
PO3MOMITY OKCHA/MATPUIIS SIK CTOKY U pagialliiHUX TOYKOBUX Ne(EKTiB i aTOMIB iHepTHOro rasy. JIpiOHOIHMCIIEPCHI YacTKH
OKCHY PO3IJISAAIOTBCS K e(PEeKTHBHUH (akTOp B MPHUTHIYCHHI YKPYIHCHHS MOPOXKHUH 1 OOMEKCHHs CKYIYeHb Ae(eKTiB
HEBENMKHM po3MipoM. [ToBeqiHKY TBEpAOCTi TOCIIKYBAIN K Ha HEONPOMIHEHHUX, TaK 1 Ha ONMPOMIHEHHX 3pa3Kax i MOPiBHIOBAIH 3
TaKUMH [IpU KIMHATHIHM Temmepatypi 1 migBHUIICHIH TeMueparypi onpoMineHHs. [linBumenHs TBepaocTi HeonpoMiHeHoi JI30-craii B
OCHOBHOMY IIOB'SI3aHO 3 MOAPIOHEHHSM 3€pHa 1 JOAaBaHHAM YAacTHHOK OKcHAy iTpiro. 3mimueHHs crami X18H10T-A30 micms
ONpOMiHEHHS i0HAMHM Ar HpH KIMHATHIH TeMmeparypi BusiBWiIocs HaOarato Hikde, HDK X18HI10T. [Ins obox crameit B
IIPUITOBEPXHEBiH 001acTi criocTepiraloThesi YOPHI TOUKU 1 AUCIOKANiifHI MeTNi; OJHAK OCHOBHUH e(eKT 3MIIHEHHS 00yMOBIEHHI
nopoxHuHaMmu. Byno BcranoBieHo, 1o JI30-cTanh MEHII CXHWJIbHA O PAIiallifiHOrO 3MIIlHCHHS/OKPHXUYCHHS B TOPIBHSAHHI 31
3BHYAIfHOIO ayCTEHITHOIO CTAJLTIO.

KJIIOYOBI CJIOBA: aycreHiTHI cTami, OKCHIHI YacTHHKH, OIPOMIHEHHS, MIKPOCTPYKTYpa, MOPOXXHHUHH, HAHOTBEPIICTh,
PO3IyXaHHs, 3MIIHEHHsI, paiamiiiHa CTIHKICTh
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The effects of substitution of Fe in the boron-rich Fe-B—C alloys, containing 10.0-14.0 % B; 0.1-1.2 % C; Fe — the remainder, 5.0 %
Ti, Al, or Si (in wt. %) have been studied with optical microscopy, X-ray diffractometry, scanning electron microscopy, energy
dispersive spectroscopy. Mechanical properties, such as microhardness and fracture toughness, have been measured by Vickers
indenter. The microstructure of the master Fe-B-C alloys cooled at 10 and 103 K/s consists of primary dendrites of Fe(B,C) solid
solution and Fex(B,C) crystals. It has been found that titanium has the lowest solubility in the constituent phases of the Fe-B—C
alloys, with preferential solubility observed in the Fe(B,C) dendrites, where Ti occupies Fe positions. This element has been shown
to be mainly present in secondary phases identified as TiC precipitates at the Fex(B,C) boundaries. Titanium slightly enhances
microhardness and lowers fracture toughness of the boron-rich Fe-B—C alloys due to substitutional strengthening of Fe(B,C)
dendrites and precipitation of the secondary phases. The level of the content of Al or Si in the Fe(B,C) and Fex(B,C) solid solutions
and quantity of the secondary phases observed in the structure suggest that more Al or Si are left in the constituent phases as
compared with Ti. These elements mainly enter the crystal lattice of Fe2(B,C) phase replacing iron atoms and form at their
boundaries AlB12C and SiC compounds respectively. The additions of Al and Si to the boron-rich Fe-B—C alloys help to modify their
fragility: while they slightly decrease microhardness values, addition of these elements improves the fracture toughness of the
constituent phases. Increase in a cooling rate from 10 to 10° K/s does not bring about any noticeable changes in the solubility
behavior of the investigated alloying elements. The rapid cooling gives rise to microhardness and fracture toughness of the phase
constituents which average sizes significantly decrease. The effects of the alloying elements on the structure and mechanical
properties of the investigated boron-rich Fe-B—C alloys have been explained considering differences in the atomic radii and
electronic structure of the solute Ti, Al, or Si atoms.

KEYWORDS: structure, iron borides, alloying elements, solubility, microhardness, fracture toughness.

Materials scientists have been striving for several centuries to develop new materials that are stronger, stiffer, and
more ductile than existing materials and which can be used at high temperatures [1-3]. It is very important to work out
structural materials that require less processing cost and to improve their properties, such as elevated temperature
strength and stiffness. Improved properties can ensure higher performance characteristics resulting in extended
lifetime [4-6]. The need for these improvements is of particular importance in developing iron alloys [7,8].

The boron-rich Fe—B—C alloys containing more than 10 wt. % B have attracted lots of interest because they can
give a challenging opportunity for the potential industrial usage [9,10]. Many investigations have been focused on the
solidification behavior of the Fe—B—C alloys [11,12]. These alloys exhibit a broad variety of high physical, chemical,
mechanical, and tribological properties [13,14]. Meanwhile, their brittleness retards the development of practical
applications. Therefore, boron-rich Fe-B—C alloys have a potential for applications, such as coatings [15,16] or
reinforcement particles of composite materials [17,18].

For the use of boron-rich Fe-B—C alloys in many other applications, alloying these alloys with other elements is
crucial to achieve the performance specifications that are required. The elements, commonly used for alloying, include
titanium, aluminum, silicon etc. [19-23]. But influence of their additions is mainly studied on the Fe-B—C alloys
containing up to 3 wt. % B [24-32]. That is why, the research of the effects of alloying by titanium, aluminum, silicon
of the boron-rich Fe—B—C alloys produced by the conventional solidification method as well as clarification of their
solubility are particularly important for further development of these new materials. Besides, cooling rate during
producing alloys also greatly contributes to the solubility of alloying elements in phase constituents thus affecting their
properties [33].

Thus, better understanding of the solidification microstructure of the Fe-B—C alloys system with additional
elements is essential to support the utilization of these materials. Further work is necessary to understand the solubility
behavior of alloying elements in the Fe-B—C alloys and a phase change caused by their addition. Therefore, the purpose
of the present work is to investigate the alloying effects of Ti, Al or Si and influence of cooling rate on the structure and
mechanical properties of boron-rich Fe-B—C alloys.

MATERIALS AND METHODS
To investigate the structural and mechanical properties of the phases which are present in the cast Fe—-B—C alloys
cooled at 10 and 10° K/s, these alloys were prepared in the following compositional ranges: B (10.0-14.0 wt. %),
C (0.1-1.2 wt. %), M (5 wt. %, where M — Ti, Al, or Si), Fe (the remainder). The alloys were prepared by melting of
© 0. V. Sukhova, 2021
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chemically pure components (<99.99 wt. %) in alumina crucibles in a Tamman furnace. The molten alloys were cooled
in the air at the rates of 10 and 10> K/s. The chemical analysis was carried out using SPRUT SEF-01-M fluorescent X-
ray spectrometer, and each reported value corresponded to the average of three measurements.

To characterize some of structural properties, different analytical techniques were applied. Phase morphology and
phase composition were characterized by light-optical microscopy (OM) using NEOPHOT-2 device and JEOL-2010 F
scanning electron microscope (SEM) equipped with energy-dispersive spectrometer (EDS). The dendrite parameters of
the Fe(B,C) phase, such as a diameter of secondary dendritic arms (do) and interdendritic distance (), were measured
by quantitative metallography carried out with EPIQUANT image analyzer. The X-ray diffraction (XRD) examination
was performed using HZG-4A diffractometer with the Cu-Kq radiation to identify the existing phases of the powdered
samples and measure their lattice parameters. For phase identification, measurements were taken for a wide range of
diffraction angles ranging from 20° to 120° with a scanning rate of 5 deg/min.

Mechanical properties of the alloys were determined by DURASCAN 20 and PMT-3 Vickers indenters. Vickers
microhardness (H,) measurements were done by using 0.49 N and 0.98 N loads at room temperature. The loading and
unloading times were 10 s each. After the indention, radial cracks appeared from the corner of the indentation along the
direction of the diagonal. The fracture toughness (Kic) was evaluated from the crack length initiated at the corners of the
Vickers microindentation using an empirical equation proposed in [34]. At least ten indentation tests were made, and
the experimental errors were also analyzed.

RESULTS AND DISCUSSION

The major constituents of the master boron-rich Fe—B—C alloys within the investigated concentration range are
Fey(B,C) and Fe(B,C) solid solutions [12]. The primary solid solution Fe(B,C) arises on the base of iron monoboride
and grows in the form of three-dimensional dendrite. Solid solution Fey(B,C) is formed afterwards via peritectic
reaction L+Fe(B,C)—Fex(B,C) or crystallizes directly from the liquid because its stoichiometric composition is close to
the composition of the peritectic point. The carbon solubility in Fe,B iron hemiboride measured by EDS is about
1.9 at%. The Fe(B,C) phase has been found to dissolve up to 1.2 at. % of carbon.

When titanium is added to Fe-B—C alloys, it dissolves in the iron borides in small amounts (Table 1) forming
preferentially solid solutions with iron monoboride (Fig. 1). Only traces of the element are revealed by EDS as small
but noticeable background (Fig. 1b). Consequently, at the Fe,(B,C) boundaries, the numerous light crystals of TiC
secondary phase are seen in the SEM micrographs. The addition of titanium that dissolves in the Fe(B,C) lattice
replacing iron atoms causes some distortions due to the difference in atom size (Table 2). Besides, compared with
Fey(B,C) phase, the increase in microhardness Hy and the decrease in fracture toughness Kic of Fe(B,C) crystals tend to
be more marked (Table 3) while the Fe(B,C) dendrite parameters remain practically unchanged (Table 4).

Table 1. Elemental analysis (in at. %) of the doped Fe—12.1B—0.1C alloys cooled at 10 K/s

Phase | Fe | B | ¢ Ti Al | si [=MnSiALFe
Fe—12.1B-0.1C-5Ti alloy
Fe(B,C) 48.0 49.2 0.5 1.1 - - 1.2
Fey(B,C) 65.1 31.9 0.8 0.5 - - 1.7
TiC - 1.20 49.2 493 - - 0.3
Fe—-12.1B-0.1C-5Al alloy
Fe(B,C) 48.8 48.7 1.1 - 0.5 - 0.9
Fey(B,C) 61.4 30.8 1.8 - 4.7 - 1.3
AlBx,C - 85.5 7.1 - 7.2 - 0.2
Fe-12.1B-0.1C-5Si alloy
Fe(B,C) 48.6 48.9 0.4 - - 0.8 1.3
Fe,(B,C) 60.1 31.9 0.9 - - 5.9 1.2
SiC - 1.6 49.1 - - 48.9 0.4
Table 2. The lattice parameters of Fe(B,C) and Fex(B,C) crystals in the doped Fe—12.1B-0.1C alloys cooled at 10 K/s
Alloying Fe(B,C) (thombic lattice) Fe,(B,C) (tetragonal lattice)
element a, A b, A c, A a, A c, A cla
w/0 5.5051+£0.0061 | 4.0628+0.0097 | 2.9480+0.0007 | 5.1130+0.0008 | 4.2399+0.0035 | 0.8292
Ti 5.5060+0.0020 | 4.0642+0.0003 | 2.9485+0.0011 | 5.1131+0.0012 | 4.2400+0.0007 | 0.8292
Al 5.5057+0.0031 | 4.0637£0.0019 | 2.9484+0.0009 | 5.1171+0.0031 | 4.2442+0.0015 | 0.8294
Si 5.5053+0.0012 | 4.0633£0.0030 | 2.9481+0.0025 | 5.1164+0.0007 | 4.2438+0.0023 | 0.8295
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Figure 1. SEM of polished cross-sections of Fe—12.1B—0.1C alloy doped by 5 % of Ti: a — second electron image; b — elemental
EDS X-ray mapping in TiKq radiation; ¢ — elemental profile along scanning line

Table 3. Influence of alloying elements on microhardness (H,, GPa) and fracture toughness (Kic, MPa-\m) of Fe2(B,C) and Fe(B,C)
solid solutions

Alloying Veoo=10 K/s Veoo=10° K/s
dovine Fe(B,C) Fex(B,C) Fe(B,C) Fex(B.C)
Hy Kic H, Kic H, Kic H, Kic
w/o 17.840.3 2.1£0.2 15.840.2 2.240.3 20.1+0.3 5.0+0.2 17.0£0.1 4.0+0.1
Ti 18.240.2 1.840.3 16.0+£0.3 2.0+0.1 20.5+£0.3 4.7+0.1 17.14£0.2 3.2+0.2
Al 17.7+0.1 2.0£0.1 15.2+0.1 3.3+0.2 19.940.1 5.3+0.3 15.940.3 -
Si 17.7£0.2 | 2.240.2 15.4+0.3 3.0+0.1 20.0£0.2 5.1+£0.1 16.2+0.3 -

Fe(B,C) dendrites

Table 4. Influence of alloying elements on the interdendritic distance (lo, pm) and diameter of secondary dendritic arms (do, pm) of

: Veoo=10 K/s Veoo=10° K/s
Alloying element d, b 4 I
w/o 29.9+0.9 33.1+0.3 4.9+0.2 5.240.2
Ti 29.6+0.7 32.9+0.4 4.7+0.1 5.0+0.2
Al 28.7£0.3 32.4+0.2 4.5+0.3 4.840.3
Si 29.1+0.5 31.1+0.3 4.610.2 4.940.1

Unlike titanium, aluminum slightly dissolves in Fe(B,C) dendrites but preferentially — in Fex(B,C) crystals (Fig. 2,
Table 1) which is in good agreement with XRD measurements of lattice parameters of Fe(B,C) and Fex(B,C) phases
(Table 2). Besides, with boron and carbon aluminum forms AlB>C secondary phase that precipitates at the boundaries
of Fey(B,C) crystals (Fig. 2ab). This implies that solid solubility limit is exceeded for 5 % Al. That is why this element
is continually pushed out in the melt ahead of the moving solid-liquid interface into the interdendritic regions of
growing Fe(B,C) dendrites slowing their growth and causing minor refinement (Table 4). The Fe-B—C alloys with 5 %
Al are softer but more ductile (Table 3). So, aluminum, as such, works in the opposite way as that described for
titanium.

The additions of silicon to the boron-rich Fe—-B—C alloys dissolve in negligible quantities in the dendrites of
Fe(B,C) solid solution and enter mainly Fe,(B,C) phase substituting for the iron atoms (Fig. 3, Table 1, 2). In the SEM
micrographs, Fe(B,C) crystals look dark (Fig. 3b). The EDS studies also indicate the formation of light crystals of SiC
secondary phase at the Fe>(B,C) boundaries. This means that a portion of Si becomes incorporated into the solidified
phases, but solubility limit forces the remaining solute into the residual liquid after the primary phases have formed.
Therefore, alloying with this element slightly decreases dendrite parameters of Fe(B,C) crystals (Table 4). The addition
of silicon to the Fe—B—C alloys does not have a substantial effect on the mechanical properties of Fe(B,C) dendrites but
decreases microhardness Hy and increases fracture toughness Kic of Fex(B,C) crystals (Table 3).
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Figure 2. SEM of polished cross-sections of Fe—12.1B—0.1C alloy doped by 5 % of Al: a — second electron image; b — elemental
EDS X-ray mapping in AlKq radiation; ¢ — elemental profile along scanning line
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Figure 3. SEM of polished cross-sections of Fe—12.1B—0.1C alloy doped by 5 % of Si: a — second electron image; b — elemental
EDS X-ray mapping in SiKq radiation; ¢ — elemental profile along scanning line

The increase in a cooling rate from 10 to 10 K/s does not bring about significant changes in the structural and
phase composition of the boron-rich Fe—B—C alloys, saving Fe(B,C) and Fey(B,C) crystals become smaller (Table 4).
The solubility behavior of Ti, Al, Si in the phase constituents remains unchangeable as the results of the lattice
parameters measurements evidence (Table 5). The influence of alloying elements on the mechanical characteristics of
the rapidly cooled alloys proves to be similar to that for the alloys cooled at the rate of 10 K/s, with higher cooling rate

giving rise to higher Hy and Kjc values (Table 3).
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As the obtained results show, the solubility of the investigated alloying elements in the constituent phases of the
boron-rich Fe-B—C alloys increases in the following sequence: Ti—>Al—Si. Considering the atomic radii of the
alloying elements allows to explain their solubility, as in this order the atomic radii decrease [35]. Therefore, the largest
distortions are caused by alloying with Ti, and the smallest being caused by alloying with Si, followed by Al. It is also
evident why titanium preferentially enters into the less close-packed rhombic lattice of Fe(B,C) dendrites than into the
tetragonal lattice of Fe,(B,C) crystals. Besides, titanium gives the microhardness of Fe(B,C) crystals slight increase
caused by substitutional strengthening related to the local distortions caused by the solute atom. This is because the
significantly larger atom size of substituting Ti, as compared with that of Fe, interrupts the orderly arrangement of
atoms in the iron monoboride lattice.

Table 5. The lattice parameters of Fe(B,C) and Fex(B,C) crystals in the doped Fe~12.1B-0.1C alloys cooled at 10° K/s

Alloying Fe(B,C) (thombic lattice) Fey(B,C) (tetragonal lattice)
element a, A b, A c, A a, A c, A c/a
w/o 5.5041+0.0052 | 4.0596+0.0106 | 2.950140.0037 | 5.1120+0.0001 | 4.2418+0.0011 0.8298
Ti 5.5083+0.0014 | 4.0640£0.0029 | 2.9562+0.0025 | 5.1125+0.0020 | 4.2416+0.0008 0.8297
Al 5.5055+0.0033 | 4.0611+0.0016 | 2.954240.0041 | 5.1172+0.0021 | 4.2478+0.0040 0.8301
Si 5.5049+0.0010 | 4.0602+0.0008 | 2.9607£0.0011 | 5.1157+0.0004 | 4.2461+0.0003 0.8300

In assessing the alloying effects, it is also necessary to consider the electronic structure of the constituent phases,
including the electron distribution [36]. To the properties of Fe,(B,C) and Fe(B,C) phases contribute strength and
directedness of the bonds connecting atoms in their crystal lattices. The properties of Fe;B compound are determined by
the combination of the covalent Fe—B bonds and metallic Fe—Fe bonds, and those of FeB compound — by the
combination of the covalent B-B bonds and metallic Fe—Fe bonds [37]. The strength of these bonds depends on the
way in which the bonding electrons are localized. So, when Fe atoms are replaced by atoms of the alloying elements,
the relative change in the amount of the collectivized valence electrons forming the atomic bonds is responsible for the
observed changes in mechanical properties. In electronic exchange between the atoms of iron and alloying elements,
energy gain may be achieved when some valence electrons of iron transfer to the outer shells of the solutes. This means
that solutes should preferentially act as electron acceptors.

Considering electronic structure of titanium with incomplete d-shell [36], it may be concluded that any re-
distribution of bonding electrons caused by replacing iron with titanium in the crystal lattices of Fe(B,C) and Fe(B,C)
phases leads to the destruction of stable configurations. That is why, titanium negligibly enters the crystal lattices of
iron borides. As a result, titanium slightly contributes to the mechanical properties of Fe(B,C) and Fe»(B,C) phases and
may affect the microhardness and fracture toughness of the alloys mainly via the precipitation of TiC secondary phase.

The ions of aluminum and silicon form with boron the similar atomic bonds as the atoms of iron. With their
valence electrons, aluminum and silicon can form the bonds either accepting or donating shell electrons. When
dissolving, these elements are most likely able to form the metal-metal bonds. This contributes to the limited solubility
of these elements in the lattices of iron borides and formation of secondary phases. When Al and Si substitute Fe, the
fewer electrons may take part in the electronic exchange [36], which leads to weakening atomic bonds of the Fe(B,C)
and Fe(B,C) solid solutions. Accordingly, microhardness and brittleness of these structural constituents are found to
slightly decrease. Taking into account the limited dissolution of Al and Si as well as their small contribution to the
bonds’ energy balance, their influence on mechanical properties stands to reason.

CONCLUSIONS

The master boron-rich Fe-B—C alloys were found to consist of two major constituents, namely: Fe(B,C) and
Fex(B,C) solid solutions. When adding 5 % of Ti to Fe—B—C alloys cooled at 10 K/s, this element has low solubility in
the structural constituents, preferentially dissolving in Fe(B,C) phase and forming substitutional solution. The negligible
dissolution of titanium in the Fe—B—C alloys is responsible for the appearance of TiC secondary crystals at the Fex(B,C)
boundaries. The solubility behavior of titanium may be explained by its electronic structure that imposes restrictions on
the exchange of valence electrons. Titanium introduces the largest lattice distortions which relates to the relatively large
difference in the atomic sizes between the iron and the substituting atom. As a result, the microhardness of Fe(B,C)
crystals slightly increases but the fracture toughness decreases.

Aluminum and silicon have a limited solubility in the Fe—B—C alloys dissolving preferentially in Fe,(B,C) crystals
and replacing iron atoms. At that, the minor refinement of structure is observed when Al or Si are added. Al or Si are
also found in the form of correspondingly AlB;,C and SiC compounds precipitated at the Fe,(B,C) boundaries. The
higher solubility of Al and Si in the boron-rich Fe—B—C alloys, as compared with Ti, may be attributed to the stronger
acceptor abilities of these elements. The effects of Al and Si on the mechanical properties of the Fe—B—C alloys may be
explained by a local change of the electronic structure of constituent phases which leads to weaker bonded atoms in the
crystals. As a result, microhardness and brittleness of Fe(B,C) and Fe,(B,C) solid solutions slightly decrease.

With cooling rate increasing from 10 to 10° K/s, solubility behavior of Ti, Al, Si does not have any noticeable
changes. Titanium has negligible dissolution in Fe(B,C) phase forming secondary TiC precipitates but aluminum and



120
EEJP. 2 (2021) Olena V. Sukhova

silicon, on the contrary, mainly dissolve in Fe;(B,C) crystals forming AlB;>C and SiC compounds, correspondingly, at
the Fe,(B,C) boundaries due to limited solubility. Cooling rate favors the significant decrease in the dimensions of the
constituent phases giving rise to their microhardness and fracture toughness.

The work was performed within the framework of research project No. 0118U003304 “Investigation of the
processes of super-rapid quenching from melts and vapor of metal alloys and dielectric compounds® (2018-2020).
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BILJIUB Ti, Al, Si HA CTPYKTYPY TA MEXAHIYHI BJIACTUBOCTI BUCOKOBOPUCTHUX CIIVIABIB Fe-B-C
Ousena B. CyxoBa
Hninpoecokutl nayionanonuil ynigepcumem imeni Onecs I onuapa
49010, Yrpaina, m. /[ninpo, npocn. I'aeapina, 72

Hocnimkeno BB 3aminieHHs Fe y Bucokobopuctux cmiaBax Fe-B—C, mo mictsarts 10,0-14,0 % B; 0,1-1,2 % C; Fe — 3anumok,
5,0 % Ti, Al au Si (y Bar. %) i3 3aCTOCYyBaHHSIM METOAIB ONTHYHOI MIKPOCKOII, peHTTeHOCTPYKTYPHOTO aHali3y, CKaHyBaJbHOL
€JIEKTPOHHOI MIKPOCKOMIT Ta PEeHTT€HOCIIEKTPAIbHOTO MiKpoaHallizy. MexaHi4Hi BIaCTHBOCTI, a caMe MIKpOTBEpiCTh Ta KoedirieHT
TPIIMHOCTIMKOCTI, BUMipIOBaiay Ha npuiaii Bikkepca. Mikpoctpykrypa 6a3oBux ciaBiB Fe—-B—C, oxonomkenux 3i mBuaxictio 10
ta 10° K/c, cknagaerhes 3 NEpBUHHKX AeHAPUTIB TBepaoro po3unny Fe(B,C) ta kpucranis Fex(B,C). Beranosieno, mo Tutan mMae
HaWHWKYY PO3YMHHICTh y CTPYKTYpHHX ckinanoBux cmuiaBiB Fe-B-C, mpuuomy Ti mepeBakHO PO3UMHSEThCS B pewniTui (asu
Fe(B,C), zaiimaroun B Hiit mo3uuii Fe. [Toka3aHo, mo ueil enemMeHT, B OCHOBHOMY, Oepe y4yacTb B YTBOPEHHI BTOPHMHHHX (a3,
inenTudikoBanux sk TiC, sKi cIOCTepiraloTbcs B CTPYKTYpl y BUIIIALI BUALICHH 1o TpaHuisiM ¢asu Fex(B,C). Turan He3HauHO
MiABHIIYE MIKPOTBEPIICTh 1 3HIDKY€E KOe(DIIliEHT TPIIIUHOCTIHKOCTI BUCOKOOOpHcTHX ciaBiB Fe—B—C 3aBasku TBEpI0-pO3UNHHOMY
3MinuenHio aeHaputiB Fe(B,C) ta BuminenHio BropuHHuX ¢a3. Pozumunicts Al Ta Si B ¢aszax Fe(B,C) ta Fea(B,C), a Takox
KIJIBKICTh BTOPHHHHX (a3, [0 YTBOPIOIOTECS B CTPYKTYPI, CBIAYATh Mpo OLTbITy po3dnHHICTE Al Ta Siy CTPYyKTYypHHX CKIIaJOBHX
nopiBHsHO 3 Ti. Lli eneMeHTH nepeBaxHO PO3UNHSAIOTHCS B KpUCTaniuHii pewitui ¢asu Fex(B,C), 3aminryroun aToMu 3aii3a, a TakoxK
yTBOprofoTh 10 1 rpanuisx crnoixyku AlB12C Tta SiC Bimmosinno. [lonaBanus Al ta Si mo Bucoxo6opuctux cruiasiB Fe—B—C
HE3HA4YHO 3MEHILY€e MIKPOTBEPIicTh i 30Ublye KOeIlieHT TPIIMHOCTIHKOCTI CTPYKTYPHUX CKIaqoBHX. [TiABUIICHHS MIBUAKOCTI
oxonomkenns 3 10 go 103 K/c He BuKIMKAc CyTTEBOi 3MiHM XapakTepy PO3YMHHOCTI MOCIIIKEHHX JIETYIOYUX €JIEMEHTIB Y
Brcokobopuctux cmiaBax Fe—B—C. OxoiomkeHHs 3 OUIBIION MBUIKICTIO 3a0e3Medye 3pOCTaHHS MiKpOTBEPIOCTI Ta KoedimieHTa
TPIIMHOCTIHKOCTI CTPYKTYPHUX CKJIAJOBUX, CEPEOHI PO3MIPH SKUX CTAIOTh 3HAYHO MEHIIMMH. BIUIMB JIETyIOUMX CIIEMEHTIB Ha
CTPYKTYpPYy Ta MEXaHiYHI BJIACTHBOCTI JAOCIIKCHUX BHCOKOOOpUCTUX ciuiaBiB Fe—B—C mosiCHEHO pIi3HUIICI0 aTOMHHX pajiyciB Ta
€JIEKTPOHHOI CTPYKTypH po3unHeHnX atoMiB Ti, Al, Si.

KJIOUYOBI CJIOBA: crpykrypa, Oopuam 3aii3a, JeTyl0d4i €JIEMEHTH, PO3YMHHICTb, MIKPOTBEPIICTh, KoedilieHT
TPIIIMHOCTIIKOCTI.



122
EAsT EUROPEAN JOURNAL OF PHYSICS
East Eur. J. Phys. 2. 122-126 (2021) DOI:10.26565/2312-4334-2021-2-09

PACS: 65.20.Jk, 65.20.De

A VARIATIONAL TECHNIQUE FOR THERMODYNAMICS
OF LIQUID K,_xRby ALLOYS

Rajesh C. Malan®*, (2’ Aditya M. Vora®

“Applied Science and Humanities Department, Government Engineering College, Valsad-396001, Gujarat, India
bDepartment of Physics, University School of Sciences, Gujarat University, Ahmedabad-380009, India
*Corresponding Author: remgecv@gmail.com
Received February 1, 2021; revised April 9, 2021; accepted April 14, 2021

Liquid K;_xRby binary alloys with various thermodynamical proportions of participating elements are investigated. The properties of
thermodynamic interest are included in the study. The internal energy (F;;,;), Helmholtz free enrgy (Fy,) and the entropy (S) have been
calculated in a concentration range from X = 0.0 to X = 1.0 increasing in a step of 0.1 in the present work. Apart from the internal
energy (Fi,¢), various contributions to this energy are also calculated and separately depicted in the present article. A variational
approach has been adopted for the present calculation. A single potential with a set of two parameters is used for the calculation of all
properties of the alloys. Static Hartree local field function (H) is used to consider screening effect. Various local field correction
functions are used to take into account the exchange and correlation effect. Comparison with experimental data at some concentration
shows the good agreement with the presently obtained data. With the help of current results, the applied model potential found very
suitable with individual parameters for thermodynamical study. As the present results provide the data even where minimum
availability of the experimental findings, it can serve as a data base for the future calculation which deals with thermodynamics of the
liquid alloys. Present results allow one to get proportion based tuned properties of the K;_xRby for different requirements.
KEYWORDS: thermodynamical properties, liquid alkali alloy, pseudopotential theory, variational approach, Gibbs-Bogoliubov
inequality.

The thermodynamic properties of the metals as well as alloys are of the prime importance, particularly when they
are used in industry at a large scale productions or manufacturing purpose. The exact information at atomic level regarding
the all aspects from thermodynamic behaviour has a great significance in this field. The thermodynamic study is possible
in two alternate ways: a) experimental and b) theoretical. The former is the expensive way while the other required a dip
understanding the formulation of the thermodynamic problems in terms of mathematical models. There have been lot of
theoretical study carried out by various methods for thermodynamic study of liquid metals and alloys [2-7]. The
pseudopotential method is the one of the successful method to demonstrate almost all type of properties in solid as well
as liquid form of the matter.

The alkali group involves the metals which are having their melting points very near or just above the room
temperature. This may create rapid phase change of the metals from liquid to solid or vice versa. Thus the applications
of the liquid alkali metal and their binary alloys seek the information in liquid phase also. The present article involves
thermodynamic study of one of the alkali-alkali binary alloy K;_xRby using Gibbs-Bogoliubov inequality [8]. The
internal energy (F;,;) and some contributions toward it, Helmholtz free energy (Fy) and the various types of entropy of
the binary system are obtained using the individual set of the parameters of the model potential suggested by
Fiolhais et al [1]. The comparison with the others results are shown in the tabular format for each component in the next
part of the manuscript.

THEORETICAL DETAIL
The present work extends the computation to the system of binary alkali alloyNa, _yKy. According to which for the
binary system of alloy, The Helmholtz free energy (Fy) is obtained from the equation [4], [9],

Fy = Es + Fy;. M

Where F is the averaged effective potential of the system and it can be given as [4], [97*°,

FpS:F,‘g+FM+Fi+Fii' (2)

It includes the free energy of the electron gas Fj and first and second order perturbation parts F; and Fj; respectively. Free
energy of the electron gas Fj can be given as [4], [9],
P 3

_ 13 3 1
il P AT f"‘Ec—ngTZ], 3

where E is correlation energy contribution and y, is low temperature specific heat constant. The second term in equation
(1) i.e. the free energy per particle (Fj;) of the binary mixture can be expressed in terms of entropy (S,.i,) as [4], [9],
© R. C. Malan, A. M. Vora, 2021
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Fii = S KT — TSpix, “)

Smix = Sgas +S.+ Sn+5m )

where Sgqs represents the gas term, S is the ideal entropy of mixing, S, corresponds to packing density (1) and S, arise
due to the difference in hard diameters of participating elements of an alloy.
The internal energy (F;,;) can be given as,

3
Fint =5kBT+Feg +F1+F11+FM (6)

RESULTS AND DISCUSSION
Table 1 gives the input parameters and constants used for the present calculations including potential parameters.

As it is one of the key goals of the article i.e. to test parameters of Fiolhais et al. [1] in its original form for the study of
K-Rb alloys, no change in the parameters of potential has been made.

Table 1. Potential parameters and other constants used for computation

Metal Z Q (au) n a [1] R [1]
K 1 535.33 0.46 3.349 0.679
Rb 1 656.17 0.43 3.228 0.755

To estimate the screening effect over the bare ion potential the Hartree local field correction function (H) [10] is
used. The other local field correction functions used over the bare ion potentials are the functions suggested by Hubbard-
Sham (HS) [11], [12], Vashishtha-Shingwi (VS) [13], Taylor (T) [14], Sarkar ef al.(S) [15], Ichimaru-Utsumi (IU) [16]
and Farid et al. (F) [17] and Nagy (N) [18].

Table 2 shows the potential independent contributions (F;), (F;) and (Fy) to total free energy. It can be seen from
the Table 2 that except F;, all are having negative contribution. The present results for F; are compared with others
results [19]. An excellent agreement of present results for Fy; is obtained with compared results [19]. The present results

of F; and F;; are also compared with the results of others [19].

Table 2. Various contributions to internal energy (Fi,,;) * 1073 au

X F, Others [19] F; Others [19] F, Others [19] Fiii

0.0 -79.90 - 79.97 - -209.48 - -8.52
0.1 -79.77 -79.81 71.43 100.28 -205.78 -212.51 -8.69
0.2 -79.63 -79.66 74.64 98.24 -209.80 -210.26 -8.85
0.3 -79.49 -79.52 77.73 96.28 -214.99 -208.12 -9.02
0.4 -79.36 -79.37 80.70 94.41 -218.63 -206.15 -9.18
0.5 -79.22 -79.23 83.55 92.61 -219.50 -204.19 -9.34
0.6 -79.08 -79.08 86.30 90.88 -217.21 -202.31 -9.50
0.7 -78.94 -78.93 88.95 89.22 -212.17 -200.57 -9.66
0.8 -78.80 -78.78 91.50 87.62 -205.57 -199.14 -9.82
0.9 -78.66 -78.64 93.96 86.08 -199.76 -197.42 -9.98
1.0 -78.52 - 96.34 - -200.21 - -10.14

The reason for deviation between present results and others results [19] for F; lies in the mathematical approach of
variational method. According to variational approach, a first guess for the real function is made, which will then
constrained by the boundary conditions to minimize the deviation between actual and the first guess function. The
perturbation part is added to get the maximum closest result to the actual one. The deviation between the present values
of F; and that of the others is just the difference between the perturbation parts of both the results. Which has no physical
significant. Hence, the deviation is not affecting on the final results of the internal energy (F,;). Similar logic can be
applied to the calculation of F;; also.

Table 3 shows Fj; obtained by application of various local field correction functions. The results obtained for
N-function [18] are maximum whereas it is minimum due to the correction function Hartree (H) [10].
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Table 3. (F; * 1073) au

X H HS VS T S 1U F N Others [19]
0.0 -14.58 -14.12 -13.68 -13.52 -13.89 -13.33 -13.31 -11.88 -
0.1 -29.36 -28.70 -28.10 -27.92 -28.40 -27.66 -27.65 -25.21 -2.68
0.2 -26.51 -25.90 -25.34 -25.16 -25.62 -24.92 -24.90 -22.68 -2.85
0.3 -18.80 -18.31 -17.85 -17.69 -18.07 -17.49 -17.48 -15.83 -3.01
0.4 -11.72 -11.37 -11.01 -10.87 -11.18 -10.71 -10.70 -9.60 -3.08
0.5 -7.84 -7.57 -7.28 -7.15 -7.41 -7.03 -7.02 -6.24 -3.22
0.6 -8.21 -7.95 -7.68 -7.57 -7.81 -7.45 -7.44 -6.66 -3.37
0.7 -12.33 -12.01 -11.70 -11.59 -11.85 -11.46 -11.45 -10.35 -3.44
0.8 -18.28 -17.86 -17.47 -17.35 -17.66 -17.18 -17.17 -15.56 -3.27
0.9 -22.07 -21.57 -21.10 -20.96 -21.33 -20.76 -20.75 -18.76 -3.46
1.0 -14.05 -13.63 -13.22 -13.08 -13.42 -12.89 -12.88 -11.41 -

Figure 1 shows the various types of entropy contributions. The ideal entropy of mixing S, is found very low (almost
zero) for each of the concentrations. The ideal gas entropy (S,) gives the maximum contribution for entropy (Spix)-

16
14
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Various contribution to the entropy
(in 1/kB)

!
»

N ONBNO ®
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Figure 1. Entropy contributions

The internal energy (F;,.) of the present calculation has been be compared with previously published results of
Vora [2] and Thakor [19] as well as with the experimental results [5] as shown in Table 4. The internal energy (F;,;) at
higher concentration value (X) is found in a very good agreement with the experimental results [5] and the results of
others [2], [19].

Table 4. Internal Energy (—F,r * 1073) au

X H HS VS T S U F N Others [2], [19] | Exp [5]
0.00 | 266.57 | 266.11 | 265.67 | 265.52 | 265.88 | 265.32 | 265.31 | 263.88 260.46 194
0.10 | 208.50 | 207.84 | 207.24 | 207.06 | 207.54 | 206.80 | 206.79 | 204.35 193.11 -
0.20 | 200.06 | 199.44 | 198.88 | 198.70 | 199.16 | 198.46 | 198.45 | 196.23 192.94 -
0.30 | 186.92 | 186.44 | 185.98 | 185.81 | 186.20 | 185.62 | 185.60 | 183.96 192.78 -
0.40 | 174.64 | 174.28 | 173.93 | 173.78 | 174.09 | 173.63 | 173.62 | 172.52 192.62 -
0.50 | 165.79 | 165.51 | 16522 | 165.10 | 16536 | 164.98 | 164.96 | 164.19 192.47 -
0.60 | 161.44 | 161.18 | 160.91 | 160.79 | 161.03 | 160.68 | 160.67 | 159.89 19233 -
0.70 | 161.11 | 160.80 | 160.49 | 160.37 | 160.63 | 160.24 | 160.23 | 159.13 192.19 -
0.80 | 162.91 | 162.49 | 162.10 | 161.98 | 162.29 | 161.81 | 161.80 | 160.19 192.06 -
0.90 | 162.85 | 162.35 | 161.88 | 161.74 | 162.11 | 161.54 | 161.53 | 159.54 191.93 -
1.00 | 151.29 | 150.87 | 150.46 | 150.32 | 150.66 | 150.14 | 150.13 | 148.65 249.94 180
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The agreement with the results of Thakor [19] for internal energy (F;,,;) suggests that there is no effect of deviation
between the presently calculated results of F; and the F; calculated by Thakor [19]. Similar is the case with the presently

calculated F;; and the Fj; calculated by Thakor [19]. The Helmholtz free energy (Fy) shown in Table 5.
Table 5. Helmholtz free energy (—Fy * 1073) au

X H HS VS T S U F N Others [2], [19] | Exp [5]
0.0 | 311.53 | 311.07 | 310.63 | 310.47 | 310.84 | 310.27 | 310.26 | 308.83 270.70 199.10
0.1 | 252.17 | 251.50 | 250.91 | 250.72 | 251.20 | 250.46 | 250.45 | 248.02 212.08 198.47
0.2 | 250.15 | 249.54 | 248.98 | 248.80 | 249.26 | 248.56 | 248.54 | 246.32 212.53 197.68
0.3 | 244.56 | 244.08 | 243.62 | 243.45 | 243.84 | 243.26 | 243.24 | 241.60 212.83 196.78
0.4 | 238.19 | 237.83 | 237.48 | 237.33 | 237.64 | 237.18 | 237.17 | 236.07 213.02 195.41
0.5 | 232.35 | 232.07 | 231.79 | 231.66 | 231.92 | 231.54 | 231.53 | 230.75 213.10 193.33
0.6 | 227.70 | 227.44 | 227.17 | 227.06 | 227.29 | 226.94 | 226.93 | 226.15 213.10 192.19
0.7 | 224.15 | 223.83 | 223.52 | 223.41 | 223.67 | 223.28 | 223.27 | 222.17 213.00 192.11
0.8 | 220.97 | 220.55 | 220.16 | 220.04 | 220.36 | 219.87 | 219.87 | 218.26 212.80 192.61
0.9 | 216.50 | 216.00 | 215.54 | 215.39 | 215.77 | 215.19 | 215.18 | 213.19 212.46 191.59
1.0 | 206.57 | 206.16 | 205.74 | 205.60 | 205.94 | 205.42 | 205.41 | 203.93 | 262.08,260.34 | 189.98

Figure 2 is given to display the trend of variation of F; with respect to the concentration (X). It can be seen from
Figure 2 that the Fy is continuously decreasing with respect to concentration (X). The similar type of trend is observed
in experimental data [5]. As all correction functions are providing the almost similar results, presently only the result of
H-functions are provided in order to avoid overlapping of plots of Fy.
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Figure 2. Helmholtz free energy (—Fy * 1073) au

CONCLUSION
The variational approach with Gibbs-Bogoliubov inequality [8] is applied for the calculation of thermodynamical
properties of liquid K;_xRbx alloys. The results for the internal energy (F;,;) and Helmholtz free energy (Fy) at various
concentration (X) of participating metals are provided. Good agreement for F; at many higher value of X is obtained
between present results and other theoretical results of Vora [2] and Thakor [19] and experimental data [5]. Very less
influence of correction function is found and hence the results by various local field correction function generates results
very near to each other in the present study.

ORCID IDs
Rajesh C. Malan, https://orcid.org/0000-0002-6216-8007; ““’ Aditya M. Vora, https://orcid.org/0000-0002-2520-0266

REFERENCES
[1] C. Fiolhais, J.P. Perdew, S.Q. Armster, J.M. MacLaren, and M. Brajczewska, Phys. Rev. B, 51, 14001-14011 (1995),
https://doi.org/10.1103/PhysRevB.51.14001.
[2] A.M. Vora, J. Eng. Phys. Thermophys. 82, 779-788 (2009), https://doi.org/10.1007/s10891-009-0250-5.
[3] N. Dubinin, N.A. Vatolin, and V.V. Filippov, Russ. Chem. Rev. 83, 987 (2014), https://doi.org/10.1070/RCR4410.



126
EEJP. 2 (2021) Rajesh C. Malan, Aditya M. Vora

[4] I Umar, A. Meyer, M. Watabe, and W. Young, J. Phys. F Met. Phys. 4, 1691 (1974), https://doi.org/10.1088/0305-4608/4/10/016.
[5] R. Hultgren, P. D. Desai, D. T. Hawkins, M. Gleiser, and K. K. Kelley, Selected Values of the Thermodynamic Properties of
Binary Alloys, Am. Soc. Metals, Metal Park, 1973.
R.C. Malan, and A.M. Vora, AIP Conf. Proc. 2009, 020052, (2018), https://doi.org/10.1063/1.5052121.
R.C. Malan, and A.M. Vora, J. Nano-Electronic Phys. 10, 03020 (2018), https://10.21272/jnep.10(1).01002.
A. Isihara, J. Phys. Gen. Phys. 1, 539 (1968), https://doi.org/10.1088/0305-4470/1/5/305.
AM. Vora, J. Theor. Appl. Phys. 3, 25-32 (2010), https://www.sid.ir/FileServer/JE/134220100405.pdf.
1 Y. Waseda, The structure of non-crystalline materials: liquids and amorphoussolids, (New Y ork, McGraw-Hill, 1980).
] J. Hubbard, Royal Proc. London A, 243, 336-352 (1958), https://doi.org/10.1098/rspa.1958.0003.
] L. Sham, Royal Proc. of London A, 283, 33-49 (1965), https://doi.org/10.1098/rspa.1965.0005.
] P. Vashishta, and K. Singwi, Phys. Rev. B, 6, 875, (1972), https://doi.org/10.1103/PhysRevB.6.875.
] R. Taylor, J. Phys. F Met. Phys. 8, 699 (1978), https://doi.org/10.1088/0305-4608/8/8/011.
15] A. Sarkar, D. Sen, S. Haldar, and D. Roy, Mod. Phys. Lett. B, 12, 639-648 (1998), https://doi.org/10.1142/S0217984998000755.
[16] S.Ichimaru, and K. Utsumi, Phys. Rev. B, 24, 7385 (1981), https://doi.org/10.1103/PhysRevB.24.7385.
[17] B. Farid, V. Heine, G. Engel, and I. Robertson, Phys. Rev. B, 48, 11602 (1993), https://doi.org/10.1103/PhysRevB.48.11602.
[18] I. Nagy, J. Phys. C Solid State Phys. 19, L481 (1986), https://doi.org/10.1088/0022-3719/19/22/002.
[19] P.B. Thakor, Ph.D. Thesis, Sardar Patel University, V.V. Nagar, Gujarat, India, 2004.

BAPIAIIMHAN METOJ TEPMOIWHAMIKH PITKNAX CILJIABIB K, _xRbx
Paoacew C. Manan®, Aoims M. Bopa®
“@akynvmem NPUKIAOHUX MA SYMAHIMAPHUX HAVK, Ypaooesuil iHocenepHull kKoaeddc, Barbcao-396001, I'voscapam, Inoia
bDizuunuii paxynomem, Yuisepcumemcwra wixona nayk, Yuieepcumem I'vooicapam, Axmedabao-380009, Indis

HocmimkyroTtbest piaki 6inapai crutaBu Ky xRby 3 pisHUMH TepMoanHAMIYHEME [IPOMOPLISMH €IEMEHTIB, 0 OepyTh ydacTh. Y wii
pobori Oynu po3paxoBaHi BHyTpitHs eneprist (Fiy,;), BiibHa enepris ['enpmromnsua (Fy) i entpormist (S) B giana3oHi KOHIEHTpALi Bif
X =10.0 10X = 1.0 , o 36inbuIyt0THCs 3 KpokoMm 0,1. B mocmimkeHHs BKIIOYEH] BIaCTUBOCTI TEPMOJHHAMIYHOTO XapakTepy. OKpiMm
BHyTpiuHboi eneprii (Fiy), B il cTaTTi TAKOX PO3PaxOBYIOTHCS i OKPEMO BiJOOPa)xyrOThCs Pi3Hi BKIAAH B 10 eHeprito. st ioro
po3paxyHKy Oyj0 3acTOcoBaHO BapiauiiiHmii migxin. us po3paxyHKy BCIX BIACTHBOCTEH CIUIaBiB BUKOPHCTOBYETHCS €IWHHMA
MOTEHIIIaJT 13 HabopoM BOX mapaMeTpiB. CTaTudHa QyHKIis TokadpHOTO Mot XapTpi (H) BUKOpUCTOBYEThCS 1S ypaxyBaHHS eQEKTY
expaHyBaHHs. 1 BpaxyBaHHS e(eKTy 0OMiHy Ta KOpelsnii BUKOPUCTOBYIOThCS Pi3Hi (yHKIIT TOKaIbHOI Kopekii mosst. [TopiBHIHHS
3 eKCIIEPUMEHTAJIbHIMH JaHUMHU IIPH TIEBHIil KOHIIEHTpALlil CBITYUTH PO rapHHi 30ir 3 OTPHMaHUMH Ha [ei yac JaHUMH. STK IToKa3aiu
MOTOYHI pe3yJbTaTH, 3aCTOCOBAHUH MOJEIbHUH ITOTEHILial BUSIBHUBCS JOyXXE INPHIATHAM JUIS OKPEMHX IapaMeTpiB HpH
TepMOANHAMIYHOMY JociipkeHHi. OCKUNBKM I pe3ynbTaTH 3a0e3MedyroTh JaHi HaBiTh NPH MIHIMAIBHIN JOCTYIHOCTI
eKCIIePUMEHTAIbHUX BUCHOBKIB, BOHH MOXYTb CIy)KUTHU 023010 JaHUX AJIsi MOy THIX PO3paxyHKIB, sIKi CTOCYIOTBCS TEPMOANHAMIKH
pinkux craBiB. HaBeneHi pe3ynbTaTi JO3BOJISIOTH OTPUMATH BIACTHBOCTI, MiAiOpaHi Ha OCHOBI nponopiii K;_yRby mis pizHEX
BUMOT.

KJIFOYOBI CJIOBA: tepMoauHaMiuHi BIACTHUBOCTI, PIAKHHA JIy>)KHHH CIIaB, TEOpis ICEBIOMOTEHIANy, BapiallifHU mMmiaxim,
HepiBHIicTh ['106ca-boronrodosa
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Two different groups of solid polymer sheets: low density polyethylene (LDPE) sample of thickness 0.006 cm and 0.007 cm along with
high density polyethylene (HDPE) sample of the thickness of 0.009 cm, 0.010 cm were taken in this work. The measurement of electrical
properties such as dielectric constant, &' and dielectric loss, &" for LDPE and HDPE polymer sheets have been measured using a
dielectric cell. The dielectric cell has been fabricated which consists of two circular parallel plates of pure stainless steel each of 5 cm
diameter and 2 mm thickness. An impedance bridge (GRA 650A) was used for measurement of capacitance, C, and dissipation factor, D
in the audio frequency (AF) range, 100 Hz to 10 kHz. Different samples were loaded in between the two plates of the cell and the
capacitance as well as the dissipation factor were estimated from the dial readings of the bridge. Effect of frequency variation on &',
&" , relaxation time, 7, dissipation factor, tan § and ac conductivity, o were also discussed at audio frequency range. The complex
permittivity, ¢*, related to free dipole oscillating in an alternating field and loss tangent, tand were calculated. The frequency-dependent
conductivity, dielectric behavior, and electrical modulus, both real (M) and imaginary (M") parts of LDPE and HDPE have been studied
in this work. The values of the real part of the electrical modulus (M) did not equal to zero at low frequencies and it is expected that the
electrode polarization may develop in both sheets. These findings reveal an increased coupling among the local dipolar motions in a
short-range order localized motion. The analysis of real (&) and imaginary (&" ) parts of dielectric permittivity and that electrical
modulus real (M") and imaginary (M") parts signify poly dispersive nature of relaxation time as observed in Cole-Cole plots.

KEY WORDS: LDPE, HDPE, dielectric constant, dielectric loss, AC conductivity

In continuation of our earlier analysis on characterization and dielectric properties of barium zirconium titanate
prepared by solid state reaction and high energy ball milling processes [1], the electrical properties of solid polymer
sheet have been studied in this work which enable the industry to elicit the characteristic information as regards to its
use as insulator having high dielectric breakdown strength, low dielectric loss and the ability to be easily processed and
also recycled when cross linked [2, 3]. The measurement of dielectric constant is recognized as one of the important
tool for understanding the molecular behavior of associating molecules [4]. Gradual evolution of dielectric theories
based on such measurements has helped in this study further. The physico-chemical behavior of macromolecules could
be ascertained from the study of the frequency and temperature variation of relative permittivity ¢’ and dielectric loss
e"[5, 6]. Surface composition of the polymers primarily influences many industrial applications such as wetting,
weathering, permeation friction, electrostatic charging and dye adsorption [7]. However, lack of precise information
regarding functional groups and the surface region-a problem having no counterpart in polymer science, is an important
impediment in this sphere. High density polyethylene (HDPE) and low density polyethylene (LDPE) are low cost, high
tensile strength and percent elongation, has penetrated into the markets like stretching film, merchandizing bags and
also non-packing application like industrial sheeting and agricultural film [8, 9]. Attempt are being made to determine
the size of surface micro-cracks of irradiated polythene terthaphalate (PET) with X-Rays and nonmonotonus
dependence of dissociation rate of polymer on alkali solution [10]. The physico-chemical properties of LDPE with
wood fiber, induced by ion-bombardment are being extensively studied [11, 12]. The physical and chemical nature of
the macromolecules and the molecular mobility of the sub-molecules can be deduced from the study of the variation of
dielectric constant as well as dielectric loss with temperature and frequency and the position of the loss peak [13].

The dielectric properties of solid polyethylene have been investigated in audio frequency (AF) range because of
large size of the molecules. In the present report, an attempt has been made to determine the values of dielectric
constant (&') and dielectric loss (&") of the solid polymers such as high density polyethylene (HDPE) and low density
polyethylene (LDPE) by using an impedance bridge over a frequency range of 100 Hz to 10 kHz at 303.16 K. The cost
of the design is relatively less compared to any other versatile system and can be inducted as standard experiment at an
appropriate level.

THEORY
The most generally used methods for measuring dielectric constant (&') and loss (&") consists of the
measurement of the capacitance of an empty capacitor and the capacitance of the capacitor filled with the dielectric
material. The capacitance C of a capacitor is defined as the ratio of the charge on its plates to the potential difference
between them. For a parallel plate capacitor, the capacitance C can be calculated from the geometry of the system [14]
© S. K. Dash, H. S. Mohanty, B. Dalai, 2021
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, A

C=¢,& 'k (1)
where ¢ ' is the dielectric constant of the material a dimensionless property of the material between the two plates
and & o is the permittivity of free space. Here 4 is the area of one of the plates and d is the thickness of the material. The
dielectric constant is thus conveniently expressed as the ratio of the capacitance of the capacitor with the material in
place to its capacitance with vacuum (or air, for which &’ =1.0005 at 20°C) between the plates. If a loss-free dielectric
is considered in an alternating electric field, there would be no dissipation of energy, and charging voltage and current
in a capacitor would be 90° out of phase. But when subjected to an alternating field, the polar molecules of a system
rotate towards an equilibrium distribution in molecular orientation with corresponding dielectric polarization. Due to
either very large size of the polar molecule or high frequency of the alternating field, the rotating motion of the
molecule may not be sufficiently rapid for attaining equilibrium, and then the polarization acquires a component out of
phase with the electric field [15,16]. The current through a capacitor, therefore, does not lead the voltage by 90° but
only by (90°-8) where o is often called the loss angle. Therefore, the complex permittivity (¢*) related to free dipole

oscillating in an alternating field is given by [17, 18],
g =-je"=¢, +M’ )

1+ jor

where, &;and &, are the low and high frequency value of 8'(60) , =2xf, here f being the measuring frequency

and 7 is the relaxation time.
The real part of £"[19] is

i T

E =& +\&E-E& ) ——. 3
-+ (& ”)1+a)2r2 @
The real part &' is calculated as [20],
C 1
g’ = — —2 5 (4)
C \1+tan" o6
where C is the measured capacitance, C, is the empty capacitance and tand is the loss tangent.
The imaginary part of & is given by [20]
T
&'=(e,-¢,)———- 5)
I+o'r
The imaginary part &" is the loss factor and calculated as
g"=¢g'tano . (6)
The loss tangent is given by [21, 22]
gl/
tan o = - @)
g .
The capacitance of a capacitor is
c=¢C,, (®)

where C, is the empty capacitance and &' is the relative permittivity of the medium between the plates. The problem
reduces to the measurement of capacitance of a capacitor with and without the dielectric medium for which &' is
calculated. The dielectric loss factor, &” is measured by an electrical bridge using the equation

g"=&'"Dv, 9)

where D is the dissipation factor and v is the operating frequency.
With measured values of ¢’ and &" at a number of frequencies above the glass transition temperature, the Cole-
Cole plot (&' ~&" ) can also be drawn.

TEST METHODS
Description of the dielectric cell
The fabricated dielectric cell (Fig.1) consists of two circular parallel plates of pure stainless steel each of 5 cm
diameter and 2 mm thickness. The entire system was enclosed in a wooden box of dimension 15 cm*15 cm*20 cm with
removable glass plate in the front panel for loading the sample. The dielectric cell was used to measure the dielectric
constant of the specimens.
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omd The lower plate was mounted horizontally using insulating
: adhesive on a plane glass plate fixed over a wooden upright. It was

used as a static plate of the capacitor. The upper plate was rigidly fitted
! — at its center to the movable head of a micrometer screw for its vertical
(i movement while maintaining both the plates parallel to each other. The
T mounting of both the plates was perfectly horizontal so that both plates,

‘ L —E | when in contact, touch each other over the entire surface. The initial
| | A é_\w reading of the micrometer screw head was taken under this condition.
—— The specimen in the form of thin plane sheets was cut into circular

%ﬁ shape with diameter equal to that of the plates. To insert the sample

between the two plates, the upper plate was moved up and the sample
. was placed between the plates. Therefore, the screw head was moved
7 down till the sample sandwiched between the two plates and the final
reading of the micrometer screw head was taken. These readings were
used to compute the thickness of the sample. Two terminals,
| electrically connected to the two plates of the capacitor, were provided
[ A y on the body of the box for connecting the capacitor to the bridge. The
. L static lower plate was connected directly while the movable upper plate
connected through a metal spring. The stud of the micrometer screw
was held in position by fixing to the upper casing of the box.

15em

Figure 1. Dielectric cell set up Stray capacitance
The capacitance, C, of the capacitor used in this case is given by the
relation:
&' A
C=""-24C,, (10)
Az d

where ¢' is dielectric constant of the sample, A4 is area of cross section of each of the plates which is equal to the area
of cross section of the sample, d is distance between the plates which equals the thickness of the sample and Cj is stray
capacitance of the instrument.

The stray capacitance, Cy, of the instrument has been subtracted from the observed capacitance to get the corrected
value to be used for measurement of &’ . The following procedure was adopted for determining the stray capacitance of
the instrument. The distance between the two plates was varied and the capacitance for different capacitors with air (as
dielectric material) was measured (Table 1).

Table 1. Capacitance values of the cell with various thickness of air gap to determine the stray capacitance.

Thickness ofthe 1. 16 1 0,020 | 0.025 | 0.030 | 0.040 | 0.050 | 0.060 | 0.070 | 0.080 | 0.090 | 0.100
air gap (d) in cm
1!{‘11_‘? 100 | 50 | 40 |3333| 25 | 20 [1667 | 143 | 125 | 1111 | 100
Capacitance of the |\ | | 18| o8 | 082 | 067 | 058 | 0.52 | 048 | 045 | 043 | 041
cell in C x100 pF
A graph was plotted for C vs. 1/d (Fig. 2). The nature of the
20FE-Cys 1id = graph shows a straight line with an intercept on the Y-axis, which
1.8 gives the value of stray capacitance, C,, of the instrument, which
16 includes the capacitance due to the connecting leads also.
M Impedance bridge
121 The GRA impedance bridge model 650 A has been used for
© 104 E//H measurement of capacitance and dissipation factor. The bridge
o has an internal voltage source at 1 kHz. Alternatively, voltage
o5 /E/ source at different frequencies has also been applied externally.
' r_aﬁFPEI Different samples were loaded in between the two plates of the
049 - cell and the capacitance C as well as the dissipation factor
0.2 Y T T r T D (= tan S ) were estimated from the dial readings of the bridge.
0 2 401Id (cm_?;) 8 100 The frequency of the voltage source was varied from 100 Hz to

10 kHz and the above observations were repeated at number of
Figure 2. Determination of stray capacitance frequencies in this range. Since the capacitance for air dielectric
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already recorded for different plate separations, its value C, was noted. This value is independent of frequency. The
dielectric constant for each frequency is calculated from the relation:

, C-C,
& = N
Ca_CO

)

where &' is dielectric constant of the material, C, is stray capacitance, C, is capacitance with air dielectric and
C is capacitance of the sample as dielectric.

Since the accuracy of measurement of &' and &” depends on measurement of C and tand it is governed by the
limit of accuracy of the impedance bridge used for measurement of C and loss tangent. The accuracy of capacitance
measurement over the range 1pF to 100 uF was 1% while that of the dissipation factor measured over range of 0.002
to 1 was 5%.

Sample preparation
Commercially available low density polyethylene (LDPE) sample of thickness 0.006 cm, 0.007 cm high density
polyethylene (HDPE) sample of thickness of 0.009 cm, 0.010 cm were obtained from the Central Institute of Plastic
Engineering and Technology (CIPET) Extension Centre, Bhubaneswar, India. The specimens were cut to the same size
as that of the capacitor plates and put inside the cell for measurement of the experimental parameters &’ and &" of
LDPE and HDPE. The measured value of &’ of HDPE agrees with the value of static dielectric constant &' =3.2
supplied by CIPET, Bhubaneswar.

EXPERIMENTAL RESULTS AND THEIR DISCUSSION
The frequency dependent conductivity, dielectric behavior and electrical modulus of LDPE and HDPE have been
studied. The dielectric constant (&) and the dielectric loss factor (£" ) of LDPE and HDPE samples were measured at
temperature 303.16K. The relevant data are displayed graphically in Figs. 3-7 and presented in Table 2. The frequency
dependence of &', &" and tand of LDPE and HDPE samples are shown in Fig. 3 and 4.

1.8 3.90
3.804 LDPE 0.006 cm L5 185] oo LDPE 0.007 cm 35
: \
3.754 ‘r\ (17 - \’\Xo L30
3.70 1.2 3.754 ’\ %\ 2.5
3.657 .\. e 1.0 3.704 * . % 2.0
© 360, % “eq o e 3.654 .’ Q%% 15 °
\ ) 06 % T
3.554 . S 3.604 \ N L1.0
\ e 0.4 * DY
3.50+ ., @. 3.554 Py
® \', @ 0.2 ".—D \0‘0 0.5
3.454 — ®0e0n | 3.501 . be
®—0-0-000000 | T —e-00 0.0
3.40 r r r r 3.45 r y y y
2.0 2.5 3.0 35 4.0 2.0 25 3.0 35 4.0
log f log f

Figure 3. Variation of &' and &" with frequency for LDPE sample having thickness 0.006 cm and 0.007 cm.
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Figure 4. Variation of &' and &" with frequency for HDPE sample having thickness 0.009 ¢cm and 0.010 cm.
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At very low frequencies, dipoles follow the field and the value of &' ~&; at quasi-static fields. The values of &’
slightly decrease with increase in frequency as the dipoles begin to lag behind the field. Dipole then no longer follow
the field at high frequencies and &'~ ¢ . Qualitatively such behavior is observed in the trend of &' with frequency and

in agreement with Eq. 3. Again, it is observed that there is substantial increase in dielectric constant &' even at lower
frequencies, attributes to a dipolar contribution of 8'(0)) from hopping of electrons between isolated polaron and
bipolaron state. The higher values of g”(a)) at low frequency region may be due to the frequent charged motion within

the sample [19, 20] which favors electrical conductivity effects. Using the relation, @, = 1/ 7, the relaxation time, T
for the samples is found to be 8.846 x10°'s.

1.0 —— LDPE 0.006 cm 0.8 —— HDPE 0.009 cm|
—&— LDPE 0.007 cm —&— HDPE 0.010 cm|
0.8 0.7 4
0.6 4
0.6 1 0.5
e €0
4+
8 0.4- B
0.3 4
0.2 0.2
0.1 4
0.0 0.0
T L) L} L} T L} L} T L) L)
2.0 2.4 2.8 3.2 3.6 4.0 2.0 24 2.8 32 3.6 4.0

log f log f

Figure 5. Variation of loss tangent with frequency for LDPE (thickness 0.006 cm and 0.007 cm)
and HDPE (thickness 0.009 cm and 0.010 cm) samples.

Table 2. Dielectric constant, &', dielectric loss, &" and dissipation factor, tand of low density poly ethylene (LDPE) and high
density poly ethylene (HDPE) samples.

Frequency LDPE = 0.006 cm LDPE =0.007 cm HDPE = 0.009 cm HDPE =0.010 cm
I{I{z Logf &' g’ tan o g g" tan o &' g" | tand | & g" tan o

180 2.255 | 3.789 |1.587] 0.419 |3.849]2.887| 0.750 |3.418]1.880| 0.550 |2.603|1.952| 0.750
200 2.301 | 3.705 |1.488] 0.402 |3.821]2.522| 0.660 [3.418]1.709| 0.500 |2.570|1.799| 0.700
220 2.342 | 3.692 |1.287] 0.349 |3.783]2.081| 0.550 [3.386|1.422| 0.420 |2.547|1.579| 0.620
240 2.380 | 3.687 |1.032] 0.280 |3.783|1.816| 0.480 [3.376]1.279| 0.379 |2.525|1.389| 0.550
260 2.415 | 3.687 [0.914] 0.248 |3.764]1.656| 0.440 [3.360]1.099| 0.327 |2.514|1.232| 0.490
280 2.447 | 3.687 [0.809] 0.219 |3.755]1.427| 0.380 [3.344]1.003 | 0.300 |2.503|1.101| 0.440
300 2477 | 3.670 |0.734] 0.200 |3.755]1.314| 0.350 [3.333]0.900| 0.270 |2.492|1.021| 0.410
400 2.602 | 3.634 |0.472] 0.130 |3.717]0.892| 0.240 [3.312]0.596| 0.180 |2.436|0.682| 0.280
500 2.699 | 3.616 [0.343] 0.095 |3.698]0.610| 0.165 [3.270]0.441| 0.135 |2.402|0.485| 0.202
600 2.778 | 3.603 [0.274] 0.076 |3.679]0.463| 0.126 [3.249]0.354| 0.109 |2.391|0.382| 0.160
700 2.845 | 3.594 [0.223] 0.062 |3.660]0.366| 0.100 [3.227]0.290| 0.090 |2.369|0.313| 0.132
800 2.903 | 3.580 [0.190] 0.053 |3.656]0.292| 0.080 |3.217]0.241| 0.075 |2.346|0.265| 0.113
900 2.954 | 3.571 |0.171] 0.048 |3.646]0.230| 0.063 [3.206]0.215| 0.067 |2.335|0.226| 0.097
1000 3.000 | 3.562 |0.150] 0.042 |3.641|0.193| 0.053 |3.175|0.187| 0.059 |2.324/0.197| 0.085
2000 3.301 | 3.518 |0.070| 0.020 |3.613|0.101| 0.028 |3.153]0.095| 0.030 |2.268|0.093| 0.041
3000 3477 | 3.491 |0.052] 0.015 |3.561[0.064| 0.018 |3.111[0.062| 0.020 |2.246|0.065| 0.029
4000 3.602 | 3.473 10.042| 0.012 |3.528|0.046| 0.013 |3.100[0.050| 0.016 |2.223/0.049| 0.022
5000 3.699 | 3.464 |0.035] 0.010 |3.514[0.039] 0.011 |3.090[0.040| 0.013 |2.201|0.042| 0.019
6000 3.778 | 3.455 [0.031] 0.009 |3.509(0.035] 0.010 |3.079[0.037| 0.012 |2.190/0.037| 0.017
7000 3.845 | 3.455 |0.031] 0.009 |3.500(0.035] 0.010 |3.079[0.037| 0.012 |2.190/0.035| 0.016
8000 3.903 | 3.446 [0.027| 0.008 |3.490(0.031] 0.009 |3.069[0.034| 0.011 |2.179/0.030| 0.014
9000 3.954 | 3.446 [0.027] 0.008 |3.481|0.028| 0.008 |3.069|0.034| 0.011 |2.1670.028| 0.013
10000 | 4.000 | 3.446 |0.027| 0.008 |3.481]0.024| 0.007 |3.058]0.030| 0.010 |2.167|0.026| 0.012

The results depict the high values of & and &" (Fig. 3-4) and tand (Fig. 5) at frequencies lower than 1 kHz
increase with decreasing frequency, which may be due to space-charge polarization effect [23, 24] in building up of free
charge at the interface between the sample and electrode. The gradual decrease of &', &” and tand with frequencies,
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may be due to typical characteristics of disordered

of Himanshu et al. [25].
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Figure 6. Variation of ac conductivity with frequency for LDPE (thickness 0.006 cm and 0.007 cm)
and HDPE (thickness 0.009 cm and 0.010 cm) samples.

The frequency variation of ac conductivity is, o, =¢g,we" [26], where @ =27z f . The value of o, in Fig. 6

decreases non-linearly with frequency attending minima at about 6 kHz then increases at higher frequency. The drops in
o, indicate space charge polarization and electrode polarization [18, 19]. The results of o, g'(a)) for LDPE and

HDPE samples show that the charge transport does not occur via the usual mechanisms attributing in favour of
insulating materials and the possibility of new mechanisms along fixed polaron sites.
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Figure 7. Cole-Cole plot of (a) LDPE (thickness 0.006 cm and 0.007 cm) and (b) HDPE (thickness 0.009 cm and 0.010 cm) samples.
The Cole-Cole plot of the dielectric
(- LDPE 0.006 cm data, &" (loss) vs. &' (permittivity) is
0.20 O LDPE 0.007 cm . ) i . 4
| A HDPE 0.009 ¢ shown in Fig. 7, which is not conventional
~©—HDPE 0.010 cm semicircular type in case of an ideal single
. relaxation time. The plots are found to be
. mostly linear with a slight curvature at low-
5 frequency region, which indicate the
0.104 presence of wide range of relaxation time.
' The values of the real part of the electrical
modulus (M') did not equal to zero at low
0.054 frequencies and it is expected that the
electrode polarization may develops in both
the sheets. The analysis of real (&') and
000 . . " . .
) T ] imaginal & arts of dielectric
010 015  0.20 025 030 035 ginary (&%)  p

Figure 8. Cole-Cole plot of electrical modulus of LDPE (thickness 0.006 cm

and 0.007 cm) and HDPE (thickness 0.009 cm and 0.010 cm) samples.

permittivity and that of electrical modulus
real (M") and imaginary (M") parts (Fig. 8-9)
signify poly dispersive nature of relaxation
time as shown in Cole-Cole plots.
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Figure 9. Variation of electrical modulus with frequency (a) LDPE (thickness 0.006 cm and 0.007 cm)
and (b) HDPE (thickness 0.009 cm and 0.010 cm) samples.

The variation of electrical modulus, M’ and M" with frequency (Fig. 9) corroborates the result of &', &", tand
and o, of LDPE and HDPE samples.

CONCLUSIONS
The dielectric constant (8') and dielectric loss factor (8") of LDPE and HDPE polymers have been measured

using a dielectric cell. Conductivity (o), dissipation factor (tand ), relaxation time (7), electrical modulus (M' and M")
for both LDPE and HDPE were studied. The analysis of real and imaginary parts of both dielectric permittivity and
electric modulus have been performed, which show the polydispersive nature of relaxation time as confirmed by Cole-
Cole plot, complex permittivity as well as the scaling behavior of the modulus spectra. It is supported by the nature of
o, tand and 7 data in this present study. The frequency dependence of real and imaginary parts of the electrical modulus,
(M"and M") for the samples, are depending on the filler content of LDPE and HDPE sheets.
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JOCIIKEHHS EJEKTPHYHUX BJJIACTABOCTEM TBEPIUX MMOJIMEPHUX JINCTIB
(HDPE I LDPE) B AYAIOUACTOTHOMY AIAITA30HI
Capar K. Jlam®, Xapi C. Moxantu®, Biceamxir J{anaii®
“@isuunui paxyromem, Pecionanvnuti incmumym oceimu (NCERT), bxybaneweap, Ooiwa, 751022, Inoia
bDisuunui paxyromem, lxona nayx, Yuisepcumem GIET, I'vuynyp 765022, Odiwa, Inoia

V wiit poborti Gynu B3sITi TBEpAI MOJIIMEpHI JIMCTH, 3pa30K 3 nojieTmwieHy Hu3bKoi minsHocTi (LDPE) ToBImHOIO 0,006 cM, 0,007 oM,
1 3pasok noimietwieny Bucokoi minsHOCTI (HDPE) ToBmuuOo0 0,009 cM, 0,010 cMm. BuMipioBaHHS €NEKTPUYHHUX BIACTHBOCTEH,
TaKuX 5K JieJeKTPHYHA KOHCTAHTA &' Ta JieNeKTpudHi BTpat & , s TBepaux momiMepHux muctie LDPE ta HDPE nposoauiocs,
BUKOPUCTOBYIOUH JiCJISKTPUYHUN elleMeHT. Byllo BHIOTOBICHO Mi€NEKTPHYHUH €JIEeMEHT, SKHUH CKJIafaBcs 3 IBOX KPYIJIMX
napajenbHHUX UIACTHH 13 YUCTOI HEepiKaBilovoi CTaii, KOXKHa JiaMeTpoM 5 cM i ToBuuHOW 2 MM. [ BumiproBanHs emHocTi C Ta
koedimienra aucunauii D B mianma3zoHi 3BykoBoi wactotd (AF), Bim 100 I'm no 10 [, BUKOPUCTOBYBaNM IMIIEAaHCHHU MiCT
(GRA 650A). Pi3ni 3pa3ku 3aBaHTa)KyBald MiXK IBOMa IJIACTUHAMH €JIEMEHTa, a EMHICTb, a TAKOXK KOe(illieHT AUCHIIAIIT OLiHIOBAIN
3a TIOKa3aHHAMM LIKAM MOCTa. BIUMB 3MiHM wacToTh Ha &', &, yac penakcamii 7, koedillieHT aucumanii tan § i MPoBiAHICTH
3MIHHOTO CTpyMy © TakoX OyB pO3INIIHYTHil AJIi [ianma3oHy 3BYKOBHX YacCTOT. PO3paxoBaHO KOMIUICKCHY IiCJICKTPHYHY
MIPOHUKHICTD ¥, TOB'A3aHy 3 BUIBHUM AWIIONEM, IO KOJIMBAETHCS Yy 3MIHHOMY IIOJI, Ta TAaHTEHC BTpaT tano . Y miil poboti Oyio
JOCII/UKEHO YaCTOTHO-3aJIeKHY IIPOBIIHICTb, MICNEKTPUYHUN XapakTep Ta EJNeKTPUYHHH MOIynb, AilicHy (M') ta ysBry (M")
yactuau LDPE ta HDPE. 3HauenHs AifiCHOI YaCTHHU eeKTPUYHOro MoayJisi (M') He MOpiBHIOBAJIO HYIIO Ha HU3BKHX 4acTOTax, i
OYiKy€eTbCs, IO MOJAPH3ALlis eJNEKTPOAa MOXKEe PO3BMHYTHCS B 000X Jsimctax. Lli pe3ynbTaTH BUABIAIOTH 3MILJHEHHS 3B SI3KY MiX
JIOKAJILHUMH JIUTONAPHUME PyXaMH B JIOKJIi30BaHOMY PYyCi GJIMKHBOTO TIOPSIKY. AHaii3 peanbHoi (&' ) Ta yaBHoi (£" ) yacTunu
IieNeKTPUYHOI IPOHUKHOCTI, a TakoX peanbHa (M) Ta ysBHa (M) YacTHHU €JIEKTPHUYHOTO MOIYJS BKa3yIOTh Ha MOJiTUCIICPCHHH
XapakTep 4acy pelnakcarii, sk e crioctepiraeTbes Ha rpagikax Koymn-Koyoa.

KJIIOYOBI CJIOBA: LDPE, HDPE, nienekrpudHa IpOHUKHICTB, Ai€IEKTPUIHI BTPATH, IPOBIJHICT 3MIHHOTO CTPyMY
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In this research paper, a HTM-free perovskite solar cell (PSC) structure with Titanium (TiO2), methyl ammonium lead triiodide
(CH3NH3PbI3) and platinum (pt) as electron transport material (ETM), photon harvester and metal back contact is proposed. Solar Cell
Capacitance Simulator (SCAPS-1D) program was used to implement the model and simulation. Effect of parameters such as thickness
of ETM, thickness of absorber, doping concentration of ETM & absorber and electron affinity (EA) of ETM were investigated
systematically. From the obtained results, it was found that the parameters affect the performance of the solar cell. When the thickness
of ETM was varied from 0.02 to 0.10 gm . The results show that photovoltaic parameters decrease with the thickness increase. When
the thickness of the absorber was varied from 0.1 to 1.0 um , the optimized value was found at thickness of 0.4 um . When the doping
concentration of absorber and EMT were varied from 10'°-10'7 cm™ and from 10'3-102° cm™, the highest values of PCEs were obtained
at 10'® cm™ and 102’ cm™ for Absorber and ETM. Also when the EA was varied in the range of 3.7 €V to 4.5 eV, the optimized value
was at 3.7 eV. Upon optimization of the above mentioned parameters, power conversion efficiency (PCE) was found to be 25.75 %,
short circuit current density (Jsc¢) 23.25 mAcm, open circuit voltage (Voc) 1.24 V and fill factor (FF) 89.50 %. The optimized result
shows an improvement of ~1.95 times in PCE, ~1.06 times in Jsc, ~1.44 times in Voc and ~1.28 times in FF as compared to the initial
device with the following parameters, PCE=13.22 %, Jsc=21.96 mAcm 2, Voc=0.86 V and FF=69.94 %.

KEYWORDS: perovskite solar cells, HTM free, device modeling, simulation, band gap offset

Recently, organic-inorganic metal halide perovskite solar cells have taken the renewable energy community by
storm and subsequently gained attention of several world’s researchers due to its high performance and low cost. Several
advantages of perovskite absorber have made it a choice of candidate for application photovoltaic structures, among which
include, tuned band gap, small exciton energy, excellent bipolar carrier transport, long electron-hole diffusion, and
amazingly high tolerance to defects [1-7]. The properties exhibited by this material in solar cells results to enhanced
power conversion efficiency from 3.9 % [8] to over 25 % [9]. However, some draw backs such as instability, electron
transport resistance between TiO; and perovskite absorber and the use of costly hole transport material (HTM) (such as
spiro-Omeotad) has prevented its outdoor usage. Therefore, the use of readily available and stable materials having high
hole mobility with simple route of synthesis is desirable [10-12].

A report on perovskite solar cell without HTM was demonstrated firstly by Etgar et al. [13], where the perovskite
absorber functions as a transporter of hole and harvester of photon energy simultaneously and results to a PCE of 5%.
The results demonstrate simplicity and high reduction in cost of fabrication and a relatively improved stability as a result
of HTM elimination. Also, in 2014, Li et al. [14] followed the same route by replacing metal back contact with laminated
carbon nanotubes (CNTs) to collect holes from absorber and block electrons from ETM and results to a PCE of 6.87%.
Eli et al. [9] developed a PSC without HTM with elcocarb as metal back contact to collect hole and realized a PCE
of 3.80 %.

Recently a PCE of 10.95% with about 95% stability of their initial efficiency after being exposed to air (relative
humidity of 25-35%) for 20 days, was demonstrated by Zhang et al [15]. In a simulation studies by Lin et al [16], a PCE
of 15.02% was obtained with a structure without HTM and ZnO as ETM. Theoretical studies carried out by Wang and
group [17] shows that the careful selection of thickness of the absorber and p-type doping were crucial to the PCE of the
HTM-free PSCs.

The HTM-free PSC is a simple and promising way to realize good PCE but some factors deter its practical use. PSC
devices mostly make use of costly gold (Au) as a back contact. The Au metal contact is not only expensive but the process
of synthesis and development require the use of high-technology (such as high-vacuum evaporation technique). Platinum
metal, with the work function of 5.93 [18], has been applied in perovskite solar cells with HTM and without HTM, but
the PV parameters were of poor values for HTM (Jsc=7.17 mAcm?, Voc=0.69, FF=62.62 and PCE=3.08 %). And for the
device without HTM, the PV parameters are Jsc=20.58 mAcm?, Voc=1.006, FF=71.07 and PCE=14.72 %.

To realize higher photovoltaic parameters and proper optimized architecture in HTM-free PSC, systematic
understanding of the operational mechanism needs to be uncovered. Yet till now, numerical modeling and simulation of
the HTM-free PSCs with platinum metal contact and TiO, ETM has seldom been reported. Platinum metal has a high
work function and good chemical stability. In view of that, this research paper, attempts to present a detailed numerical
modeling and simulation of HTM-free PSCs based on solar cell capacitance simulator (SCAPS) software to systematically
study the influence of some material (such as thickness of ETM, thickness of absorber layer, doping concentration of
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ETM, doping concentration of absorber layer, electron affinity of ETM etc), with the goal of uncovering the hidden
mechanism for PCE improvement.

METHOD AND METHODOLOGY

The nature of the defect is set as Gaussian and defect density is set as 1x10'® cm ™ [19,20]. Table 1 shows the defect
parameters which are used in the simulation. Basic parameters for each material used in the simulation are summarized
in Table 2. Thermal velocities of hole and electron are selected as 107 cms™! [19-22]. The optical reflectance is considered
to be zero at the surface and at each interface [19]. Parameters are optimized in the study by using control variable method.
The initial total defect density of the absorber layer is assumed to be 2.5x10'* cm™. Neutral Gaussian distribution defect
is selected in the absorber layer and characteristic energy is set to be 0.1 eV [19]. One defect interface is inserted for
carrier recombination. The interface defect layer (IDL) is introduced in the TiO»/CH3NH3Pbl; interface to investigate the
influence of interfacial recombination on the photovoltaic performance. The work functions of the front contact and back
contact are 4.40 eV and 5.93 eV respectively [18,23]. A working temperature of 300K, solar spectrum AM1.5 and a
Scanning voltage of 0-1.3 V were used for all simulations.

Table 1. Defect parameters of interfaces and absorber [19,20,23]

Parameters CH3NH;PbI; Ti02/CH3NH3Pbl; interface
Defect type Neutral Neutral
Capture cross section for electrons (cm?) 2x10°14 2x10°14
Capture cross section for holes (¢cm?) 2x10714 2x10714
Energetic distribution Gaussian Single
Energy level with respect to Ev (eV) 0.500 0.650
Characteristic energy (¢V) 0.1 0.1
Total density (cm ™) 1x1015-1x10" 1x10"7

Table 2. Simulation parameters of PSCs devices [19, 20,23,24]
Parameters FTO ETM (TiO2) Absorber
Thickness (um) 0.4 0.05 0.45
Band gap energy Eg (eV) 3.5 3.26 1.55
Electron affinity x (eV) 4.0 4.2 3.90
Relative permittivity er 9 10 6.50
Effective conduction band density N¢ (cm™) 2.2x1018 2.2x10%8 2.2x10'8
Effective valance band density Nv (cm™3) 2.2x1018 2.2x10'8 2.2x10'8
Electron mobility pn (cm? V™' s71) 20 20 2
Hole mobility up (cm? V' s71) 10 10 2
Donor concentration Np (cm ) 1x10" 1x107 0
Acceptor concentration Na (cm™) 0 0 1x1013
Defect density Ni (cm™3) 1x10% 1x101 2.5x1013
RESULTS AND DISCUSSION

Structure of PSC in the simulation and Energy level diagram of HTM free PSC device
The modeled PSC and band structure of the HTM free perovskite solar cell obtained with simulated parameters in
Tables 1 and 2 are illustrated in Figure 1 (a) and (b). The interface conduction and valence band offset at the
Ti0,/CH3NH;3Pbls interface are AEc=0.31 eV and AEv=2.02 ¢V as shown in Figure 1(b).
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Figure 1. (a) The structure of perovskite solar cell in the simulation and (b) Energy band diagram of TiO2/CH3sNH;3Pbl3 PSC device.

The value of AEc prevents the flow of electron charge carrier from the electron transport layer to perovskite layer to
the pt metal contact so as to avoid quenching in the perovskite layer. While the large value of AEv denies the flow of
holes to the platinum-back contact to prevent their recombination with the electrons in the perovskite layer. These values
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can be seen important as they encouraged collection of charge carriers which results to higher photovoltaic performance
in PSCs. As such, from the result of the band gap structure, TiO, and CH3NH3Pbl; can form a p-n junction when combined
together to be applied in photovoltaics.

Performance parameters from initial simulation
The J-V characteristics of the reference modeled PSC device under illumination and in the dark is shown in
figure 2(a). Under illumination, a Js of 21.96 mAcm™2, Voc of 0.86 V, FF of 69.94 %, and PCE of 13.22 % are obtained.
The V, simulated in this studies agrees with Vo (0.85 V) in experimental work demonstrated by a group of
researchers [9]. However, the values of PCE, FF and J, are higher than ones obtained from experimental research work,
this may be due to the lesser series resistance arising from pt metal contact or FTO and the optical reflectance is considered

to be zero at the surface and at each interface during our simulation [25].
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Figure 2. (a) J-V curve of PSC with initial parameters, (b) spectra of the device with initial parameters

As illustrated in Figure 2(a), Under the dark condition, there is no current flowing thereby behaving as a diode

resulting to an extreme minimum value of Jsc when the voltage is less than the knee voltage (0.6 V) and decreases gradually
when the voltage further increases [25]. This results to rectifying characteristics and this rectifying behavior is a feature
of photovoltaic devices and is a consequence of the asymmetric junction needed to separate charges.
In the quantum efficiency (QE) of the device shown in figure 2 (b) which is within the wavelength of 300 nm and 900
nm has maximum attained value of 90 % at 550 nm. Optical absorption edge is red shifted to 800 nm which corresponds
to a band gap of 1.55 eV in CH3NH3Pbl;. The QE sweeps across the whole visible spectrum which to an extent agrees
with experimental work [9].

Effect of thickness of Electron transport layer
Figures 3(a), (b) and (c) show the J-V behavior, QE and the plot of solar cell parameters; Voc, Jsc, FF and PCE
versus thickness of the ETM. Thickness of ETM was varied from 0.02 to 0.10 £ m. The results show that both the PCE,

Jsc, Voc and FF decrease with the thickness of ETM. The slight decrease in the photovoltaic properties is due to fractional
absorption of incident light by the TiO; layer and the bulk/surface recombination at the interface which result to lesser
electron and hole pairs extraction [26]. The decrease in FF is connected to the increase in series resistance.

Figure 3(b) displays the QE of the perovskite solar cell as a function of wavelength within the range of 300-900 nm
with varied ETM layer thickness. It can be seen that the QE reaches a maximum value in the wavelength range of 380—570
nm and gradually decreases at longer wavelengths until 800 nm, which corresponds to its absorption spectrum
demonstrated in figure 3(b). Table 3 shows the photovoltaic parameters obtained during the simulation.

Table 3. J-V characteristic parameters with the variation of thickness of ETM

Parameters T (£ m) Jse (mAcem?) Voc (V) FF PCE (%)
0.02 22.05 0.88 70.17 13.63
0.03 22.01 0.87 70.11 13.40
0.04 21.98 0.86 69.96 13.28
0.05 21.96 0.86 69.94 13.22
0.06 21.94 0.86 69.91 13.18
0.07 21.93 0.86 69.91 13.17
0.08 21.92 0.86 69.91 13.15
0.09 21.90 0.86 69.91 13.15
0.10 21.89 0.86 69.92 13.14
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Figure 3. (a) J-V curves of PSC with different values of thickness of ETM, (b) QE with different values of thickness of ETM,
(c) Variation in performance parameters of PSC with thickness of ETM.

Effect of thickness of absorber layer

The influence of thickness of absorber on the solar cell parameters; Voc, Jsc, FF and PCE is shown in figure 4 (a).
The J-V and QE of the varied absorber thickness is shown in Figure 4 (a) and (b).

As shown in Figure 4 (a), Jsc increases from 12.33 to 22.36 mAcm™ with thickness increase from 0.1 to 0.6 which
is due to the increase in carrier generation and dissociation, then starts decreasing from 0.7 to 1.0 £ m which is attributed

to high recombination rate within the range of the thickness. FF decreases slightly with thickness increase in the perovskite
layer. Table 4 shows the photovoltaic parameters obtained during the simulation. The PCE increase with increase in layer
thickness from 0.1 to 0.4 £ m due to the production of new charge carriers. However, PCE decreases from thickness of

0.5to 1.0 £ m due to lesser electron and hole pairs extraction rate that leads to recombination process [27].
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Figure 4 (c) exhibits the spectral response of the PSCs as a function of wavelength with varied CH3;NH;3Pbl; layer
thickness within range of 300 to 900 nm. The QE first increases rapidly with the CH3NH;3Pbls thickness increasing from
0.1 t0 0.4 14 m, and the QE increase slightly after the thickness is greater than 0.4 £ m, which shows that 0.4 £ m thickness

of CH;NH3PbI; layer can absorb most of the incident photons and the part beyond 0.4 £ m can only contribute little to
the PSC performance. Therefore, the optimized perovskite absorber layer thickness is around 0.4 ¢ m which gives Voc
0f 0.86 V, Jsc 0of 21.63 mAcm™?, FF of 71.39 % and PCE of 13.21 %.
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Figure 4. (a) J-V curves of PSC with different values of thickness of absorber layer, (b) QE with different values of thickness of
absorber layer, (c) Variation in performance parameters of PSC with thickness of absorber layer
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Table 4. J-V characteristic parameters with the variation of thickness of absorber

Parameters T ( 4 m) Jse (mAcem?) Voc (V) FF PCE (%)
0.1 12.34 0.77 79.12 7.48
0.2 17.85 0.82 77.16 11.30
0.3 20.42 0.84 74.32 12.78
0.4 21.63 0.86 71.39 13.21
0.5 22.17 0.86 68.54 13.13
0.6 22.36 0.87 65.36 12.85
0.7 22.36 0.88 63.59 12.46
0.8 22.24 0.88 61.39 12.02
0.9 22.06 0.88 59.50 11.60
1.0 21.85 0.89 57.73 11.18

Effect of doping concentration (Na) of absorber layer

Doping is the process of introducing impurities in absorber layer. The effect of doping concentration on the
performance of perovskite solar cell is studied by choosing the values of N, in the range of 10'°-10'7 cm™ while keeping
Np for ETM at 10'7 ¢cm?. Table 5 gives the performance parameters of PSCs with various values of doping concentration.
The highest value of PCE was obtained with doping concentration of 10'® cm™> which shows value of 14.89 %. The
highest value of fill factor was also observed at the same Na. The PCE and the FF remained constant with increase in
doping concentration from 10'°-10'3 cm™ and increases with doping concentration from 10*~10'° cm™. Beyond the
values, a decrease in PCE and FF was noticed. The obtained results show that charge carriers are transported and collected
optimally at the same irradiance when N4 of the CH3;NH;Pbl; is 1x10'¢ em™3. The Ji. and Voc remained constant with
increasing Na from 10'°-10"* cm 3, while beyond 10'3 cm3, J. increases with increasing Na and V.. decreases with
increasing Na. The ability of the photo-generated carriers is weak, resulting to a reduced Voc which caused a full depletion
and strong electric field in the absorber layer.

The QE with respect to wavelength is as shown in Figure 5(b) with varied concentration from 10'°-10'® cm™. It can
be seen that the QE rapidly increase within the wavelength range of 300 — 380 nm and thereby maintained a constant until
at 630 nm before it decreases rapidly to 800 nm from 10'°-10'5 ¢cm™. From 10'>-10'* ¢cm ™ a gradual decrease from the
cutout of 390 nm until 800 nm was observed. The result shows that the solar cell functions effectively within the visible
region.
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Figure 5. (a) J-V curves of PSC with different values of doping concentration in absorber layer, (b) QE with different values of doping
concentration in absorber layer

Table 5. Dependence of solar cell performance on the doping concentration of Absorber layer

Parameters Na(cm™) Jse (mAcm?) Voe (V) FF PCE (%)
1E+10 21.96 0.86 69.86 13.20
1E+11 21.96 0.86 69.86 13.20
1E+12 21.96 0.86 69.87 13.20
1E+13 21.96 0.86 69.94 13.22
1E+14 22.00 0.86 70.65 13.34
1E+15 22.27 0.84 75.67 14.19
1E+16 23.13 0.79 81.85 14.89
1E+17 23.54 0.61 76.12 10.77
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Effect of doping concentration (Np) of ETM

The effect of doping concentration on the performance of perovskite solar cells is examined by varying the values
of Np in the range of 10'3-10?° cm™ while keeping N for absorber at 10! cm™. Figure 6 (a) and (b) shows the J-V curves
of PSC with different values of doping concentration in ETM and QE with different values of doping concentration in
ETM layer. When the doping concentration is varied from 10'3-10?° cm™, it was depicted from Table 6 that, the PCE
increased from 12.52 % to 16.62 %. The increase in PCE is as a result of reduction in series resistance due to increase in
optical conductivity of the ETM. Hence, the doping concentration Np is set at 102’ cm?. Similarly, there was increase in
other photovoltaic parameters (Jsc, Voc and FF) with increase in doping concentration values. The optimized values of the
performance parameters are PCE=16.62 %, Jsc=22.24 mAcm2, Voc=1.04 V and FF=72.18%.

The increase in the photovoltaic parameters with increasing Np could be explained as follows: Auger recombination
rate decreases with doping density below 10%° cm . It is seen that the quenching losses decreases when Np is below 102°
cm 3. We therefore speculate that, optimum doping concentration of ETM enhances the Voc and Jsc which subsequently

results to higher PCE.
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Figure 6. (a) the J-V curves of PSC with different values of doping concentration in ETM, (b) QE with different values of doping
concentration in ETM layer

Table 6. Dependence of solar cell performance on the doping concentration of ETM

Parameters Na(cm™) Jsc (mAcem?) Ve (V) FF PCE (%)
1E+15 21.87 0.82 69.51 12.52
1E+16 21.89 0.83 69.59 12.62
1E+17 21.96 0.86 69.94 13.22
1E+18 22.07 0.92 70.59 14.33
1E+19 22.16 0.98 71.20 15.45
1E+20 22.24 1.04 72.18 16.62

Influence of electron affinity of ETM
The effect of electron affinity (EA) on the performance of perovskite solar cell is examined by varying the values
of EA in the range of 3.7 eV to 4.5 eV. Figure 7 (a), (b) and (c) shows the J-V curves of PSC with different values of EA
of ETM, QE with different values of EA of ETM layer and Photovoltaic parameters with respect to EA.
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Figure 7. (a) J-V curves of PSC with different values of EA of ETM, (b) QE with different values of EA of ETM, (c) Variation in
performance parameters of PSC with EA of ETM (continued on the next page)
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Figure 7. (a) J-V curves of PSC with different values of EA of ETM, (b) QE with different values of EA of ETM, (c) Variation in
performance parameters of PSC with EA of ETM

Figures 7(c) shows variation of PCE, Voc, Jsc and FF with electron affinity of ETM and figure 7(a) show the J-V
curve with different electron affinity values. The optimum photovoltaic performance was obtained at EA value of 3.7 ¢V,
which gave PCE, Jsc, Voc and FF as shown in Table 7. It is now evident from our findings that proper selection ETM
with good EA can reduce quenching losses in PSCs. Table 7 gives the performance parameters of PSCs with various
values of EA.

Table 7. Dependence of solar cell performance on the electron affinity of ETM

Parameters EA (eV) Jse (mAcm?) Voe (V) FF PCE (%)
3.7 22.67 1.14 83.49 21.53
3.8 22.61 1.13 82.90 21.24
39 22.39 1.11 78.90 19.58
4.0 22.23 1.05 72.65 16.98
4.1 22.10 0.96 70.86 15.04
4.2 21.96 0.86 69.94 13.22
43 21.78 0.76 69.00 11.43
4.4 21.57 0.66 67.69 9.64
4.5 21.30 0.56 66.10 7.89

Performance of PSC with Optimized parameters
After simulating the PSC, the ETM thickness, absorber thickness, doping concentration of absorber and ETM were
optimized and the values are as shown in Table 8(a). The final optimized PSC gave a PCE of 25.75 %, Jsc of 23.25
mAcm2, Voc of 1.24 V and FF of 89.50 %. When the optimized result is compared with the reference initial device, an
improvement of ~1.95 times in PCE, ~1.06 times in Jsc, ~1.44 times in Voc and ~1.28 times in FF is obtained over the
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device that was not optimized. The behaviour of the JV curve in the dark and under illumination is as shown in figure
8(a). Experimental work of HTM free PSC published by other researchers are compared with the simulated results and
summarized in Table 8(b).

In the experimental works, PCEs of 3.80 and 4.2 % were achieved for HTM free PSCs with TiO, as ETM. The
photovoltaic parameters could be improved further to realize the high photovoltaic values achieved in the simulation.
This could be realized by improving the film quality of both the absorber and ETM and also consider proper doping of
the absorber and ETM in order to realize good electron density.

The energy diagram of the optimized device is as shown in figure 8(c). From the band structure, the conduction and
valence band offset at the TiO,/CH3NH;3Pbl; interface were reduced to 0.06 eV and 1.98 eV, which can be considered
beneficial for the flow of photo-excited charge carriers to the front electrode and back-metal contact in order to avoid
their recombination and quenching losses. The quantum efficiency also shows stronger absorber in the visible region as
compared to the device without optimization as shown in figure 8(b).

259 1004 (P)
204 lllumination _"-\ S —
5] PCE=25.75 % \ 1 . -..__...
‘T‘E ] Jgo=23.25 mAem 2 \_ 80 - L
2 12'. V=124V A
E M1 FF=89.50 % ~ 60- \
z 0 2 4
D Dark e " m 1 \
% -5 1 \' (¢} ]
o] 1 \ 404 &
=101 | . /
=191 20 |
© .20 /
1 J
254 . 0 0
00 02 04 06 08 10 12 14 300 400 500 600 700 800 900
Voltage (V) Wavelength (nm)
1
(c) AE,=0.06 eV
0 EC y —
. CH3NH3Pbl3
S
(]
T - ]
% FTO
[ _2_ " .
w TiO»o
3
d\‘
E AE, =1.98 eV
v v
-4 M 1 v ) M 1 v )
0.0 0.2 0.4 06 0.8
Position (um)

Figure 8. (a) J-V curves of PSC with Optimized parameters, (b) QE with optimized parameters and (c) Energy band diagram of
TiO2/CH3NH3Pbls PSC device

Table 8. (a) Optimized Parameters of the device

Optimized parameters ETM (TiO2) ( Clgbl\?g?;{ﬂ 3)
Thickness ( um ) 0.02 0.40
Doping density (Na) (cm™) - 1E+16
Doping density (ND) (cm™) 1E+20 -
Electron Affinity (EA) 3.7 --
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Table 8(b). Photovoltaic parameters of HTM free perovskite solar cells reported in the experimental work in the literature and
simulated results using SCAPS.

Simulation Jse (MAcm?) Vo (V) FF PCE (%)
Initial 21.96 0.86 69.94 13.22
Optimized Na of absorber 23.13 0.79 81.85 14.89
Optimized Np of ETM 22.24 1.04 72.18 16.62
Optimized thickness of absorber 21.63 0.86 71.39 13.21
Optimized EA of ETM 22.67 1.14 83.49 21.53
Optimized thickness of ETM 22.05 0.88 70.17 13.63
Final Optimization 23.25 1.24 89.50 25.75
[9] 11.04 0.85 41.00 3.80
[28] 13.60 0.67 45.80 4.20
CONCLUSION

In this work, the HTM free PSC was investigated systematically using Solar Cell Capacitance Simulator (SCAPS-1D)
program. The photovoltaic performance of the modeled device with various CH3NH;3Pbls thicknesses, ETM thicknesses,
ETM electron affinities, ETM doping concentrations and CH;NH;Pbl; doping concentrations, has been analyzed. From the
obtained results, it is found that the parameters affect the performance of the solar cell. The overall PCE, FF, Jsc, and Voc,
of 25.75 %, 89.50 %, 23.25 mAcm?, and 1.24 V respectively were obtained by using all optimised parameters.
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YUCJEHHE MOJEJIOBAHHS TA AHAJII3 TETEPOIIEPEXITHOI'O COHSIYHOI'O EJIEMEHTA BE3 HTM 3
BUKOPUCTAHHSIM ITPOTI'PAMHU SCAPS-1D
Jannadi Eni, Anxaccan Ilyaii6y®, Myxammeo Cani Axmad®, Iocamina Taciy”
“@axynomem Qizuunux nayx, Yuieepcumem I pinghino, Kaoyna, Hicepis

bDizuunuii paxynomem, Jepowcagnuii ynisepcumem Kaoynu, Kaoyna, Hizepis
V wiii gociigHUNIBKIN poOOTi NPONOHYETHCS CTPYKTypa IMEepOBCKiTHOTO constyHoro eixemenTa (PSC), mo ne mictuts HTM (1ipkoBo-
TpaHCHOPTyBalbHU Matepian), 3 TutanoM (Ti0O2), meTnin-amonieBum tpuitoguaom ceuHio (CH3NH3PbI3) i mnatunoro (Pt) B sikocti
eJIEKTPOHHO-TpaHcopTHOro Matepiany (ETM), 30upaua (oTOHIB Ta METaIeBOro 3BOPOTHOTO KOHTaKkTy. st peamizamii Mozerni ta
MOJIeNIIOBaHHA OyJia BHKOpucTaHa mporpama «Imitarop €mHocTi Consunnx EnementiB» (SCAPS-1D). IlpoBomunock cuctemHe
IOCHIDKEHHS BIUIMBY TaKMX MapameTrpiB sk ToBmuHa ETM, ToBHIMHA MOTNMMHAYa, KOHIIEHTpamis Jeryrounx pedoBuH ETM Tta
MIOTJIMHAYA, @ TAKOXK CHOPiTHEHICTh 10 enekTpoHiB (EA) enekrponHo-TpancnoprHoro Marepiaxy (ETM). 3 oTpumaHuX pe3ynbTaTiB
OyJ10 BCTAaHOBJICHO, IO i MapaMeTpH BIUIMBAIOTH Ha NPOIYKTHBHICTH COHSAYHOTO eneMenTa. Komu toBmuna ETM 3MiHroBanace Bixg
0,02 o 0,10 gm , pe3ynbTaTH NOKa3ajH, IO (HOTOSIEKTPUYHI ITApaMETPH 3MEHIIYIOTHCS 13 301IbIIeHHsAM ToBIMHY. Ko ToBIHa
norauHava 3MiHroBanacs Big 0,1 go 1,0 gm , onTumizoBane 3HaueHHs OyJ10 BcTaHOBJIEeHO npu ToBuuHI 0,4 #m . Konu KoHIeHTpais

JIETYIOUMX pedoBMH nornuuada ta EMT sminrosanace Big 10'°-10'7 cm™ ta Bin 10'5-10%° cm3, naiisuimi snauenns PCE (edekTuBHicTh
HepeTBOPEHHS TIOTYKHOCTI) Oy orpumani npu 10'¢ cm ta 10%° cm s normuuaya ta ETM. Takosxk, ko EA (cropigHeHicTs 10
€JIEKTPOHIB) 3MiHIOBanach B miama3oHi Binm 3,7 mo 4,5 eB, onrumizoBane 3HadeHHs Oyno Ha piBHi 3,7 eB. Ilicna omrmmizarmii
BUINE3a3HAUCHUX TapaMeTpiB OyJI0 BCTAHOBIEHO, IO eeKTUBHICTH nepeTBopenHs noryxHocTi (PCE) cranoButs: 25,75%,25,75%,
UIBHICTE CTPYyMY KOpOTKOro 3amukanus (Jso) — 23,25 mAcwm, mampyra posimkayToro koutypy (Voo) — 1,24 B, i koediiient
3anoBHeHHs (FF) — 89,50%. OntumizoBanuii pe3ynsrat nokasye migsuiierns PCE B ~ 1,95 pasis, Jsc B ~ 1,06 pa3ziB, Voc B ~ 1,44 paszu
i FF B ~ 1,28 pasiB NOpiBHAHO 3 IOYATKOBMM IIPUCTPOEM i3 HacTymuumu napamerpamu, PCE = 13,22%, Jsc = 21,96 mAcm?2,
Voc=0,86 B i FF = 69,94%.

KJIIOUYOBI CJIOBA: nepoBckitTHuil consunuii enement, 6e3 HTM (aipkoBo-TpaHCIOpPTYBalbHUIT MaTepiayl), MOJACTIOBaHHSI
MPUCTPOIB, IMiTaLisl, 3MiLIEHHs 3a00pOHEHOT 30HU
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In this work, the effect of some parameters on tin-based perovskite (CHz NH3Snl3) solar cell were studied through device simulation with
respect to adjusting the doping concentration of the perovskite absorption layer, its thickness and the electron affinities of the electron
transport medium and hole transport medium, as well as the defect density of the perovskite absorption layer and hole mobility of hole
transport material (HTM). A device simulator; the one-dimensional Solar Cells Capacitance Simulator (SCAPS-1D) program was used for
simulating the tin-based perovskite solar cells. The current-voltage (J-V) characteristic curve obtained by simulating the device without
optimization shows output cell parameters which include; open circuit voltage (V,.)=0.64V, short circuit current density
(Jsc) = 28.50mA/cm?, fill factor (FF) = 61.10%, and power conversion efficiency (PCE) = 11.30% under AM1.5 simulated sunlight of
100mW/cm? at 300K. After optimization, values of the doping concentration, defect density, electron affinity of electron transport material
and hole transport material were determined to be: 1.0x10%® cm™3, 1.0x10%% cm ™3, 3.7 eV and 2.3 eV respectively. Appreciable values
of solar cell parameters were obtained with Js. of 31.38 mA/cm?, V. of 0.84 V, FF of 76.94% and PCE of 20.35%, when compared with
the initial device without optimization, it shows improvement of ~1.10 times in J, ~1.80 times in PCE, ~1.31 times in Voc and ~1.26 time
in FF. The results show that the lead-free CH3z NH;Snl3 perovskite solar cell which is environmentally friendly is a potential solar cell with
high theoretical efficiency of 20.35%.

KEYWORDS: clectron transport layer, hole transport layer, perovskite solar cell, photovoltaic, SCAPS-1D, copper iodide.

Recently, perovskite solar cells have taken the renewable energy community by storm and subsequently gained
attention of several world’s researchers due to its high performance and low cost. Perovskite absorber has many
advantages for its applications in photovoltaic devices, including tuned band gap, small exciton energy, excellent bipolar
carrier transport, long electron-hole diffusion, and amazingly high tolerance to defects [1-3]. Owing to this astonishing
properties exhibited by this material, its efficiency has increased from 3.9 % [4] to over 23 % [5,6]. However, there are
some limitations in realizing its outdoor applications, such as instability, electron transport resistance between TiO, and
perovskite absorber, the use of poisonous lead in the absorber etc. The PSCs free from poisonous lead have become the
subject of interest due to its environmental friendliness. Perovskite absorber based on tin (CH; NH;Snl3) have become an
option to perovskite based on lead (CH; NH; PbX3), because of its non-toxic nature, lower band gap of 1.3 eV and a broad
visible absorption spectrum than the CH; NH;PbX5 [7].

Researchers focus mostly on enhancing the PCE of PSCs, while overlooking the danger it poses to the environment.
For PSCs technologies to compete with other photovoltaic systems, the need for a Lead free-perovskite device is worth
considering so as to have devices with high PCE, low cost and carbon free systems. Most researches on PSCs is carried
out using CH3; NH;PbX; material with only few research with other perovskite materials. Most research on PSCs are on
material film growth, film treatment, characterization on the various photoanodes and on the finished devices. However,
the interpretation of the results acquired by experiment has often not been easy. The reason is because good theoretical
models and available data on defect, band offsets, carrier density at grain boundaries, and the interfaces has not been
established. Therefore, good numerical model to establish PV devices is an indispensable tool to better grasp the
underlying mechanism preventing optimum performance of PSCs devices [5]. In this paper, numerical modelling and
simulation of lead free PSCs with inorganic copper iodide as HTM was done with SCAPS. The results show that the lead-
free CH;NH;Snl; perovskite solar cell which is environmentally friendly is a potential solar cell with high theoretical
efficiency of 20.35% when simulated with alternate Cul as hole transport layer.

DEVICE SIMULATION PARAMETERS

The simulation of the perovskite solar cell was based on the n-p configuration which can be simulated using any
thin-film simulator and therefore considered similar to the structure of thin film semiconductor based solar cell as well as
a planar heterojunction.

The planar heterojunction configuration has been adopted for CH; NH3SnlI; based solar cell with layer configuration
of glass substrate/TCO (transparent conducting oxide)/ETM (Ti0,)/absorber layer (CH3;NH;Snl3)/ HTM (Cul)/back
metal contact (Au) as shown in Figure 1 (a) while the energy band diagram is shown in Figure 1 (b).
© O. A. Muhammed, D. Eli, P. H. Boduku, J. Tasiu, M. S. Ahmad, N. Usman, 2021
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Table 1 shows the values of the most useful cell parameters required for the simulation. These values were chosen on
the basis of theoretical considerations, experimental data and existing literature or in some cases, reasonable estimates. Most
of the parameters used for the absorber layer were extracted from the literature [8] while the parameters for interface layer
in the Table 2 was also chosen based on work reported by Farhana ef a/ [8]. The remaining parameters were estimated, the
most important parameters (bandgap (E, ), electron mobility (1, ), hole mobility (i,,) etc.) for the simulation were obtained
from review of literature. The work function of the cathode electrode (Au) is 5.1 eV which serves as back metal contact.

left contact

front back

a

Figure 1. (a) Simulated solar cell structure (SCAPS-1D), (b) Energy band diagram

right contact

E@eV)

-4.26

44

CH;NH3Snl;

547

-7.46
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Table 1. Parameters used for simulation of perovskite solar cell structures using SCAPS-1D.

Parameters TCO ETM (TiO2) Absorber HTM (Cul)
Thickness (i) 0.5[8] 0.05[10] 0.40[5] 0.10
Band gap energy Eg (eV) 3.5[7] 3.20[10] 1.30[8] 2.98[9]
Electron affinity  (eV) 4.0[5] 4.26[9] 4.20[8] 2.10[9]
Relative permittivity e 9 50[8] 10[8] 6.50[9]
Effective conduction band density N¢ (cm ™) 2.0x10'8 1.0x10%! 1.0x10'8 2.8x101
Effective valance band density Nv (cm3) 1.8x10" 2.0x10%° 1.0x10'8 1.0x10"
Electron mobility un (cm? V-1 s71) 20[9] 6.0x1073 1.6 1.69x10
Hole mobility pp (cm? V'1s71) 8 6.0x1073 1.6 1.69x104
Donor concentration ND (cm ™) 2x10%° 5x101° 0 0
Acceptor concentration NA (cm ™) 0 0 3.2x101 1x10'8
Defect density Nt (cm™) 1x10% 1x1013 4.5x101° 1x1013
Table 2: Parameters of interface layer [§8]
Parameters CH:3NH3Snl3 TiO2/CH3NH3Snl; interface | CH3NH3Snls/Cul interface
Defect type Neutral Neutral Neutral
Capture cross section for electrons (cm?) 2x10°13 2x10°13 2x10°13
Capture cross section for holes (cm?) 2x10°13 2x1013 2x10°13
Energetic distribution Gaussian Single Single
Energy level with respect to Ev (eV) 0.500 0.650 0.650
Characteristic energy (eV) 0.1 0.1 0.1
Total density (cm ™) 1x105-1x10"° 1x10'8 1x10'8

The J-V characteristic curve obtained by simulating with the data in Table 1 is shown in Figure 2 with the output
cell parameters V. = 0.64V, J,. = 28.50mA/cm?, FF = 61.10%, and PCE(n)) = 11.30% under AM1.5 simulated sunlight

of 100mW/cm? at 300K.
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Figure 2. J-V curve of PSC with initial parameters

The effect of Doping Concentration (Na) of Perovskite
Absorption Layer

The perovskite CH;NH;SnX; (where X = CI, Br, 1)
experiences instability due to atmospheric moisture
content thereby making the Sn?* ion to oxidize into Sn**
analogue with enhanced stability within itself during
doping process and hence acting as a dopant with p-type
nature. In a study demonstrated earlier using CH; NH;Snl;
as absorber, the No was varied between 10™ cm™3 to
10%° cm™3 [10,11]. In our own work, we varied the doping
concentration of the CH;NH;Snl; layer from 103 cm™3
to 10'7 cm™2 and compared their photovoltaic properties.

Table 3 shows photovoltaic parameters with different
doping concentration.
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Table 3. Dependence of solar cell performance on the doping concentration of Absorber layer

Parameters Na(cm™) Jsc (mAcm?) Voc (V) FF PCE (%)
1E+13 27.44 0.54 60.21 8.94
1E+14 27.49 0.54 60.37 9.01
1E+15 27.92 0.57 61.53 9.74
1E+16 27.85 0.72 65.31 13.09
1E+17 25.32 0.75 71.98 13.60
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Figure 3. Variation in solar cell parameters with doping concentration of absorber.

The best performing device was obtained when N was set as 1.0 x 1017 ¢m™3 for the perovskite absorption layer,
it gives photovoltaic parameters of 25.32 mA/cm? for Jsc, 0.74 V for Voc, 71.98 % for FF and13.59% for PCE as depicted
in Figure 3. The result of the champion device shows charge carriers are efficiently transported and collected at the Na
value and that suggests that, for improvement of performance of PSCs, the N4 should be 1.0 x 1017 ¢cm™3.

Our result further shows that decreasing Na beyond 1.0 x 1017 a decrease in PCE was observed. The observed decrease
in PCE with increasing Ny is due to increase in Auger recombination rate [5]. When the optimized result is compared with
the reference device, we observed an enhancement that is ~17.20 % in Voc, 17.81% in FF, and ~20.35% in PCE.

Influence of Electron Affinity of HTH and ETM

The critical factor between TiO,/perovskite/Cul is band offset which can predict the possibility of carrier
recombination at the interface and is the function of V,.. By changing the values of electron affinities of Cul (2.0 eV-
2.8 eV)and TiO, (3.7 eV-4.4 eV), the band offset can be adjusted. Figure 4 shows the combined variations of V., /5., FF
and PCE with electron affinity of HTM and ETM respectively. Figure 4 explain the variation of PCE, Voc, Jsc and FF
with electron affinity of ETM and HTM respectively.

The values 0of 2.3 eV and 3.7 eV gave the best PCEs for Cul and TiO, respectively. Their corresponding photovoltaic
parameters are Voc of 0.63 V, Jsc of 30.79 mAcm™, FF of 68.50% and PCE of 13.32% for the Cul and Voc of 0.82 V,
Jsc 0f 29.06 mAcm2, FF of 64.87% and PCE of 15.51% for the TiO,. Increasing the EA of the ETL above 3.7 eV leads
to decrease in PV performances as shown in Table 4.

When the electron affinity of ETM is higher than 3.7 ¢V, the Jsc and PCE decreases. When the electron affinity of
HTM is lower than 2.3 eV, and above 2.3 eV, the PV parameters both decreases as shown in Table 5.
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Table 4. Dependence of solar cell performance on the EA of the ETL

Parameters EA (eV) Jsc (mAcm??) Voc (V) FF PCE (%)
3.7 30.79 0.63 68.50 13.33
3.8 30.76 0.63 68.51 13.31
3.9 30.68 0.63 68.47 13.27
4.0 30.44 0.63 68.31 13.13
4.1 29.70 0.63 67.45 12.66
4.2 28.78 0.64 64.16 11.80
43 28.33 0.65 59.17 10.81
4.4 27.79 0.57 55.20 8.81
Table 5. Dependence of solar cell performance on the EA of HTL
Parameters EA(eV) Jsc (mAcm?) Voc (V) FF PCE (%)
2.0 28.05 0.55 59.05 9.10
2.1 28.49 0.65 61.09 11.30
2.2 28.82 0.75 62.79 13.54
23 29.06 0.82 64.87 15.51
2.4 29.12 0.84 62.94 15.44
2.5 29.13 0.85 56.06 13.83
2.6 29.07 0.83 47.90 11.62
2.7 29.86 0.76 41.28 9.08
2.8 25.24 0.69 18.40 3.18
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Figure 4. Variation in solar cell parameters with Electron Affinity of HTM and ETM.

It is evident that proper HTM and ETM selection with suitable electron affinity can prevent quenching of carriers
and enhanced the performance of PSCs [12].

Effect of the Absorber Thickness on the Device Parameters
Thickness of absorber layer (L), affects the performance of solar cell. The influence of thickness of absorber with
variation of performance parameters V., J;., FF and PCE is shown in the Figure 5. The graphs in Figure 5 show the
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variation in thickness from (0.4-1.3) um of the absorber against the PV parameters of the PSCs. Figure 5 shows a steady
increase in V,, J;. and PCE from a thickness of 0.5 um, while there is a rapid decline in values below 0.5 pm. There a
steady increase in PCE with thickness also conforming with the work of Hafeez et al. [9]. From Figure 5, it could be
deduced that the optimum thickness of the absorber is 0.7 um, for after this thickness, a steady increment of the PCE

value.

Table 6. Dependence of solar cell performance on the thickness of the Absorber layer

Parameters Na(cm™) Jsc (mAcm?) Voc (V) FF PCE (%)
0.2 23.40 0.53 65.24 8.14
0.3 26.78 0.58 62.79 9.83
04 28.49 0.65 61.09 11.30
0.5 2941 0.69 62.59 12.69
0.6 2991 0.71 63.61 13.46
0.7 30.28 0.72 63.93 13.90
0.8 30.59 0.73 63.73 14.16
0.9 30.82 0.73 63.33 14.33
1.0 30.98 0.74 62.84 14.43
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Figure 5. Variation in solar cell parameters with thickness of the absorber.

For further improvement in performance of PSC, defect density is one of the crucial parameter worth investigating. The
behaviour of PSC is greatly affected by the morphology and quality of absorber layer [13]. When light is irradiated upon

Influence of Defect Density (N,) of Absorber Layer
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PSC, photoelectrons are generated in the absorber layer. If the film quality is not good enough, then defect density
increases and quenching losses will become unavoidable in absorber layer which determine the Voc of the solar cell.

Table 7. Dependence of solar cell performance on the defect density of the Absorber layer

Parameters Na(cm™) Jse (mAcem?) Voc (V) FF PCE (%)
1E+14 28.75 0.65 62.73 11.78
1E+15 28.75 0.65 62.69 11.77
1E+16 28.69 0.65 62.31 11.66
1E+17 28.18 0.64 59.47 10.80
1E+18 24.02 0.60 47.70 6.90
1E+19 9.65 0.50 29.12 1.42

The initial value of N, in the absorber is set to be 4.5 x 10%® cm™3 [8]. Based on previous simulated studies the
range of defect density was considered to be 10* cm™3 to 101° cm™3 [7].

Figure 6 depicts the variation of PV parameters with defect density (N;) of absorber layer. The PV parameters of the
PSC is enhanced greatly with decrease in the Nt in perovskite, which shows agreement with similar studies on the lead
perovskite [14]. When defect density is 1.0 x 101® cm™3 the cell PV property is greatly enhanced reaching a Jsc of 28.75
mA/cm?, Voc of 0.65 V, FF of 62.73% and PCE of 11.78%. The result conforms with those of Hui-Jing et al., in 2016 [7].
However, realizing such a low defect density experimentally is very difficult, so an optimized value of 1.0 x 10** cm™3
was set as the defect density making all the values of the PV parameters (Jsc, Voc, FF and PCE) approximately reaching
their maximum with the chosen defect density. Experimental studies, however shows that the tin-based perovskite
demonstrates good charge-transport characteristics [15, 16].
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Figure 6. Variation in solar cell parameters with different values of defect density N,

Influence of Hole Mobility of HTM
Mobility of charge Carrier in a semiconductor is among the crucial parameters in electronic devices. Actually, it
measures the capacity of charge carriers to shuttle in the material as it is exposed to an external electric field. The
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magnitude of the mobility directly impacts on the device performance since it determines the operation speed through the
transit time across the device, the circuit operating frequency. Hole mobility is affected by doping level and doping
concentration of acceptor. Lattice scattering and ionized impurity scattering limit the hole mobility in the material at low
acceptor doping and high acceptor doping respectively.
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Figure 7. Variation in solar cell parameters with increasing hole mobility of HTM.

The effect of hole mobility in the hole transport material (Cul) has been computed on performance parameters. From
Figure 7, (b) and (d) it shows the increase in . and PCE with the increase in hole mobility which signifies the better
charge transport and charge extraction at the HTM/absorber interface.

Table 8. Dependence of solar cell performance on the hole mobility of HTM

Parameters Na(cm™) Jsc (mAcm2) Ve (V) FF PCE (%)
1E-06 10.65 0.65 25.11 1.74
1E-05 27.76 0.65 48.57 8.75
1E-04 28.47 0.65 60.54 11.18
1E-03 28.52 0.65 61.73 11.43
1E-02 28.53 0.65 61.87 11.46
1E-01 25.53 0.65 61.88 11.46
1E+00 28.53 0.65 61.88 11.46

Performance of Optimized parameters
Considering all the varied parameters after simulation, such as Ny, electron affinity, Nt thickness and Hole mobility,
a PCE of 20.35 % with Jsc of 31.38 mAcm?, voltage of 0.84 V, and FF of 76.94 %, which shows an improvement
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of ~ 1.80 times in PCE, ~1.10 times in Jsc, 1.26 times in FF and 1.31 times in Voc over the initial cell. The final optimized
parameters and optimised J-V curve are shown in Table 9(a) and Figure 8 respectively. The result was compared to other
simulated and experimental work published by other researchers and the related data is summarized in Table 9(b). In
Table 9(b), the best experimental PCE is 17.60 % with Cul as HTM. The Voc, FF and Jsc still need to be enhanced to

achieve 20.35 % PCE.
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Table 9(a). Optimized parameters of the simulated device

Optimized parameters TiO,(ETL) CH3;NH;Snlz(absorber) Cul(HTL)
Doping density (cm™) - 1.0 x 1016 ---
Electron affinity (eV) 3.7 - 2.3
Defect density (cm) --- 1.0 x 1016 ---
Thickness (um) --- 0.7 -
Hole mobility (cm?/Vs) - - 1.0 x 1072

Table 9(b). Photovoltaic parameters of Cul and Tin (Sn) based perovskite solar cells of some reported experimental and simulated
works from literature using SCAPS-1D

. Parameters . . .

Device PCE (%) | FF (%) | Jsc (mAJomd) | Voo (V) Reference | Experiment/Simulation
CH3;NH3Snl;/Cul 20.35 76.94 31.38 0.84 Current Simulation
CH3NH3PbI3/Cul 21.32 84.53 25.47 0.99 [9] Simulation
CH3NH3Snl; /Cu,0 20.23 74.02 32.26 0.85 [8] Simulation

CH3;NH;3Snl;/S- .

OMETaD 6.40 42 16.80 0.88 [17] Experiment
CH3;NH3PbI;/Cul 17.60 75 22.78 1.03 [18] Experiment
CH3;NH;Pbl;/Cu,l 7.5 57 16.7 0.78 [19] Experiment

CONCLUSION

Lead-free perovskite solar cells were simulated using SCAPS-1D software. An optimal thickness (0.7um) and
optimal doping concentration (1.0x101® ¢m™3) of the absorber layer were identified, exceeding which will lead to
degradation of solar cell performance. The simulation shows that N, is an crucial factor to measure the PV parameters of
PSCs, and the result is consistent with the researches on CH;NHPbl; perovskite cell. Considering all the factors such as
doping density, electron affinity, defect density and thickness, an encouraging result was obtained, Jsc of 31.38 mA/cm?,
Voc of 0.84 V, FF of 76.94% and PCE of 20.35%.

The final optimized parameters and optimised J-V curve were obtained. Comparison was done with other simulated
results and experimental works published by the other researchers. In the literature, the best efficiency of 17.60% has
been achieved for PSCs with Cul as HTM. Voc of 1.03V reported in the literature is already higher than the value through
this work, while the FF and Jsc still need be increased to achieve 21.32% efficiency.
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The article presents the results of experimental studies of a glow discharge with a hollow cathode in helium and argon gases using an
auxiliary discharge as an electron emitter. The authors proposed to make the electrode common for both discharges in the form of a
cylindrical metal mesh. The advantage of this design is explained as follows. The connection between the discharges is carried out
through holes in the grid with a geometric transparency of 0.2, which makes it possible not only to smoothly control the glow discharge
current, but also to enhance the discharge current. Plasma is known to be one of the most efficient electron emitters; however, its use
as a cathode in devices with a glow discharge at low gas pressures is complicated by the fact that a grid with small holes is required to
separate the electron flow from the plasma, and it is impractical to use such a system in view of low mechanical strength of the grid
Since the hollow cathode works effectively at low gas pressures, the release of an electron flux from the plasma of some auxiliary
discharge is possible with much larger holes in the grid separating the plasma and the hollow cathode cavity. In this case, the grid can
be made such that it can withstand sufficiently high thermal loads and can operate in typical discharge modes with a hollow cathode.
The injection of electrons into the cathode cavity of the glow discharge changes the radial distribution of the glow intensity, the width
of the cathode dark space, and other parameters of the plasma in the cathode cavity. The influence of electrons penetrating from the
auxiliary discharge into the cathode cavity of the main discharge becomes significant when the current of these electrons is comparable
to or exceeds the current of electrons leaving the grid cathode surface as a result of y-processes. In parallel with the measurement of
the optical and electrical characteristics of the hollow cathode glow discharge plasma, measurements of the electron concentration were
carried out by the microwave sounding method. The entire current of the auxiliary discharge penetrates into the cavity of the main
discharge; however, after acceleration in the cathode dark space, the electrons penetrating from the auxiliary discharge ionize gas atoms
and noticeably increase the current of the main discharge. Additional ions formed due to the ionization of the gas by the injected
electrons knock out new electrons from the cathode surface, which makes it possible to increase the discharge current.

KEY WORDS: glow discharge, plasma, hollow cathode, electrons, injection.

The cathode material and conditions on its surface determine the cathode potential drop and, consequently, the
discharge burning voltage [1]. The cathode potential drop is substantially determined by the efficiency of the processes
of electron emission from the cathode, the totality of which is called y-processes. The y coefficient numerically determines
the efficiency of y-processes and depends on the cathode material and the state of its surface [2].

In many cases of using the glow discharge the aim is to reduce the cathode potential drop. This is achieved by using
more efficient elements as the cathode. It is known that plasma is one of the most efficient emitters of electrons; however,
its use as a cathode in devices with a glow discharge at pressures below 1 torr is hampered by the fact that a very fine grid is
required to separate the electron flow from the plasma, and such system is impractical due to the low mechanical strength of
the grid [3], [8]. Since, as follows from our experimental data, the hollow cathode works effectively at low (less than 5.0 Torr)
gas pressures, the extraction of an electron flux from the plasma of some auxiliary discharge is possible with much larger
holes in the grid separating the plasma and the cathode cavity of the hollow cathode. In this case, the grid can be made such
that it can withstand sufficiently high thermal loads and can operate in typical hollow cathode discharge modes.

GOALS OF ARTICLE

The discharge tube (Fig. 1), which implements the idea of a plasma hollow cathode, includes a cylindrical hollow
cathode (1) with a diameter of 30 mm and a length of 100 mm. The geometric transparency of the grid cathode is 0.2, the
hole diameter is chosen so that it is less than the width of the cathode dark space in the region of optimal pressures for
the cathode of a given diameter. The anodes (2) of a hollow cathode discharge, which will be called the main discharge,
are two annular electrodes located coaxially with the cathode at a distance of 10 mm.

An auxiliary discharge is ignited between a cylindrical copper cathode (3) with a diameter of 90 mm and a grid
cylinder (1), which plays the role of an anode in this discharge. Flat disks (4) made of insulating material shield the
auxiliary discharge area from the main discharge anode in such a way that the connection between the discharges is carried
out only through the holes in the grid. Even if there is no electric field in the cathode cavity of the main discharge, electrons
from the anode region of the auxiliary discharge will penetrate through the holes into the grid cylinder cavity. Essentially,
part of the metal surface of the hollow cathode in this design is replaced by the plasma generated in the auxiliary discharge.
At a sufficiently high current of injected electrons, the main hollow cathode discharge should be considered as a non-self-
sustained discharge.

© S. V. Pogorelov, V. A. Timaniuk, N. G. Kokodii, I. V. Krasovskyi, 2021
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Figure 1. Construction of the discharge tube with a plasma hollow cathode: 1 - cathode of the main discharge, anode of the
auxiliary discharge (grid); 2 - main discharge anodes; 3 - auxiliary discharge cathode; 4 - shielding discs.

MATERIALS AND METHODS

When the auxiliary discharge is ignited, electrons will be injected into the cathode cavity of the main discharge,
which, passing through the holes in the grid cylinder, in the cathode plane of the main discharge will have thermal
velocities, i.e., they are equivalent to secondary electrons knocked out of the metal by positive ions, light quanta and
metastable atoms. In the cathode dark space of the hollow cathode, the injected electrons will be accelerated and create
additional ionization in the cathode cavity, increasing the hollow cathode discharge current. Since the number of injected
electrons depends on the auxiliary discharge current, it becomes possible to smoothly control the discharge current with
a hollow cathode.

The characteristics of a discharge with a hollow cathode in the form of a grid cylinder do not qualitatively differ
from the characteristics of a discharge with a solid cathode. The difference from a solid cathode is that the current-voltage
characteristic of the discharge is steeper. This is apparently due to the losses through the holes of the grid of metastable
atoms and photons regenerated in the negative glow.

As we can see from our experiments in helium (pressure range 0.2 - 10 Torr) and argon (pressure range 0.06 - 6 Torr)
gases, the form of the dependence of the burning voltage on the pressure in the main hollow cathode discharge is
determined by the motion of charged particles in the cathode cavity. A shift of the boundaries of the region of optimal
pressures towards lower values is observed with an increase in the atomic mass of the gas and is due to the fact that the
mean free path of electrons increases with a decrease in the atomic mass of the gas.

When the auxiliary discharge is switched on, electrons from the auxiliary discharge enter the cathode cavity through
the holes in the grid. This leads to an increase in the main discharge current or, if the current is kept constant, to a decrease
in the burning voltage of the main discharge. With an increase in the auxiliary discharge current, the burning voltage of
the main discharge decreases, and the auxiliary discharge exerts its greatest influence in the region of optimal pressures
for a hollow cathode discharge.

At high currents of the auxiliary discharge, a section where the combustion voltage of the main discharge is almost
independent of the gas pressure appears on the curves. In this mode, the discharge with a hollow cathode becomes non-
self-sustaining, the burning voltage of the discharge is substantially determined by the anodic potential drop.

RESULTS

The main discharge burning voltage reduction mechanism can be represented as follows (Fig. 2). Electrons injected
from the auxiliary discharge into the cathode cavity enter the cathode dark space and decrease the positive ions space
charge at the cathode. A decrease in the cathode potential drop and the number of ionizations performed by electrons in
the cathode cavity is compensated by an increase in the effective value of the secondary emission coefficient vy.

With a decrease in the cathodic potential drop of the main discharge, the efficiency of gas ionization by additional
electrons coming from the auxiliary discharge decreases. The analysis of the current—voltage characteristics of the
simultaneously switched on main and auxiliary discharges shows that the degree of influence of the auxiliary discharge
on the main one strongly depends on the main discharge current and increases with decreasing a hollow cathode discharge
current (Fig. 3). Apparently, the influence of electrons penetrating from the auxiliary discharge into the cathode cavity of
the main discharge becomes significant when the current of these electrons is comparable to or exceeds the current of
electrons leaving the grid cathode surface as a result of y-processes.

An analysis of the dependences of the main discharge current on the auxiliary discharge current for fixed voltages at
the main discharge electrodes shows that the main discharge current increases, and more than the auxiliary discharge
current increases (Fig. 4). Naturally, the entire current of the auxiliary discharge penetrates into the cavity of the main
discharge; however, after acceleration in the cathode dark space, the electrons penetrated from the auxiliary discharge
ionize the gas atoms and noticeably increase the current of the main discharge. Thus, in addition to controlling the main
discharge current, current amplification is possible.
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Figure 4. Dependences of the main discharge current on the auxiliary discharge current at a pressure of 0.2 Torr.
a) He, 1 — Unain=125V, 2 — Unain=100 V; ©) Unain=125V, 1 — He, 2 — Ar.

The first ionization potential of a helium atom is approximately 1.6 times greater than the ionization potential of, for
example, argon atoms, and one might assume that the gain should decrease with decreasing atomic mass of the gas.
However, the number of electrons knocked out due to the bombardment of the grid cathode surface by ions will be higher
in helium, since the secondary emission coefficient in this case for helium is about 2.4 times higher than for argon.
Consequently, the injection of additional electrons into the cathode cavity is most effective in a helium discharge.

Due to the penetration of ions from the cathode cavity of a hollow cathode discharge into the region of the auxiliary
discharge, there is also a reverse effect of the main discharge on the auxiliary one. An auxiliary discharge is fired up
between a coaxially located cylindrical cathode and an anode; therefore, there are no electron oscillations in the discharge
gap and the discharge characteristics are practically the same as for a linear one. When the main discharge is ignited,
some of moving towards the grid cathode ions penetrate through the holes into the auxiliary discharge space. Reaching
the cathode of the auxiliary discharge, these ions cause the emission of secondary electrons, as a result of which the
burning voltage of the auxiliary discharge also decreases.

The probability of additional ions reaching the auxiliary discharge cathode increases with decreasing gas pressure;
therefore, at low gas pressures, the effect of the main discharge on the auxiliary discharge increases. In this case, main
discharge ion current can be so significant that the burning voltage of the auxiliary discharge can become equal to zero,
and even reverse its sign at high currents of the main discharge. The increase in the effect of the main discharge on the
auxiliary discharge at high gas pressures can apparently be explained by an increase in the probability of recombination,
as a result of which ultraviolet radiation quanta penetrating through the holes in the grid appear and produce additional
ionization in the auxiliary discharge region, which leads to a decrease in the burning voltage of the auxiliary discharge.
Effect of the main discharge on the auxiliary one is much stronger at low currents of the auxiliary discharge.

The injection of electrons into the cathode cavity of a hollow cathode discharge changes the intensity and radial
distribution of the glow, the width of the cathode dark space, and other parameters of the plasma in the cathode cavity.
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Visual observations of the discharge glow in a plasma hollow cathode show that at a pressure corresponding to the
upper boundary of the region of optimal pressures, the glow, which at higher pressures has a ring shape, fills the axial
region of the cathode cavity. This fact once again confirms that the manifestation of the effect of the hollow cathode
consists in the interaction of the opposite sections of the cathode.

Using a photomultiplier tube, which, movable along the end of the discharge tube together with a system of
collimating diaphragms, integral distributions of the glow intensity over the cathode diameter were obtained (Fig. 5).
With an increase in the auxiliary discharge current, the diameter of the glowing region of negative luminescence increases,
and the width of the region of the cathode dark space decreases, due to an increase in the current of electrons injected
from the auxiliary discharge.

One of the features of a hollow cathode discharge is the anomalously low value of the width of the cathode dark space
and its weak dependence on the gas pressure [4], [9]. The width of the region of the cathode dark space in the plasma
hollow cathode was measured using the curves of the radial distribution of the glow intensity. In parallel with these
measurements, the discharge glow from the cathode end were photographed. It should be noted that the results obtained
using both methods of measuring the width of the region of the cathode dark space are in good agreement.

With increasing pressure, the width of the region of the cathode dark space decreases, and in the region of optimal
pressures it practically does not change. The width of the region of the cathode dark space depends on the value of the
cathode potential drop and on the space charge density of positive ions in the cathode dark space, and these values in a
hollow cathode discharge depend on the gas pressure nonmonotonically. An increase in the auxiliary discharge current
leads to a noticeable decrease in the cathode space, which is caused by a decrease in the space charge density due to the
entry of electrons from the auxiliary discharge into the cathode dark space (Fig. 6). With decreasing pressure, the effect
of the auxiliary discharge current on the cathode space increases, which can probably be explained by the fact that an
increasing fraction of electrons, penetrating from the auxiliary discharge and accelerated in the cathode dark space, begins
to leave the cathode cavity without spending all their energy on ionization of gas atoms; in addition, the ionization
efficiency near the ends of the cathode decreases.
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Figure 5. Normalized radial distributions of the main discharge  Figure 6. Dependences of the width of the region of the cathode
glow intensity in helium (P=0.2 Torr., Inain=30 mA). dark space on the auxiliary discharge current in helium.
1 —qux:0 mA, 2— [aux:]0 mA, 3- [aux:20 mA. Imain:30 mA, 1-P=0.2 TOIT., 2-P=03 TOIT., 3 —P=0.6 Torr.

In parallel with the measurement of the electrical and optical characteristics of the plasma hollow cathode, the
electron concentration in the cathode cavity was measured by microwave probing using wavelength of 3.1 cm. It turned
out that at a constant current of the main discharge, the electron concentration in the cathode cavity is almost independent
of the auxiliary discharge current. A slight increase indicates a decrease in the axial electric field in the cathode cavity.

It is of interest to estimate the magnitude of the current of electrons injected from the auxiliary discharge into the
main discharge cathode cavity. For this purpose, a metal cylinder with a length equal to the cathode length was introduced
coaxially into the cavity of the hollow cathode, which was used to simulate the negative glow region. The dependence of
the cylinder current on the cylinder-cathode voltage was obtained for various helium pressures at a fixed auxiliary
discharge current (Fig. 7). The linear logarithmic dependence of the current in the deceleration mode indicates the
Maxwellian distribution of the velocities of the electrons entering the cathode cavity from the auxiliary discharge. The
temperature of these electrons in the investigated range is 5-7 eV. The total current of electrons injected into the cathode
cavity can be determined from the inflection point of the curves and, for example, for a pressure of 0.3 Torr, it is about 4
mA. With increasing pressure, the magnitude of this current decreases. A comparison of these results with the dependence
of the main discharge current on the auxiliary current shows that the amplification of injected electrons in the cylindrical
cathode cavity occurs by about an order of magnitude.
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Attempts to smoothly control the discharge current of a
L ma low disch ing additional electrons, in particul
) glow discharge using additional electrons, in particular, a
grid placed in the discharge space, have been undertaken for
-1 a long time, but they were unsuccessful due to screening of
the grid field after the discharge was ignited [5]. To prevent
the grid from losing its control action after the discharge
ignition, it is necessary to place it in the region of a unipolar
space charge, as is done, for example, in electron guns with
a high-voltage discharge in a cold hollow cathode [6]. In a
glow discharge, the grid could continuously control the
discharge current if it was placed in the region of the cathode
dark space; however, the width of this region is small and
A changes sharply with changes in both the gas pressure and
the discharge current; therefore, the operation of such devices
will be unstable.

The task of controlling the discharge current when
Figure 7. Dependences of the cylinder (D=26mm) currenton ~ USing a hollow cathode is simplified because a hollow
the cylinder-cathode voltage in helium at Zux=10 mA. cathode device can operate at a lower gas pressure than a flat
1 —P=0.3 Torr., 2—P=0.5 Torr., 3—P=0.8 Torr. cathode device. In this case, the width of the cathode dark

space is quite large and weakly depends on the gas pressure,
in the region of optimal pressures. The injection of electrons from the auxiliary discharge into the cathode cavity leads to
a decrease in the cathode potential drop or, if this value is kept constant, to an increase in the current in a hollow cathode
discharge.
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DISCUSSIONS

In addition to controlling the main discharge current over a wide range, current amplification is also possible when
electrons are injected into a hollow cathode glow discharge. After igniting the discharge, electrons from the anode region
of the auxiliary discharge penetrate through the holes in the grid into the cathode cavity of a hollow cathode discharge
and, having accelerated in the cathode dark space, ionize gas atoms along with electrons escaping from the cathode as a
result of y-processes [7]. Formed due to the ionization of the gas by the injected electrons additional ions knock out new
electrons from the cathode, which results in amplification of current of electrons flowing into the cathode cavity.

Let us write down the boundary conditions on the inner surface of the grid cathode with the auxiliary discharge
turned off:

Jo = Jeo + (1 — @)jio, (1

where j, is the current density of the main discharge; j,, and j;, are the densities of electron and ion currents at the
cathode; a is transparency of the grid cathode. The electron and ion currents at the cathode are related by the secondary
emission coefficient y:

Jeo = Viios (2)

then one can write:

1-— a) 3)
14
When the auxiliary discharge is turned on, an additional electronic current will come out of the cathode, which we

will take proportional to the current of the auxiliary discharge j,,,, then the current of the main discharge with the
auxiliary discharge turned on is:

Jo = Jeo <1 +

Jo = (eo + *jaux) (1 + 1—706) = Jo t Mjaux (1 + 1—711)) “4)

where » is the factor showing what part of the auxiliary discharge current penetrates into the grid cavity.
The current gain is determined from the expression:

ki = - =u(1+1;“). 5)

The dependence of the current gain on the discharge mode is mainly contained in the factor », the value of which is
difficult to calculate, since it depends on the conditions both in the auxiliary discharge and in the main discharge cathode
region. Measurement of the plasma concentration in the auxiliary discharge shows that a negative anodic potential drop
should be observed in it. With an increase in the main discharge current, the field that draws electrons from the auxiliary
discharge anode region increases, so the gain increases. Thus, the injection of electrons from the auxiliary discharge into
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the cathode cavity makes it possible to smoothly control the current of a hollow cathode glow discharge, and it is possible
to amplify the current of injected electrons. The selection of the physical conditions of the discharge (configuration and
dimensions of the electrodes, the material of the cathode and the type of gas), possibly, will make it possible to optimize
the parameters of the device so that it can find practical application due to the advantages inherent in gas-discharge devices
with a cold cathode.

CONCLUSIONS

1. The possibility of a significant (3-5 times) reduction in the cathode potential drop of a hollow cathode discharge
due to the injection of electrons from an auxiliary discharge into the cathode cavity is shown.

2. As aresult of injection of electrons from the auxiliary discharge, the increase in the main discharge current is 5-
10 times higher than one for the auxiliary discharge current.

3. The injection of electrons into the cathode cavity at a fixed current of the main discharge leads to an increase in
the plasma concentration in the cathode cavity and a decrease in the width of the cathode dark space.

4. The injection of electrons from the auxiliary discharge into the cathode cavity makes it possible to smoothly
control the current of the hollow cathode glow discharge.
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“Hayionanvnuii papmayesmuunuii ynisepcumem, Xapxis, Yepaina
bXapxriscoruii nayionansnuil ynieepcumem imeni B.H. Kapaszina, Xapxie, Ykpaina

V ctaTTi npencTaBieHi pe3yabTaTh eKCIIepUMEHTAIBHUX JOCIIJDKEHb TIIII0Y0r0 Po3psiLy 3 MOPOXKHUCTHM KaTOIOM B aTMoc(epi relito
Ta aproHy 3 BUKOPHUCTAHHSAM JIOIIOMDKHOTO PO3pALY B SKOCTI €JIEKTPOHHOTO eMiTepa. ABTOPH 3alPONOHYBAIN 3POOUTH €NEKTPOA y
BUIIISAI UMTIHAPUYHOT METaNIeBOT CITKH 3arajbHUM JUist 000X po3psziB. [TepeBaru 1iei KOHCTPYKIIT MOSCHIOIOTHCSI HACTYITHUM YHHOM.
3B'SI30K MiXX pO3psAaMH 3IIHCHIOETHCS Yepe3 OTBOPH B CITILI 3 TEOMETPUIHOIO Ipo30picTio 0,2, 1110 1a€ MOXKIUBICTD HE TIJIBKH INIABHO
KOHTPOJIFOBATH CTPYM OCHOBHOTO TIIIOYOTO PO3PSAY, ale 1 MiICHIIOBAaTH CTPyM IIHOTO po3psmy. Bimomo, mo omHumM 3
Hale()eKTHBHIIINX €JIEKTPOHHHUX E€MITepiB € IUIa3Ma; OJJHaK i BUKOPHCTAHHS B SKOCTI KaTo/a B IPHIIAAAX 3 TIIIOYUM PO3PSIAOM IPHU
HU3BKOMY TUCKY Ta3y yCKIAIHIOEThCS THM, IO JUIS BiTOKPEMIIEHHS MOTOKY €JIEKTPOHIB Bil IIa3MH HEOOXiHA CiTKA 3 HEBEIUKIMHU
OTBOpaMH, i HEJOUIFHO BUKOPHCTOBYBATH TaKy CHCTEMY Yepe3 Maly MeXaHiYHY MIIHICTh CiTKH. OCKiNBKU IOPOXKHHCTHH KaTo[
e(eKTUBHO TPALIIOE NTPU HU3BKOMY THCKY a3y, BUIUICHHS IIOTOKY €JISKTPOHIB 3 INIa3MHU JESKOTr0 JOIOMDKHOTO PO3PSILYy MOXIHBO
[IPY 3HAYHO ONBIIMX OTBOpAX B CITIi, IO PO3AUILE [UIa3My 1 KaTOAHY IMOPOXKHHHY. Y I[bOMY BHIIAIKy CITKY MOXKHa BUTOTOBHTH
TaKolo, 1100 BOHA BUTPUMYBajla JOCHUTh BHCOKI TEIUIOBI HABAaHTAXCHHS i 3MOIVIA ITIPALIOBATH B THIOBHMX PEXHMax pO3psALy 3
MTOPOKHUCTUM KaTOAOM. [HXKEKIIisl eIeKTPOHIB Y KaTOJHY TIOPOKHUHY TIIFOUOTO PO3PSLY 3MIHIOE paliallbHAN PO3MOIiT iHTEHCHBHOCTI
CBITIHHA, MIUPUHY TEMHOTO KAaTOJHOTO IPOCTOPY Ta IHIN MapaMeTpH IUIa3MH B KaTOIAHIA MOPOKHUHI. BIIIMB elIeKTpoHiB, 110
IIPOHUKAIOTH 13 JOIIOMDXKHOTO PO3psAY B KaTOIHY ITOPOXKHHHY OCHOBHOTO PO3PSIY, CTa€ 3HAUHUM, KOJIM CTPYM IHX EIEKTPOHIB CTaE
MOPIBHSAHHUM a00 IEPEeBUIIyE CTPYM EJICKTPOHIB, IO BHHIUIM 3 MOBEPXHI KaToJa y BUIVIAIL CITKHM B pe3yJbTaTi Y-TIPOLECIB.
[NapanenbHO i3 BUMIpIOBaHHSIM ONTHYHUX Ta EJICKTPUYHUX XapaKTEPHUCTUK IUIA3MH TIIIOYOTO PO3pPsAY 3 MOPOKHHUCTUM KaTOIOM
IIPOBOJIVJIMCH BUMIPIOBaHHs KOHLEHTpAlii eIEKTPOHIB METOZOM MIKPOXBHIILOBOTO 30HAyBaHHS. Bech CTpyM JOMOMDKHOTO po3psimay
IPOHUKAE B IOPOKHUHY OCHOBHOTO PO3psLY; OJIHAK, INCIsA IPUCKOPEHHS B TEMHOMY KaTOJHOMY IIPOCTOpIi, €JIEKTPOHH, L0
HNPOHHUKAIOTP 13 IOMMOMDKHOTO PO3PSY, I0HI3yIOTh aTOMHU a3y i MOMITHO 30UIBLUIYIOTH CTPYM OCHOBHOTO po3psiny. JlogaTkoBi ioHH,
10 YTBOPIOIOTHCS BHACHIZOK 10Hi3amii ra3y iHKEKTOBAaHUMH €JICKTPOHAMHU, BUOWBAIOTH HOBI €JIEKTPOHU 3 TMIOBEPXHI KaToa, 0 Ja€
MOJKIIUBICTD 30UTBIINTH CTPYM PO3PSIY.

KJIFOYOBI CJIOBA: tiirounii po3psn, iazMa, IOpOKHUCTUH KaToI, EIEKTPOHH, 1HKEKIIis.
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In consequence of nuclear accidents that have occurred in various parts of the world, radioactive contamination of the environment is
observed. The risks of spreading pollution can increase during floods, fires and some natural disasters. The lack of effective measures
that aimed at eliminating possible sources of fire in the meadow zone and forest lands in the Chernobyl exclusion zone (ChEZ) leads to a
high risk of fire emergence. The temporal and spatial distribution of fires shows that they occur throughout the ChEZ, including in the
most contaminated areas. The risk of fires increases with climate change and measures to prevent them should be considered in
emergency programs. ChEZ area is contaminated with long-lived radionuclides such as '¥’Cs, ®Sr, Pu isotopes (*38Pu, 23 * 240py, 241Py)
and ' Am. As a result of forest fires radionuclides contained in wood and underlying surface are carried out into the atmosphere along
with smoke. Diseases arising under the influence of ionizing radiation from Pu and 2*' Am isotopes pose a serious problem for human
health. To assess of the spatial distribution of Pu isotopes and 2! Am we used data on forest fires that occurred in the Chernobyl zone in
April 2020. To evaluate the dynamics of the release of radioactive substances into the atmosphere during fire incidents on the ChEZ
territory, the following software products were used: NASA WorldView, HYSPLIT program. The HYSPLIT program allows to
reconstruct the trajectories of radionuclide propagation in the atmosphere using meteorological data and to obtain a reliable picture of the
distribution of radionuclides in the study area. The maps of the volumetric activity of Pu isotopes in the air and the fallout on the soil as a
result of fires were obtained. It was found that the radioactivity due to the presence of this element in the air and during the fallout of
radioactive particles on the soil is low (it reaches 1.0E-7...0.1 Bg/m? in the air, 1.0E-6...1 Bg/m? on the soil). The analysis of the
propagation of Pu isotopes as a result of the movement of air masses in the places of fires in the exclusion zone of the Chernobyl nuclear
power plant and the associated dangers for the population and the environment has been carried out.

KEYWORDS: Chernobyl NPP, Pu isotopes and 2'Am, release of radioactive substances, fire zone, distribution of
radionuclides.

The spring floods of the Pripyat River and forest fires are two of the most important factors contributing to the
migration of radionuclides from the ChEZ. The lack of effective measures aimed at eliminating possible sources of fire
during the time after the Chernobyl accident has led to a high risk of the occurrence and spread of fires in the ChEZ
zone, which includes 260,000 hectares of forests and meadows. This area is heavily contaminated with long-lived
radionuclides such as '*’Cs, %°Sr, Pu (**®Pu, 23*240Py, 2#'Pu) and >*' Am [1].

Since nuclear radiation slows down the rate of decomposition of inert organic materials, the amount of dead wood,
ground layers of dried leaves and twigs in forest lands increases and the risk of fire increases. Forest fires that took
place in the ChEZ, for example, in 1992, covered an area of 17,000 hectares, and revealed the presence of sources of
ignition throughout the entire area, including in the areas most contaminated with radionuclides [2].

Fire prevention and suppression activities pose a serious health hazard to firefighters, who can reach the annual
individual dose limit in a relatively small number of days.

Now the main threat to the population and the environment in the ChEZ is caused by fires in places where plants
grow that have accumulated radionuclides as a result of the migration of radioactive particles from the soil cover. The
degree of public exposure associated with the burning of radioactive wood and grass depends on the distribution of
contamination in the combustion material, the amount of contaminated combustible material and the type of fire.

The accumulation of each radioactive element is special for different plant species. Currently from 70 to 85% of
radionuclides are concentrated in the upper soil layers of forests and meadows, as well as in the layer of organic
residues on the soil surface in forests and mosses, and from 15 to 30 % are deposited on trees (bark, needles, wood and
branches) or grass. The mass of dead wood in the ChEZ, contaminated with radioactivity, is estimated at 1.4-10° m?,
which may lead to further growth of forest fires. According to forecasts [2], the amount of contaminated dead wood in
the ChEZ will be 2.4-10° m® in 2020.

Forests most at risk of fire are concentrated in the central and northern parts of the ChEZ and include the most
contaminated areas in the west and northeast of the ChNPP.

The temporal and spatial distribution of fires shows that they occur throughout the ChEZ, including in the most
contaminated areas, within a radius of 10 km from the Chernobyl nuclear power plant, where there is the highest
activity level for the isotopes '3’Cs, °°Sr, Pu and ?*' Am. It is also obvious that in the north and north-east of this zone,
fires regularly cross the border between Ukraine and Belarus. Fires become more frequent in the spring. The highest
risk of fires is observed in July and August.

As a result of forest fires in ChEZ, radionuclides contained in wood and underlying surface are carried out into the
atmosphere along with smoke. The transport of *°Sr, *’Cs and Pu isotopes during fires occurs in the form of smoke
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particles and mineral dust. Dust particles, from 2 to 100 microns in diameter, are deposited again near the source. Small
particles of two types, ranging in size from 0.04 to 0.07 microns and from 0.1 to 0.3 microns, are carried over
considerable distances and may have a negative effect on humans if inhaled.

The data of the automatic radiation monitoring system under the control of the State Ecological Center show a
pronounced increase in the volumetric activity of radionuclides in the air of the ChEZ during large fires. Individual
radionuclides can migrate more than 100 km from the fire zone, thereby exposing the population to a dose of radiation
above the permissible limit.

The aim of this work is to assess the risks of the spread of Pu and ?*' Am radionuclides in the ChEZ and beyond, as
a result of fires in places where plants grow and accumulate dead wood with a high level of radioactive contamination
by these isotopes. It is supposed to assess the risk of radioactive impact on the population and the environment
associated with this process and to determine possible ways to reduce the negative consequences.

SUBJECT OF STUDY AND INPUT DATA
The explosion of the Chernobyl nuclear power plant reactor in 1986 caused the release of about 12,000 PBq of
radioactive material into the atmosphere. At present, the radioactive contamination of the soil is determined by the
presence of isotopes '37Cs, %Sr, 238:239.240241py; 241 Am_ The bulk of these radionuclides during the release was part of the
particles of irradiated nuclear fuel (the fuel component of the Chernobyl radioactive fallout) [3].
In this regard, the maps of the density of contamination with these radionuclides for the territory of the near zone
of the Chernobyl NPP are similar (Fig.1 and Fig.2).
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Figure 1. Total contamination of the ChEZ surface with Pu isotopes [4]
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Figure 2. Total surface contamination ChZO 2! Am [4]
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The zone within a radius of 10 km directly around the Chernobyl nuclear power plant is heavily contaminated with
Pu and 2*!Am isotopes. Figures 1 and 2 show the total contamination of the ChEZ surface with Pu and 2*' Am isotopes,
respectively [4].

The decay of B-emitting *'Pu (T1,=14.4 years) gives rise to long-lived a-radionuclides 2*'Am

(T12=4.32-10? years) and 2*'"Np (T1.= 2.14-10° years), which have a high radio toxicity. Calculations have shown that
by now about 90% of the ?*'Pu isotope has already decayed and turned into >*! Am. Unlike ?*'Pu, **' Am compounds
have a higher solubility and, therefore, a higher migration capacity [5].

Diseases arising under the influence of ionizing radiation from Pu and ?*! Am isotopes pose a serious problem for
human health.

Possible routes of Pu and 2*' Am entering the human body: as a result of inhalation, during food intake, through the
skin. Lifetime carcinogenic risk factors were calculated for almost all radionuclides, including isotopes of Pu and >*'Am
(Table 1). Food intake is usually the most common type of exposure. However, the risk coefficient for this route of
intake is much lower than for inhalation [6].

To assess the spatial distribution of Pu isotopes and **!Am, we used data on forest fires that occurred in the
Chernobyl zone in April 2020 [7]. In this work, the electronic Atlas of Ukraine was used to assess the density of
radioactive contamination in the areas of combustion. Radioactive contamination with recalculation of activity of Pu
isotopes in soil for 2020 [4].

Table 1. Radiological risk factors

Isotope Lifetime carcinogenic risk

Inhalation (pCi™) Ingestion (pCi™')
241Am 2.4 %108 9.5 x 101
241py 2.8 x 10710 19 x 102
B8py 3.0x 10 1.3 x 10710
29py 29x 10 1.3 x 1010
240py 29x 10 1.3 x 1010

The areas of fire burnout were taken into account for two main categories of landscapes: forest and meadows. The
forest category included all areas covered with woody vegetation (coniferous and deciduous), and the category of
meadows also included drained areas covered with reeds, which, as a rule, became the primary source of fire
development. The areas of water bodies, roads and other man-made unnatural objects were not taken into account for
calculating the areas of fire.

SPATIAL ANALYSIS METHODS

To assess the dynamics of the release of radioactive substances into the atmosphere during fire incidents on the
ChEZ territory, the following software products were used: NASA WorldView, HYSPLIT program [8], data on
radioactive contamination of territories [4,9]. To identify fire incidents and estimate their parameters in the Worldview
tool the MODIS Fire and Thermal Anomalies product was used, which operates with data from the Terra (MOD14) and
Aqua (MYD14) satellites, as well as the combined Terra and Aqua satellite product (MCD14).

The HYSPLIT program allows to reconstruct the trajectories of radionuclide propagation in the atmosphere using
meteorological data and to obtain a reliable picture of the distribution of radionuclides in the study area. The basic
model simulation input parameters are: starting time (year, month, day, hour); location (starting locations, as latitude,
longitude, and height); start time and duration of the dispersion (i.e., run-time); pollutant characteristics (number of
pollutant species, emission rates, emission duration).

The input meteorological data necessary for HYSPLIT-4 were taken from the meteorological model calculations
based on in-situ measurement results.

RESULTS OF THE RESEARCH

Forest fires broke out in an area heavily contaminated in 1986 during the Chernobyl accident. These fires reached
the ChEZ and the area around the NPP on April 8, 2020 (Fig. 3). According to some estimates, the area of fire reached
20,000 hectares [10].

The total area of fires on the territory of the ChEZ around the Chernobyl NPP and in the adjacent territories of the
Polessky district of the Kiev region, as well as in the Ovruch district of the Zhytomyr region for the period from 2 to
20 April was determined at 870 km?. Of these, about 445 km? are combustion zones in a fire in the Ovruch district of
the Zhytomyr region; 340 km? is the area of the territories burned out during the period of the fire in the Polessky
district (the main part on the territory of the ChEZ). In the exclusion zone around the Chernobyl nuclear power plant,
about 65 km? burned out, as well as about 20 km? on the left bank of the Pripyat river [7].
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The total takeaway of Pu isotopes in the smoke fraction, which could be transferred to a long distance outside the
burnout zones during fires, is 59 MBq (of which from fires in the Polessky district of ChEZ and adjacent territories
about 25 MBq and from fires in the area of Chistogalovka village and cooling pond of the ChNPP (CP ChNPP) in
ChZO about 19 MBq) [7].

Figure 3 shows a summary map of the fires detected from the satellite in the period from 2 to 20 April, 2020. On
April 8, the fire incidents began in several points of the Ovruch district of the Zhytomyr region. They are not related to
the primary source of fires in the exclusion zone, but the north-western wind caused dispersion of the combustion
products contaminated with '*’Cs in the direction of Kiev, therefore the radiological situation in Kiev for April 8 was
formed under the influence of sources of fire formation mainly outside the ChEZ.

In the period from April 8 to April 10 in Kiev the highest levels of '3’Cs activity in aerosols were observed for the
period of fire formation (according to the UkrGMI and CGO (Central Geophysical Observatory)). The data in the range
from 0.2 to 0.6 mBg/m>. Background volumetric activities were observed in almost 100 times lower [7]. During the
period of fire formation, according to observations in Kiev, the averaged volumetric activity of *’Cs in the air did not
exceed 1 mBq /m’.

On April 8 hotbeds of fire also developed directly in the exclusion zone (Fig. 4).
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Figure 3. A summary map of the fires detected from the satellite Figure 4. Map of fire sites on April 8, 2020. The fire zone is
in the period from 2 to 20 April 2020. highlighted in red
The fire zone is highlighted in red

To study the spatial distribution of Pu isotopes, the period from 8 to 13 April 2020 was chosen. At this time, the
largest removal of radionuclides from the ChEZ territory was observed. For calculations, a source height of 20 m was
chosen, and the removal duration was 24 hours.

Figure 5 shows the dynamics of the activity removal of radionuclides in radioactive aerosols from a fire during this
period in the area of Kopachi village - Chistogalovka village - CP ChNPP [7]. The largest removal of Pu isotopes from
fires occurred on April 9 and April 13, 2020.
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Figure 5. Dynamics of the activity removal of radionuclides in radioactive aerosols from a fire
in period from April 8 to April 13, 2020 in the area Kopachi village - Chistogalovka village - CP ChNPP

To analyze the propagation of Pu isotopes as a result of fires on the territory of the ChEZ the maps of the
volumetric activity of radionuclides in the air and during fallout on the soil in the period from April 8 to April 13, 2020
were constructed.

Figure 6 shows a map of the volumetric activity of Pu radionuclides in the air on April 9, 2020 from a fire in the
area of Kopachi village — Chistogalovka village. The wind changes direction from the northwest, which led to the
transfer of combustion products towards Kiev - to the west. Accordingly, the main centers of fires expanded eastward,
and the zones of ignition in the near 10 km zone around the Chernobyl NPP also expanded. In particular, a fire in the
area of the source of the initial ignition (in the Polessky district) begins to spread eastward (the area of combustion was
about 21 km?) [7].
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Figure 6. The volumetric activity of Pu isotopes in the air on April 9, 2020
from a fire in the area with Kopachi village - Chistogalovka village (for 24 hours), the source height is 20 m

Figure 7 shows a map of the surface activity of Pu isotopes during the fallout on the soil on April 9, 2020.
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Figure 7. The surface activity of Pu isotopes during deposition on the soil on April 9, 2020 from a fire in the area with Kopachi
village - Chistogalovka village (for 24 hours), the source height is 20 m

Figure 8 shows a map of the volumetric activity of Pu isotopes in the air on April 13, 2020 from a fire in the area
with Kopachi village - Chistogalovka village.
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Figure 8. The volumetric activity of Pu isotopes in the air on April 13, 2020
from a fire in the area with Kopachi village - Chistogalovka village (for 24 hours), the source height is 20 m

The combustion centers in the Polessky district spread in the northeastern direction and crossed the zone of the
location of the so-called fuel trace of radioactive fallouts of 1986 year. The area of combustion was about 18 km?. The
combustion on the territory of the Red Forest covered 3.5 km?. The wind had a northeasterly direction, so the territory
of Ukraine, Belarus and Russia was subjected to Pu pollution. Figure 9 shows a map of the surface activity of Pu
isotopes during the fallout on the soil on April 13, 2020.

On the fuel traces of the Chernobyl radioactive fallout due to the radioactive decay of 2*!Pu, the accumulation and
increase in the activity of 2! Am occurs over time. The maximum activity of 2! Am will be reached approximately 70
years after the Chernobyl accident, by 2056, while the activity of 2! Am will be no more than 20% higher than the level
as of 2017-2018 (Table 2). During the increase in the activity of >*' Am (about 50 years), the activity of long-lived *°Pu
(T12 = 24100 years) and 2*°Pu (T2 = 6563 years) will practically not change, while the activity of 2*Pu (T, = 87.74
years) due to its radioactive decay, it will decrease by 40%. As a result, the total activity of a-emitting radionuclides
will slightly increase over the next 50 years, and then monotonously decrease.

At the same time, the maximum of the total activity of a-emitting radionuclides will exceed the level as of
2017-18 by only 6%. With equal dose coefficients per unit of inhalation intake activity for alpha emitting radioisotopes
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Pu and "' Am (Table 2), such a slight change in their activity over the next 50 years will not have a significant effect on
the value of conservative estimates of inhalation doses for personnel and for the population [11].
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Figure 9. The surface activity of Pu isotopes during the fallout on the soil on April 13, 2020
from a fire in the area with Kopachi village - Chistogalovka village (for 24 hours), the source height is 20 m

Since an increase in the activity of 2! Am by 20% in the next 50 years (Table 2) will not have a significant effect
on the change in the formation of inhalation doses of internal and external irradiation of personnel and the environment
in the ChEZ, no significant changes in approaches to control the spread of >*! Am are required. However, since there is
evidence of a significantly higher assimilability of ! Am by meadow vegetation compared to 2*% 2*°Pu [12], over time
the problem of the spread of this nuclide along with combustion products or through the food chain can create
additional risks for the environment and humans. Therefore, permanent tracking of 2! Am migration is an important link
in the creation of a comprehensive system for monitoring radiation contamination of territories and predicting negative
consequences for the population.

Table 2. [10] Dynamics of changes in the specific activity of a-emitting radionuclides in the fuel component of Chernobyl radioactive
fallout, Bq/g

Year
Radionuclides
2017 2021 2026 2031 2036 2046 2056 2076 2186
238py 6.3E+6 | 6.1E+6 | 5.8E+6 | 5.6E+6 | 54E+6 | 5.0E+6 | 4.6E+6 | 39E+6 | 3.6E+6
239py 5.1E+6 5.1E+6 5.1E+6 5.1E+6 5.1E+6 5.1E+6 5.1E+6 5.1E+6 5.1E+6
240py 7.8E+6 7.8E+6 7.8E+6 7.8E+6 7.8E+6 7.8E+6 7.7E+6 7.7E+6 7.7E+6
21 Am 2.5B+7 | 2.6E+7 | 2.8E+7 | 2.8E+7 | 2.9E+7 | 3.0E+7 | 3.0E+7 | 3.0E+7 | 2.9E+7
h 4 4E+7 4.5E+7 4.6E+7 4.7E+7 4.7E+7 4.7E+7 4.7E+7 4.6E+7 4.6E+7

The long-lived Pu radionuclides fell out in the composition of fuel particles with a high specific mass. Therefore,
they did not spread over long distances, and the density of soil surface contamination, according to preliminary data,
exceeded the limits established for them practically only within the boundaries of the 30-km exclusion zone. Pu is
characterized by a very low ability to penetrate biological membranes. Therefore, the coefficients of its accumulation by
plants from the soil and entering the human body are several orders of magnitude lower than for Sr and Cs [1]. Pu
isotopes are present in forest organic matter in insignificant amounts and remain fixed in the mineral fraction of soil
contaminated in 1986. Thus, its re-transport during fires in the ChEZ is low.

CONCLUSIONS

The maps of the volumetric activity of Pu isotopes in the air and the fallout on the soil as a result of fires in April
2020 were obtained. As a result of the distribution analysis of Pu radionuclides in the territory under consideration, it
was found that the radioactivity due to the presence of this element in the air and during the fallout of radioactive
particles on the soil is low (it reaches 1.0E-7...0.1 Bg/m? in the air, 1.0E-6...1 Bg/m? on the soil). Despite the high
radiotoxicity of Pu isotopes, the contribution from the resulting radioactivity to the radiation exposure of the population
through inhalation or consumption of food will be insignificant.

The risk of fires in the ChEZ increases with climate change and measures to prevent them should be considered in
emergency programs.

This information will provide important insight into the dynamics of accumulation, transformation, and migration
of Pu and >*! Am isotopes. And also to study the impact of ionizing radiation from fires in the ChEZ on the environment.
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AHAJII3 TIOIMUPEHHSA PAAIOHYKJILAIB PU B PE3YJIBTATI ITOKEXK Y KBITHI 2020 p B 30HI
BIIUYKEHHSI YOPHOBUJIbCHKOI AEC
M.®. Ko:xkeBnikoBa, B.B. JleBeneunb
Hayionanvnuii naykosuii yenmp «Xapxiscokuil @izuxo-mexuiunuii incmumymy, HAHY
eyn. Akademiuna, 1, 61108, Xapxie, Ykpaina

BHacijok siiepHUX aBapiif, 110 CTaNnCs B Pi3HUX YaCTHHAX CBITY, CIIOCTEPIraeThbesl pajlioaKTHBHE 3a0pyIHEHHS HAaBKOJIHMIIHBOTO
cepenoBulla. Pu3nku nomvpeHHs 3a0pyIHEHHS MOXYTb 3pOCTaTH IIiJl 4ac MOBEHI, MOXKEX Ta JSIKUX CTUXIHHUX JuX. BincyTHicTs
e(eKTHBHUX 3aXOfiB, CIIPSIMOBAaHMX Ha JIKBIJALlil0 MOMXJIMBHX JDKEpel IOKeXi B JIYroBi 30HI Ta JICOBUX YTiisiX y 30HI
BiquysxeHHs1 YopHOoOMsa (U3B), mpu3BOAKUTE 10 BUCOKOTO PU3UKY BUHUKHEHHS MOKeXi. HacoBHiA Ta MPOCTOPOBUI PO3IMOALT MOKEK
CBITUUTH TIPO T€, IO BOHU TPAIUIAIOTHCA Ha BCiil Tepuropii U3B, y ToMy umcni B Haiibinpm 3a0pyaHeHUX paifoHax. PU3uK mosxkex
3pocTae 31 3MIHOIO KJIMaTy, i 3aX0IM HIOAO IX 3amoOiraHHs CIIiJ BpaxoByBaTH B HaJ3BHYalHHWX mporpamax. Tepuropis U3B
3a0py/IHEeHa JOBrOKHUBYYUMH PalioHyKIIinamu, Takumu sk 3’Cs, 2°Sr, isororm Pu (**8Pu, 23% * 24Py, 241py) ta 2! Am. B pesynbrari
JIICOBUX TMOXKEK PATIOHYKIIIN, 0 MICTATHCSI B ICPEBUHI Ta MiJCTHIbHIA MOBEPXHi, MOTPAILIIOTh B aTMOc(hepy pa3oM 3 JHUMOM.
XBOpoOH, 1110 BUHUKAIOTH MiJl BIJIMBOM i0Hi3yH040ro BUIPOMiHIOBaHHs i30ToniB Pu Ta 2*!Am, cTaHoBIATH cepiio3Hy mpobieMy st
3710pOB'st oMy, st OLIHKK MPOCTOPOBOro po3noxiay izoromie Pu ta >*'Am Gyyio BUKOPMCTaHO AaHi Hpo JICOBI MOXexi, sKi
cranucsi B YopHOOMIIbChKiH 30HI B KBiTHI 2020 p. Iyt OLIHKK JUHAMIKM BHKUAIB PaJiOaKTHBHHX PEYOBHH B atMocdepy g dac
noxkexx Ha Teputopii U3B, BukopucToByBamuck mporpaMHi mpoayktu: NASA WorldView, mporpama HYSPLIT. IIporpama
HYSPLIT no3Bodsie 3a JONOMOTOI0 METEOPOJIOTIYHUX JaHUX PEKOHCTPYIOBATH TPAEKTOPIi MOMIUPEHHS paJiOHyKIioiB B aTMochepi
Ta OTPUMATH JOCTOBIPHY KapTHHY PO3IOALIY paliOHyKNIimiB Ha HOCTIIpKyBaHil Tepuropii. OTpuMaHO KapTH 00'€éMHOI aKTUBHOCTI
i3oromiB Pu B MOBITpi Ta BUMAAIiHG Ha IPYHTI B pe3ysbTaTi Moxex. BecranosieHo, mo oOyMOBIIEHa IPHCYTHICTIO I[OTO €JIEMEHTa
PaioaKTHBHICTE B MOBITPi Ta [PU BUNAAaHHI PaJi0aKTHBHUX YACTUHOK Ha IPYHT HEBHCOKa (nocsrae B nosirpi 1.0E-7...0.1 Bx/M3, na
rpynri 1.0E-6...1 Bx/m?). TIpoBeieHo anai3 mommperHs i30TormiB Pu B pe3yyibTaTi NepeMillieHHs MOBITPAHMX MAC Y MIiCIAX TIOXKEXK B
30Hi BiguysxenHst Hopaoounbcbkoi AEC Ta noB's3aHux 3 UM HeOe3MeK U1 HACEIeHHs Ta HAaBKOJIMIIHBOTO CEPEeIOBHUIIA.
KJIIOYOBI CJIOBA: Yopuo6unschka AEC, izotomu Pu Ta 2*'Am, BMKMA PafiOaKTUBHMX PEYOBMH, 30HA IMOXKEXKi, PO3MOILI
pamioHyKITiiB.
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MOLECULAR DYNAMICS STUDY OF INSULIN MUTANTS
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Human insulin, a small protein hormone consisting of A-chain (21 residues) and B-chain (30 residues) linked by three disulfide bonds, is
crucial for controlling the hyperglycemia in type I diabetes. In the present work molecular dynamics simulation (MD) with human insulin
and its mutants was used to assess the influence of 10 point mutations (His®8, ValA1°, AspBl®, GInB'7, AlaB!”, GInB'8, Asp®?, ThrB26, GluP?’,
AspB?), 6 double mutations (GluA3+GluB!?, SerA3+GluP?, GluB'+GluP?’, SerP2+AspP!0, AspB*+GluB?’, GluP'%+GluP?’) and one triple
mutation (GluA>+AspA!8+AspB?) in the protein sequence on the structure and dynamics of human insulin. A series of thermal unfolding
MD simulations with wild type (WT) human insulin and its mutants was performed at 400 K with GROMACS software (version 5.1)
using the CHARMM36m force field. The MD results have been analyzed in terms of the parameters characterizing both the global and
local protein structure, such as the backbone root mean-square deviation, gyration radius, solvent accessible surface area, the root mean-
square fluctuations and the secondary structure content. The MD simulation data showed that depending on time evolution of integral
characteristics, the examined mutants can be tentatively divided into three groups: 1) the mutants His?3, ValA10, AlaBl7, AspB23, ThrB26,
GluB?, GluA+GluP?, GluB'+GluP?” and GluB'®+GluPB?’, which exert stabilizing effect on the protein structure in comparison with wild
type insulin; 2) the mutants GInBl7, AspBl0, SerB2+AspP!? and Glur>+AspA!8+Asp?? that did not significantly affect the dynamical
properties of human insulin with a minimal stabilizing impact; 3) the mutants AspB®, Asp®+GIuP?’ and Ser*'3+GluP?’, GInP'3,
destabilizing the protein structure. Analysis of the secondary structure content provided evidence for the influence of AspB%®, Asp®*+GluB?’
and Ser*3+GluP?’, GInP'® on the insulin unfolding. Our MD results indicate that the replacement of superficial nonpolar residues in the
insulin structure by hydrophilic ones gives rise to the increase in protein stability in comparison with the wild type protein.
KEYWORDS: human insulin, mutants, molecular dynamics simulation, amyloid.

Human insulin, a small protein hormone consisting of an acidic A-chain (21 residues) and a basic B-chain
(30 residues) linked by three disulfide bonds, is crucial for controlling the hyperglycemia in type I diabetes [1-3].
However, medical and pharmaceutical applications of this hormone are complicated by its predisposition for aggregation
and formation of amyloid fibrils [4-8]. Specifically, it was shown that insulin is capable of forming the amyloid fibrils at
the sites of the repeated insulin injection during the therapy of patients with diabetes, thereby inducing the localized
insulin-derived amyloidosis (insulin amyloidoma) [4,5]. Moreover, the tendency of insulin to form amyloid fibrils under
stressful conditions (elevated temperature, agitation, pH, etc.) represents a serious obstacle during industrial purification,
storage and drug delivery of protein-based pharmaceuticals [6,7]. Despite extensive research efforts, the exact molecular
details of the insulin amyloid transformation are still under debate. The insulin fibril formation in vitro is usually described
by the classical nucleation-dependent polymerization model [1,8,9]. However, many other mechanisms for insulin
fibrillization have been proposed including the heterogeneous nucleation [10], colloidal coagulation model [9,11] and
downbhill polymerization [9,11,12].

The in vitro oligomerization and aggregation of insulin is essentially controlled by environmental conditions such
as pH [13,14], ionic strength [15,16], temperature [14,17,18], the presence of ions [19,20], and protein concentration
[14,21]. Previous studies suggested that the early stages of insulin fibrillation are governed mainly by hydrophobic
interactions [22,23]. However, several lines of evidence pointed out the importance of the electrostatic interactions in the
insulin fibrillization at the initial stage of nucleation [9,23,24]. It is believed that the flexible B-chain of insulin is more
important for the protein transition into amyloid state than the rest of molecule [14,23, 25-27]. However, using screening
of the amyloid-forming insulin sequence Eisenberg’s team suggested at least two protein segments responsible for the
insulin amyloid conversion: the LB""'VEALYLB!” segment of the B-chain accounting for the formation of fibril spine and
the SA2LYQLENYA!" segment from the A-chain stabilizing the fibril structure [27]. Furthermore, it was showed that the
disordered N-terminal segments of both A-and B—chains along with the residues Leu®', PheB?* and Tyr*!” may also
contribute to fibril formation [28]. In addition, the surfaces consisting of His®!?, LeuB!”, TyrB'¢, PheB?* and Thr*® were
assumed as the potential sites that trigger insulin fibrillization [14,28]. Notably, both A- and B-chains of insulin by their
own are capable of forming the amyloid fibrils under denaturing conditions [24]. Intriguingly, the mutations in the
C-terminus of human insulin B-chain were reported to affect the amyloidogenic propensity of the protein [14,29-31].
Specifically, the removal of five residues from the B-chain led to the enhancement of insulin fibrillization [14], while the
mutants T30R and K29R/T30R showed different resistance against stress-induced fibril growth on the initial stage of
nucleation [23]. Furthermore, the delay in the lag phase of insulin fibrillization was observed for the point mutations
H10D and L17Q [31], whereas the substitution of Pro®?® with (4S)-hydroxyproline (Hzp) resulted in the higher resistance
to fibril formation [32].
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The aim of the present study was to assess the influence 10 point mutations (His*%, ValA!?, AspB!°, GInB!7, AlaB!7,
GInB'® AspB?, ThrB?6 GluB?’, Asp®?®), 6 double mutations (GluA*+GIuB'?, Ser*3+GluB?’, GluB'+GluP?’, Ser®>+AspB!?,
AspP*+GluB?’, GluB!*+GIuB?7) and one triple mutation (GluA!*+AspA!8+Asp®?) in the human insulin sequence on the
protein structure and dynamics. To this end, a series of thermal unfolding MD simulations with wild type (WT) protein
and its mutants was performed.

MOLECULAR DYNAMICS SIMULATIONS

The molecular dynamics simulations were conducted with GROMACS software (version 5.1) using the
CHARMM36m force field with TIP3P water model [33]. The starting structure for simulations was taken from the Protein
Data Bank (PDB entry for human insulin 313Z). The mutations His*%, Val*!, AspB!°, GInB'7, AlaB!7, GInB'8, AspB?,
ThrB26, GluB?, AspB2, GIuAB+GIuB!?, SerA+GluB?, GIuB'+GluB?, SerB+AspB!®, AspB+GluB?, GluB!*+GluB?,
GlurP+AspA!8+AspB? were introduced to the protein sequence using the web-based graphical interface CHARMM-GUL
The input files for MD calculations were prepared using the CHARMM-GUI Quick MD simulator [34].

The human insulin and its mutants were solvated in the rectangular box fitted to protein size. The minimal distance
from the protein molecule to the box edges was 10 A. To obtain a neutral total charge of the system the required amount
of positive ions was added. The number of atoms in the solvated protein systems varied from 14670 to 17573. The Particle
Mesh Ewald algorithm was used to treat the long-range electrostatic interactions [35]. The minimization and equilibration
of the system were performed during 100 ps and 500 ps, respectively. The time step for MD simulations was 2 fs. The
trajectories and coordinates were saved every 2 ps for further analysis. The whole time interval for MD calculations was
100 ns. The MD simulations of the human insulin and its mutants were performed at 400 K and a pressure 1 bar. The
analysis tools provided by GROMACS were used to calculate the root mean-square deviations (RMSD), root mean-square
fluctuations of the C-alpha atoms (RMSF), radius of gyration (Rg) and solvent-accessible surface area (SASA) per
residue. The evolution of the secondary structure was followed using the VMD Timeline tool [36] and Tcl scripts.

RESULTS AND DISCUSSION
To examine the changes in the conformational behaviour of the mutated human insulin as compared to its wild type
counterpart we analysed the thermal unfolding trajectories by calculating the parameters reflecting the changes in both
the global and local protein structure (RMSD, Rg, SASA, RMSF) and the secondary structure content. Fig. 1 shows the
changes of the backbone root mean square deviations with time.
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As seen in Fig. 2, the calculated RMSD values for human insulin and its mutants do not exceed 1 nm, except short-
time fluctuations of Asp®!%, GInB'7 and SerB2+Asp®!® Notably, for the WT insulin the time dependence of RMSD is
characterized by four periods: 1) strong fluctuations ~ 0.3 nm with deviations up to 0.9 nm during the first 25 ns of
simulation; 2) a slight increase of RMSD values to 0.66-0.78 nm during the next 3ns followed by the fluctuations at this
level during ~ 8 ns; 3) substantial decrease of RMSD values to 0.33-0.38 nm starting from ~36 ns; 4) gradual RMSD
increase to 0.6-0.8 nm remaining almost stable during the last 50 ns of the simulation. The RMSDs of mutants His"®,
Val*, AlaB'7) AspB%, ThrB%6, GluB?, Asp®?, GluA3+GluP!® GluB!'+GluP?” and GluP'*+GluB?” were significantly lower
during the simulation time compared with the WT insulin. As seen in Fig. 2, the mutants GInB'®, Asp®*+GluB?’and
GlurP+Asp?A18+AspB? showed higher RMSDs during the first 60 ns of the simulation relative to WT protein and similar
type of deviations throughout the following 40 ns of RMSD trajectories. In turn, the simulation of mutants Asp®'?, GInB!7,
SerA3+GluB?” and SerB2+Asp®!° produced less stable trajectories in comparison with WT insulin.

A B GluB e+ GluB27
1.2+ WT . 0 H
Lod il . L, 107
2 20
£ 08- | 5
g & -301
; 1 1 LS
& 0.6- = 401
= i 7 U e U
Q{‘ _ i ] L | L
04 § 50 | R _
| X -60- L B e | I
042_ ’N W ’_H -70_ )
0.0 T T T T T -80 T T T T T
0 10 20 30 40 50 10 20 30 40 50
Residues Residues
C Asp®° D GInB®
601 150
o 404 5}
L 204 =t
= &
% 0+ 'a 504
=3 =9
2201 Z il H H
5 5 0 uuﬂﬂ HHH 1 U HU o
- 40 © HU UHH HUH HLHH HH H H”JHHHHHU
-60 -50-
-80 T T T T T T T T T T
10 20 30 40 50 10 20 30 40 50

Residues Residues
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To determine how the mutations affect the dynamic behavior of amino acid residues, the RMSF values of the C-alpha
atoms of WT insulin and mutants were calculated (Fig. 2). The RMSF values for the majority of the WT protein residues
ranged from 0.2 to 0.5 nm during the simulation (Fig. 2.A). The only exception were the residues 22-26 (RMSFs vary
from 0.68 to 1.14 nm) representing the first five residues of the N-terminal region of B-chain, and the residues 46-51
(RMSFs vary from 0.52 to 1.0 nm), belonging to the end of the C-terminal of this chain. The analysis of the relative
changes in RMSF revealed that both N- and C-terminal regions of B-chain in all mutants fluctuate stronger that in the
WT insulin with the magnitude of this effect being dependent on the type of mutation (data not shown). More specifically,
there are three main tendencies in the relative changes of RMSF, according to which all examined mutants can be divided
into three groups. The representatives of the first group (Val®!?, AlaB'7, AspB2, Ser*3+GluB?’, GluB'+GluB?’ and
Asp®*+GluB?”) are characterized by strong fluctuations of similar amplitudes on both N- and C-terminal regions of
B-chain. The second group contains GIn®!8, GluB?” and Glu*!3+Asp*!8+Asp®? mutants which, like WT insulin, display
significantly higher fluctuations in the N-terminal region in comparison with C-terminal part of B-chain. For all other
mutants under study (the third group) the relative changes of RMSF values were opposite to those observed for the second
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group. The obtained results are in good agreement with the experimental evidence for the higher conformational flexibility
of B-chain with respect to the rest of the protein [29,31].

Notably, some mutants have significantly larger fluctuations in A-chain residues compared to the 7-22 sequence of
the core of B-chain. Specifically, higher RMSFs were observed for Val*!? (1-5, 13-15 and 18-19 A-chain residues), GIn®'®
(8-10 and 13-18 A-chain residues), Asp®? (1-5, 10 and 12-15 A-chain residues), AspB?® (1-5 and 12-15 A-chain residues),
SerA3+GluP?’ (1-5 and 11-14 A-chain residues), Ser®>+Asp®!? (1-4 and 14 A-chain residues), Glu*'>+ Asp?!8+AspB3
(8-10 A-chain residues). Remarkably, although the above results demonstrate the increase in RMSFs (in comparison with
B-chain) for the polypeptide fragment consisting of 8-19 residues responsible for the stabilization of insulin fibrils [28,30],
the mutations didn’t significantly modify the conformation of this region, since the mutated and WT insulin showed
nearly similar RMSFs for this sequence of residues.

It has been suggested previously that local unfolding of the B11-B17 fragment of insulin causes the increase in
fibrillization rate [37]. However, as seen in Fig. 2 (panels B-D) the fluctuations of these residues were even smaller than
those for WT protein. Nevertheless, the comparison of the relative changes in root-mean-square fluctuations of WT insulin
and its mutants indicates the stabilizing effect of mutations His*8, Val*!%, AlaB!7, Asp®2, ThrB26, GluB?’, GluA3+GluB!®,
GluB'+GIuB?” and GluB'*+GluB?’ on virtually all protein residues (the relative changes in root-mean-square fluctuations <
74%). Notably, the highest fluctuations were observed for the variant GIn®'® which is characterized by the increase of
A16 and A17 RSMFs to ~ 141% compared to WT insulin. The analysis of the relative changes in the RMSF revealed that
the region B20-B30 fluctuates stronger in the mutants GluA*+AspA!#+Asp®? (~39%), GInB'7 (~67%), AspB!? (~52%),
SerA3+GluB? (~ 65%), Ser®+AspB!® (~66%) and GIn®'® (~73%) than in the WT protein. The mutants Asp®?%,
Ser*13+GluP?, GInB'® have significantly larger fluctuations in the A8-A18 region, with RMSF difference ranging from
~35% to ~72%. By considering the amount of residues fluctuating stronger than in the WT protein, along with the maximal
positive and negative relative RMSF changes, we observed that the destabilizing impact of mutants on the protein
dynamics increases in the following row: Asp®?® < Asp®+GIuB?” < GluA+AspA8+Asp?? < GInB!7 < AspB28 < AspBl0 <
SerA3+GluB?” < SerB2+AspB!? < GInB!8.

Fig. 3 represents the time-course evolution of the radius of gyration.
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The Rg value of the WT insulin rises from ~1 to ~1.34 nm. The approximation of the time dependence of the
radius of gyration by the linear function showed that the slop of graph increases with time from ~ 1.07 nm at the beginning
of simulation to ~ 1.1 nm at 100 ns. Since the gyration radius correlates with the extent of protein unfolding, the
approximation of the time evolution of the radius of gyration by the linear function allowed us to identify the three groups
of mutants. The first group contains Glu*3+Glu?'°, GluB'*+GluB?’, ThrB2¢, GluB?’, His*®, AlaB!”, Val*!%and Asp®?® whose
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approximation lines are positioned below the approximation line of WT protein (Fig. 2.A-C). The second group includes
GIuB'+GluP?’, Glur!+ AspA8+Asp®3, SerP?+AspP!?, GInBY7, AspB28, Ser*'3+GluP?’ and GInB'®, whose approximation
lines are comparable with that for WT protein (Fig. 2.E-F), while GInB!, AspB!® and Asp®°+GluB?’ with approximation
lines located significantly higher than that for WT insulin constitute the third group.

To assess the alterations in the environment of hydrophobic residues during the simulation, we concentrated on the
relative changes in the solvent accessible surface area per residue SASA (Fig. 4). For WT insulin the SASA values do not
exceed 1.8 nm. We found that polar A5, A8, A21, B4, positively charged (B5, B10, B22, B29), negatively charged (A4,
B13, B21), aromatic (A14, B1, B16, B25, B26) and three nonpolar residues (A10, B17 ta B30) are highly accessible to
the solvent during the simulation time (Fig. 4). Notably, the profiles of SASA per residue were similar for mutated and
WT insulin, indicating that A14, B1, B21 and B29 residues are more accessible to water than the other residues in the
protein sequence. Considering the number of residues whose SASA values are higher relative to WT protein, the examined
mutants were found to follow the order: AlaB!7 = GluB? < GluB'*+GluB?’ < Valr!?, GluA*+GluB!® = ThrB?® = His?8,
GlnBlS < GluB1+GluB27 — ASpBZS < GlnB17 < SerA13+GluB27 < ASszg, SerB2+ASpB10 — GluA15+ASpA18+ASpB3 <
AspB+GluB?” = AspB!0,
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Figure 4. The solvent accessible surface area per residue (A) and time evolution of SASA (B) for whole protein (a), its hydrophobic
(b) and hydrophilic (c) residues calculated for wild type insulin.

Notably, depending on the decrease or increase of SASA relative to WT protein, all residues can be divided into two
groups. The first group includes the residues A4, A7, A17, A20, B1, B7, B9, B12, B13, B16-B22, B47 and B29, whose
SASA is greater than that of WT insulin. In turn, the residues of the second group (A1-A3, A5, A6, A8-Al4, Al6, Al9,
A21, B2-B6, BS, B10, B11, B14, B15, B23-B25, B28§, B30) are characterized by lower SASA values. Remarkably, the
hydrophobic residues represent ~ 32% and ~ 63% of all residues in the first and second groups, respectively, being
indicative of the decreased solvent accessibility of nonpolar and aromatic residues of mutants in comparison with
WT protein.

To take a closer look on the impact of hydrophobic and hydrophilic residues on the solvent accessible surface area,
the time evolution of SASA values was analyzed for: 1) all protein residues; 2) hydrophobic residues; and 3) hydrophilic
residues (Fig. 4.B). The approximation of the time-course SASA evolution by the linear function for all protein residues
and independently for hydrophobic and hydrophilic residues showed that:

1) The growth of the total SASA value with time is caused by the increase of both the hydrophobic and
hydrophilic SASAs for Asp®!9, AlaB!7, GInB'3, ThrB2° AspB28 GluA*+GluP'?, Ser**+GluP?’ ta GluB!*+Glub?’;
2) The increase of the total SASA value with time for the wild type protein and the mutants GluB?’,

GluA+AspA8+-Asp®3, AspP'+GluP?’ results from the increase of the solvent accessibility of hydrophobic residues;

3) A slight increase of the total SASA for His*® and GluB'+GluB?" reflects the increase of the solvent
accessibility of hydrophilic residues;

4) The decrease of the total SASA with time observed for GInB', originates from the reduction of SASAs
for hydrophilic residues;

5) The solvent accessibility of both hydrophobic and hydrophilic residues reduces for Val*!?, Asp®? and

SerB2+ASpB10
The above results indicate that the replacement of superficial nonpolar residues by hydrophilic ones increases the insulin
stability in comparison with the wild type protein.

Next, to clarify the effect of mutations on the insulin unfolding pathway, we analyzed the time course of the
changes in protein secondary structure through determining the percentage of residues adopting the a-helix, B-sheet or
310-helix conformations during the simulation (Table 1). It appeared that the content of a-helices rises from 35% to 50%
in the following raw: AspB+GluB?’ < GInB!® < SerAB3+GluB? < AspB® < AspB? < GluP'*+GluP?” < GluB'+GluB?” <
ValAl0 < ThrB26 < AlaBl7 < His?® < GluB? < GlurB+GIluB!? < WT < Glur+ AspA8+Asp®? < SerB2+AspBl0 <
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AspP!? < GInBY. Given that the native insulin contains 3 a-helices (47%), the above results can be explained either by the
destruction of a-helices during the simulation or the appearance of the additional a-helix conformations. In turn, we
observed only small percentage of B-sheets (absent in the native conformation) increasing in the order: Asp®+GIuB?’ <
GluAB < Asp”8+AspB3 < Valrl? < WT < GInP!® < SerB2+AspB!? < ThrB26 < AlaB!” < AspB% < AspB!? < His*® < GluP?” <
GluB16+GluB?” < Ser*B+GluB?” < AspB?® < GluA*+GluB!? < GInB7 < GluB'+Glu®2,

Table 1. The percentage of residues adopting a-helix, B-sheet or 310-helix conformations during the simulation

Protein B-sheet a-helix 310 —helix
WT 0.04 46.0 3.1
His”8 0.18 45.0 1.7
ValAlo 0.02 44.5 2.7
AspB'° 0.16 47.0 1.7
GInBY 1.73 50.0 1.2
AlaB" 0.08 449 24
GInB'8 0.04 36.1 4.6
AspB? 0.15 43.7 2.1
ThrB26 0.08 44.7 3.1
GluB? 0.24 45.7 2.5
AspB2 0.72 38.6 3.7
GluAB3+GluB!0 0.87 45.8 1.5
SerA3+GluB?’ 0.30 37.0 3.7
GluP'+GluB?’ 2.08 44.5 2.9
SerB2+AspB10 0.08 47.5 1.3
AspP+GluB? 0 347 5.0
GluB!*+GluB? 0.30 443 2.6
GluA'3+ Asp”'3+Asp®3 0 46.7 4.3

To characterize the changes in the secondary structure of mutants during the simulation, we analyzed the time
evolution of a-helices (Fig. 6). The wild type insulin was characterized by the fluctuations of the a-helices content at the
level ~ 42 % (first 25 ns of simulation), followed by the substantial increase of the percentage of a-helices till ~60 %
during the next 15 ns period, after which a slight helicity decrease was observed until achievement of the initial level of
fluctuations to the end of the simulation. The curve of the time evolution of a-helices for GluA!*+ Asp”!8+AspB3 was
almost identical to that for WT protein. Moreover, the fluctuations of the a-helices content from ~ 33 % till ~ 51 % was
observed for GluB'+GluB?’, GluB'*+GluB?’, His*®, Val*!?, AlaB!7, Thr®26, GluB?’, GluA*+GlIuB'?, reflecting the stability of

their secondary structure during the simulation.
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Figure 6. Time evolution of the a-helices of wild type protein (brown) and mutants (green)
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In turn, a slight increase of the percentage of a-helices was observed for Asp®!? (till ~ 47-54 % ) and GIn®'” (till ~
46-61 % ) during the simulation. Notably, the decrease of the a-helices content with time was inherent to Asp®?® (~ 25-
38% during the period 11-33 ns), Asp®?® (~ 22-36% from the 70 ns), Ser**+GluB?’ (~ 22-36 starting after 38 ns), GInB'®
(~ 29-46 % beginning from 5 ns) and Asp®*+GluB?’ (~ 28-44% 36 starting after 7 ns). The analysis of the secondary

structure content evidenced a higher unfolding extent of AspB28, AspB9+GluB27, SerA13+GluB27, GInB18 in
comparison with the WT protein.

CONCLUSIONS
To summarize, the present study indicates that introduction of 10 point mutations (His*®, Val*!?, AspB!®, GInB'7,
AlaB7, GInB'®, AspB%, ThrB2, GluB?’, AspB®), 6 double mutations (GluA*+GIuB?, SerA*+GluB?, GluB+GluB?,
SerB2+AspBl?, AspB+GluB?’, GIuB'*+GluB?’) and one triple mutation (Glu”!>+Asp”!3+Asp®?) in the protein sequence has
different impact on the structural and dynamical properties of the human insulin. The MD simulation results showed that
depending on time evolution of integral characteristics such as the backbone root mean-square deviation, gyration radius,
solvent accessible surface area, the root mean-square fluctuations and the secondary structure content, the examined
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mutants can be tentatively divided into three groups: 1) the mutants His?3, Val*!?, AlaB!7, AspB2°, ThrB%, GluB?,
GlurB+GluB!?, GluB'+GluB?” and GluB!*+GIuB?’, exerting a stabilizing effect on the protein structure in comparison with
wild type insulin; 2) the mutants GInB!7, AspB!?, SerB2+Asp®!0 and GluA!+Asp!8+Asp?? that did not significantly affect
the dynamical properties of human insulin having a minimal stabilizing impact; 3) the mutants AspB?®, AspB*+GluB?’,
SerA13+GluP?” and GIn®'® destabilizing protein structure. The analysis of the time dependencies of the secondary structure
content highlights the influence of Asp®?, Asp®*+GluB?’, Ser**+GluP?’ and GIn®'® on the insulin unfolding. Moreover,
our MD results indicate that substitution of the nonpolar residues in the insulin structure by hydrophilic ones caused the
increase in protein stability in comparison with wild type protein.
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MOJVIEKYJIAAPHO-IUHAMIYHE JOCJIKEHHS MYTAHTIB IHCYJIIHY
O. KutHskiscska, Y. Tapabapa, B. Tpycosa, K. Byc, I'. I'op6enko
Kageopa meouunoi gizuxu ma biomeduunux nanomexnonozii, Xapkiecokui nayionanvnuil ynieepcumem imeni B.H. Kapasina
M. Ce0600u 4, Xapxis, 61022, Ykpaina

THCYNiH MoaMHY, HEBETMKH TOPMOH TETITHIHOT IPHUPOIH, IO CKIanaeThes 3 A-nanmtora (21 3anumiok) ta b- maniiora, ski 38’ a3aHi
MDK c000I0 TpbOMa AUCYNB(ITHAMHE MICTKaMU, Ma€ BaXJIMBE 3HAUCHHS UL KOHTPOJIO Tinepriikemii npu xiabeti I tumy. ¥V namiit
po6OTi METOIOM MOJIEKYJIIPHO-AMHAMIYHOTO MOJICTIOBAHHS JOCHiKeHO BIINB 10 ToukoBux mytaniit (HisA%, ValA1?, AspBl?, GInBl7,
AlaB7, GInB'8, AspB2, ThrB26, GluB?’, AspB?®), 6 moasitinux myraniii (GluAB+GIuPB?, SerA3+GluB?’, GluB+GIuB?, SerB+AspBlo,
AspP*+GluP?’, GluB'*+GluB?”) ta oxniei notpiitnoi MmyTauii (GluA!>+AspA!8+AspB?) na crpykTypy Ta AMHAMIKY iHCYiHy JIOAUHM. 3
BUKOpUCTaHHsIM nporpamuoro makery GROMACS (Bepcis 5.1) i cunoBoro nmoast CHARMM36m, 6yno nposeneno cepito 100 He
MoJteKyJsipHo-auHamiuaux (M) cumynsauiit aukoro tuma incyniny mogunu (WT) Ta iforo myrtanriB npu temmeparypi 500 K.
Pesyneratn MJ1 MonentoBanHs OyJid MPOAHAJi30BaHI B TEpMiHaX MapaMeTpiB, MI0 XapaKTEPU3YIOTh K TIOOANBHY TaK i JOKAIBHY
CTPYKTYpy OiNKa, TaKMX SIK CepeIHbOKBAJAPATUYHE BiAXHMICHHS OCTOBY JIAHIIIOTA, paliyc iHepwii, IUIoma MOBEPXHi, JOCTYIHA IS
PO3YMHHHKA, CEPEIHBOKBAaApaTHYHI (GIIyKTyalii Ta BMICT BTOPHHHOI CTPYKTypH. Pe3ysbTaTH MOJEKYJISPHO-IHHAMIYHOTO
MOJICIIFOBAHHSI TIPOJEMOHCTPYBAIIH, 10 B 3aJICKHOCTI BiJ €BOJIOLIT iHTErpaJIbHUX XapaKTePUCTHK, YCi JOCIIDKEHI MyTaHTH MOXHA
YMOBHO pO3aiiuTH Ha Tpu rpynu: 1) myramrtu His?8, Valrl0, AlaBl7, AspB25 ThrB2, GluB?, GluAB+GluP!, GluB'+GluB?’ Ta
GluB'%+GluB?’, mo maroTh cTabii3yrounii BIUIMB Ha CTPYKTYpy OLIKA y TOPIBHAHHI 3 JUKMM THIIOM iHCYJiHy; 2) myTtantu GlnBl7,
AspB2, AspBl0, SerB? + AspPl® ta GluA!® + Asp?A!® + Asp®?, sxi icToTHO He BIIMBaNIM Ha auHAaMIKy Giika a60 Maiu HE3HAYHMIA
crabimisyrounii Biums; 3) myrantu Asp®® + GluB?, Ser®!3 + GluP?” Ta GInP'8, mwo mecrabinizysanu crpykrypy Ginka. IIpu ananisi
€BOJIIOLIT BTOPMHHOI CTPYKTYpH OTpMMAaHi JOKa3M BIUIMBY Mytauiii Asp®2®, AspP*+GluP?’, Ser*'3+GluP?’ ta GIn®'® na crynins
posroptanHs iHCymiHYy. Pesynpratit M/l IeMOHCTPYIOTH, IO 3aMiHa HEMOJSPHUX 3ANUIIKIB B CTPYKTYpi iHCYINiHY Ha TiIpodimsHi,
MiABUIIYE CTaOUIBHICTH OiKa IOPIBHSHO 3 IHCYJIIHOM JAMKOTO THITY.

KJIIOYOBI CJIOBA: monceKuii iHCYITiH, MyTaHTH, MOJIEKYJISPHO-TUHAMIYHE MOJIEIIOBAHHS, aMIJIOI/.
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The phenomenon of adaptive response is expressed in the increase of resistance of a biological object to high doses of mutagens under
the conditions of previous exposure to these (or other) mutagens in low doses. Low doses of mutagen activate a number of protective
mechanisms in a living object, which are called hormetic. Thus, the adaptive response and hormesis are links in the same chain.
Radiation hormesis refers to the generally positive effect of low doses of low LET radiation on biological objects. The phenomenology
of radiation-induced adaptive response and radiation hormesis for biological objects of different levels of organization is considered;
the review of existing theories describing the dose-effect relationship has been reviewed. The hypothesis proposing one of the
mechanisms of formation of radiation adaptive response of cells taking into account the conformational structure of chromatin has been
submitted. The analysis of modern concepts of the phenomenon of hormesis on the basis of modeling of molecular mechanisms of
formation of hormetic reactions to low-dose low LET radiation has been carried out. The parameters that can be used for quantitative
and graphical evaluation of the phenomenon of hormesis was considered, and a formula for calculating the coefficient of radiation-
induced adaptive response has been proposed. A review of mathematical models describing the radiation relative risk of gene mutations
and neoplastic transformations at low-dose irradiation of cohorts has been performed. The following conclusions have been made:
radiation hormesis and adaptive response are generally recognized as real and reproducible biological phenomena, which should be
considered as very important phenomena of evolutionarily formed biological protection of living organisms from ionizing radiation.
The hormesis model of dose-response relationship makes much more accurate predictions of a living object's response to radiation (or
other stressors) in the low-dose range than the linear threshold (LNT) model does. The LNT model can adequately describe reactions
only in the region of high doses of radiation, and, therefore, extrapolation modeling of biological object’s reactions from the zone of
high doses to low doses is not correct.

KEY WORDS: adaptive response, radiation hormesis, dose-effect relationship, low radiation doses, cancer risk.

Cyuyachi mocmimkeHds [1-3] cBimg4arh, 0 aganTHBHA BIANOBIAb € OJHHM 3 MEXaHI3MIB 3aXUCTy OiOJOTIYHHX
00’€KTIB Bif Ail pamiamii Ta iHIIMX areHTiB XiMi4uHOI Ta (Di3UYHOI MPUPOAH B BHCOKHX 103aX. AJaNTHBHA BiIIOBiIb
BHPAKAETHCA B MMIABHUIICHHI CTIHKOCTI 01010T19HOTO 00’ €KTY IO BUCOKHX JI03 MyTarcHiB MpH MOMEPEIHHOMY BIUIHBI Ha
HBOTO ITUMH MyTareHaMH B MallUX H03aX i pO3BUBAETHCS Yepe3 KilbKa roJuH a0o di0 IMmicis Mepuioro (aganTyrdoro)
BILIUBY.

HesBaxaroun Ha Te, mo (eHOMEH aNanTHBHOI BIiANOBiAI BiMOMHI TOHAZ ITSATACCAT POKiB, MeXaHi3M Horo
3aJIMIIAETHCS] OCTATOYHO He3 SICOBAaHUM 1 MATEMATHYHO HE OMHCAHKM.

JlocmimkeHHss MexaHi3MiB (OpMyBaHHS aIallTUBHOI BiJTOBiIi TICHO MOB’sA3aHE i3 3’ SICYBAaHHIM MEXaHi3MiB SBUIIIA
TOPME3NUCY — CTHMYJIIOI0UOi JTii HEBENMKHUX 103 CTPECOPiB Pi3HOI MPUPOIU. [HIIUMU CIOBaMH, SKIIO BIJIUB BHCOKHX
PIBHIB CTPECOPIB € MPUTHIYYIOUUM, TO HU3bKI (JIETKI, CyOJieTalbHI 1 CyOTOKCHYHI) 103U € CTUMYJIorounMu. [lomiueHo,
1110 TOPME3HCHI MPOSIBH Ha KPUBUX 3aJIEKHOCTI "1103a-ePeKT" 3yCTpiuaroThesl y Pi3HUX MPEJCTaBHUKIB 0i0TH, TIOYHMHAIOYN
Bijl BIpyCiB i OakTepiii i 3aKiHYYI0UM IPUMATaMHU 1 JIFOJMHOIO.

[Tix papianiiinuM ropmesucoM (Bif jart. hormaein — 30ymKyBarty, aHriI. hormesis) po3yMilOTh 3arajgbHO O3UTHBHY
JI0 PiIKOIOHI3YI0YOT0 BUITPOMIHIOBAHHS Y Jialla30HaX HU3BKHX J103 1 MOTYXKHOCTEH /103 Ha 010JI0T1YHI 00’ €KTH Pi3HUX
piBHIB iHTerparii. Pamianifinuii ropMe3nc MOXKe BUSIBIIATUCS, HATIPUKIIAM, Y BUTIISI1 IPUCKOPSHHS TpoTidhepartii KIIiTHH,
POCTY ONPOMiHEHHX OiOJOTIYHUX 00’€KTiB, CTUMYIIOBAHHI PiBHS IMYHITETY OpraHizMy (POCIMHHOTO Ta TBAPHUHHOTO),
BipYJICHTHOCTI ITATOTEHIB TOIIIO.

MEXAHI3MH ®OPMYBAHHSA AJATITUBHOI BIIIOBIJII

barato mocmigaukiB [4-10] BBaXKarOTh, Mo 171 (GOpMYyBaHHS adanTHUBHOI BIMOBiAI HEOOXiTHA aKTHUBAIliS CHCTEMHU
penapanii JHK. Ile npunyimeHus rpyHtyersest Ha pani ¢axriB. Tak, cnocrepiraBes migBumieHuit Y ®-iHayKkoBaHUHA
no3amanoBuii cunre3 JJHK B amanToBaHMX KIIITHHAX. Byjo mMoOka3aHO TakoX, IO IHriOITOpU OINKOBOTO CHHTE3Y
NPUTHIYYIOTh GOpMYBaHHS alanTUBHOI Binnosiai. KpiM Toro, HeoOXiaHICTh NPUOIM3HO 4-X TOANHHOT €KCIO3MUIIIT Ticis
a/IaNTyIouoi 103U sl PO3BUTKY PaJiOpe3UCTEHTHOCTI KIIITHH € TaKOXK JOKa30M iHIYKIii HEBHUX (DEPMEHTHHUX CHCTEM.
[Tpuyomy micnsg amanTyrouoi 103W B KIITHHAX Oynu BusiBiIeHI HOBI Oinku [11]. 3 mux pe3yibTaTiB BUIUIMBAE, IO
LIUTOTCHETHYHA aJIalITUBHA PEaKllis OB’ A3aHa He TUIBKU 3 aKTHBAI€I0 penapauiiiHnX (epMeHTiB, aje i 3 IHAyKIi€

3axucHUX OunkiB. JliMpouuTn OyiaM mepmIMM THIOM KIITHH JIIOJAWHM, HA SKUX OyJa NpojeMOHCTPOBaHA aalTHBHA
peaxmis Ha HH3BKI m03u ompoMiHtoBaHHs. [licast Hm3pkoi mo3u (1 — 10 c['p) BBy X-mpoMeHSMEH Ha JIMQOIUTH
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nepudepuIHOi KPOBi JIOAMHM OyJIa Bil3HaYeHa IHAYKIiSA 1BOX HOBHX OiIKiB 14 x/a i 35 k/la. I1i OiIKM He YTBOPIOIOTHCS
Hi IpH O1IBIIT HU3BKUX, Hi TPY OUTBII BUCOKMX A03aX paaiallii i, MOXKINBO, 3a0€31euyI0Th PO3BUTOK MOIAJBIIIOT CTIHKOCTI
KJIiTHH. bibine Toro, B afanTUBHIN peakilii MpuiiMaroTh y4acThb O17KH, SKi B HEOITPOMIHEHUX KIIITHHAX BUSABJICHI HE OyIH
[12, 13]. B xiiTHHaX MHUIIEH, SKi XpPOHIYHO ONPOMIHIOBAINCH HU3bKUMH J103aMU X-IIPOMEHIB, BiJI3HaUasacs IiIBUIEHA
axtuBHicTh JIHK-monimepasu [14].

B po6ori [15] Bim3HauaeThCs, MO0 TMpU ONMPOMIHEHHI O10JOTIYHMX OO0'€KTIB y Makpomosekyiax, 30kpema JIHK,
BUHHUKAIOTh JIOJATKOBI JI0 CIIOHTAHHUX pajiallifHO-1HIYKOBaHI YIIIKO/HKEHHS, YHUCIIO OJHOHHUTKOBUX Ta JBOHHUTKOBHX
PO3pHBIB 3pOCTa€ i3 POCTOM J03H ONpOMiHeHHs. B poOoTi [16] moka3aHo, 110 HU3BKI J03HM pamiaiii CTHUMYIIOIOThH
YTBOpEHHs crienuivHuX OUTKIB, siKi OepyTh y4yacTh y nponecax penapamii JJHK. [Tpu npomy BingOyBaeThCsi TAMYACOBE
iari0yBanHs cuaTe’y JJHK, BHACHIIOK YOTr0 y KIIITHHH 3’ SBISETHCSA JOJATKOBUH Yac Ui penaparii ymkomkenb JJHK.
[HriOyBaHHS CUHTE3y, SK MPHUITYCKAIOTh aBTOPH, MOXXE TaKOXX CTUMYJIOBATH YTBOPCHHS IEPEXOILTIOBAYIB BUIBHIX
paaMKaliB, B pe3yJIbTaTi 4YOT0 OMPOMIHEHI KIITHHH CTalOTh OLIBIIT Pagiope3UCTEHTHUMH JI0 TOJANBIINX BIUTUBIB O1JTBIIT
BHCOKHUX 103 papiamii [16]. [IpumyckaeTbest icHyBaHHS 3B 513Ky MK PO3BUTKOM TOPME3HCY T4 YTBOPEHHSIM aKTHBHHUX
¢dopm xucuo (ADK) Ta aktuBHEX dopm azoty (ADA) [17].

ABropu [6, 18-22] Tak0ok BBaKaIOTh, [0 MEXaHi3M (hOpMyBaHHS aqanTUBHOI BiAIMOBIAl OB’ I3aHHI 3 aKTHBALII€I0
cuctemu penapainii JIHK. Jlokazom 1bOTO MONOXEHHsI CIYXHUTh BIICYTHICTh pamialliiHOI aganTHBHOI BiJIMOBiAiI B
KIITHHAX, 1e()eKTHHX 110 penapariil nomkopxkens JTHK. V 313Ky 3 1M C1i1 3a3HAYNTH, [0 KIIITHHH AEAKUX OPTaHi3MiB
He 31aTHI 10 (OpMyBaHHS aJalITUBHOI BiAMOBIAI, 10 AEMOHCTPYE T€HETUUHY BapiaOesbHICTh JIFOIEH.

[limkoM 3pO3yMiIOr0 € TyMKa Mpo Te, IO B MEXaHi3Mi aJIalTUBHOI BiMOBIi BEIWKY POJIb BiJirpae MOAOBKEHHS
KIITHHHOTO MUKy (SKIIO ajganTtyroda ao3a jaaeTbes B Go (asi). Y 1mpoMy BUNAIKy 30UIBIIYETHCS IMEpio] dacy,
HEOOXITHHUU IS 3MIMCHEHHS BCIX penapaTHBHUX MPOIIECIB Micis onpoMineHHs [9, 18, 23, 24].

Binowmi nani [21], mo nokasyrots 3MiHy ekcnpecii HU3KH reHiB i peryistopaux PHK micnst aii Manux no3 pagiarii.
i enireHeTHYHI MOKAa3HUKH J03BOJISIFOTH ITOSICHUTH 1HAMBIAYyalIbHI BIIMIHHOCTI Y BEJIMYMHI PaioalaliTUBHOT BiIIOBIII.

Bingomo, mo B pouni cTpecopa MOXe BUCTYNATH HE TUIBKHM 10HI3yIOoue€ BHIIPOMIHIOBAHHS, a 1, HAIIPUKIAJ, XiMi4HI
PEYOBHMHH, TEMIIEpATYPHHIl (hakTop, Tomro. Tak BCTAHOBICHO, IO aJaNTYIOUYUMHU (PaKTOpaMU MOXYTh BUCTYIIATH Mai
I03H 10Hi3yI040i pasiamii (peHTTeHiBChKOro, TaMMa BHIIPOMiHIOBaHHs), H3-TiMinuHy, IIepekucy BOIHIO, TEIUIOBHI IIOK,
psn xiMidHEUX MyTareHiB [6-9]. [Ipu npoMy B monepeaHb0 0OpPOOIICHIH MyTareHOM KIIITHHI (OPMY€ETHCS CTIHKICTh HE
TIIBKY JI0 BiJIMIOBIAHOTO areHTy, aje i 0 iHIIMX CTpec-areHTiB. L{e sBuIle BioMO K mepexpecHa alanTHBHA BiAOBIIb.
ITpoBoas9IM aHAITOTIIO 3 BipyCHUM iH(DIKyBaHHIM, MOYKHA 3rafaTH MPUKIIAIAH TOSBY Heciemu(iaHrX (HaKkTopiB IMYHITETY,
HaAIPUKJIaJ, yTBOPEHHS iHTepQEepOoHy, iIHIyKOBAHOTO OIHUM BipyCOM i aKTHBHOTO IO BiTHOIICHHIO IO BEIMKOTO YHCIIA
IHIIUX BipYCIB.

DeHOoMEH aIanTUBHOT BiIOBI/I B AKIHCH Mipi MOKHA ITOPIBHIOBATH 3 €(hEeKTOM BaKIIMHAII1, KOJIU KOHTAKT 3 MAJIMMHU
no3amu 30ymHWKa (OakTepiil, BipyCiB) HE BHKIIMKAE MATOJIOTIYHOTO MPOIECY, a IHAYKYE CTHMYILIIIO IMYHITETY 1
CTIMKICTB JO BUCOKHX JI03 BiIIOBigHOTO 30yaHMKa [25-27].

IcHye rinmoreza mpo Te, MO HU3BKI JO3W 10HI3YIOUOTO BUIPOMIHIOBAHHS CTHMYJIIOIOTh AKTHBAIII0 MEXaHI3MiB
BiIHOBJICHHSI, IKi 3aXHINAIOTh Bil XBOPOO 1 K1 B3arayli He aKTUBYIOTHCS 32 BiJICYTHOCTI 10HI3yI0YOT'O BHIIPOMiHIOBaHHSI.
PesynpraT nmii Manux A03 pamiamii BiAPI3HAETHCS BiJ BiANOBiAI Ha BIUIMB BUCOKHX 03 1 MOB'S3aHUN 3 aKTHBAIIIECIO
3aXUCHHUX CHCTEM KIITHHU. Y HOPMAaJbHHUX KIITHHAX MICNIA BIUIMBY MajHX /03 BUSBICHO CTUMYJLALIIO €HAOTEHHOI
AQHTHOKCUJIAHTHOI CUCTEMHM pernapanii, a Ha piBHI OpraHi3My BiAIOBiIb Ha JII0 MaJIMX J03 pajialil CynpoBOKYETHCS 1
aKTHBali€to iMyHHOT cucteMu. [TokasaHo, 1110 HU3bKI J03U pajialii MOXXyTh CTUMYJIIOBATH IMyHOJIOTTYHI peaKLil HIIIXOM
MOJIETIIIEHHS TIPOIECY mepenayi curuay [23, 28-34].

OpHi€ro 3 rinoTres, Mo NOsACHIOE (HOPMYBaHHS pajioaJaiTUBHOI BIATIOBI/I, € NMPHITYIIEHHS IPO I'eTEPOreHHICTh
MOMYJIALIT KIITHH 10 pagioayTiuBocTi [20]. 3a 1iel yMOBH NPH MEPIIOMY aalTYIOYOMY OIPOMiHECHHI MAaJTMMH JI03aMHU
10HI3yI0901 pamialii paaioIyTIHBI KIITHHA THHYTH, a Ti KIITHHY, IO 3aJIHINTIACSI, CTBOPIOIOTh KApTUHY ITiIBHIEHOT
PamioCTIHKOCTI TIPH MOBTOPHOMY OmpoMiHeHHi. OqHaK B TAKOMY BHITAJIKy BaKKO TOSCHUTH IEPEXPECHY aJalTHBHY
BI/IMOBIb, KOJIM B SIKOCTI aIanTyH4Yoro J0 pamiamii ¢akropa BHKOPHUCTOBYIOTH HE pajialliio, a iHINI MyTarcHH.
Uy TnuBicTh 10 pi3HUX (HAKTOPIB JETEPMIHYETHCS PI3HUMH T'€HaMHU, 1 BiIOip, HAIIPUKIIA, HE Mil OM CYITPOBOKYBaTHUCS
BiIOOPOM pamiouyTIMBHX KITHH. B TakoMmy BHIIaAxKy pafioaganTUBHAa BiANOBiAs Majda 0 OyTH BiACYyTHBOIO, aie
nepexpecHa aJanTHUBHA BiAMOBIIb BiOMa, 1 11 BaXKKO MOSCHUTH 3 IIUX To3uIii [35, 36].

CydJacHi JOCTIDKEHHS palioafanTuBHOI peakilii [37-39] Bka3yloTh Ha Te, 1[0 aKTHBAIIiS I[LOTO 3aXMCHOTO e(eKTy
JocsArajia MaKCUMyMYy TIpH aganTtyrodiid go3i | MI'p, a moTim 3anuimanacs Ha piBHI MAaKCHMyMY B Aialla30Hi aJanTyrouux
no3 Mixk 1 MI'p 1 500 MI'p 32 yMOBH OIIPOMIHIOBaHHS 3 HU3bKOIO NOTYKHICTIO 103U (puc. 1).

Ockinbkn y-unpomintoanas ° Co 1 mIp mac B cepelHbOMY ONMH EINEKTPOHHHMI TPEeK Ha SAPO KIITHHH
ccaBuiB [40], e HallHMKYa EKCIIO3HULLIS, SIKY MOXKE OTpUMATH KIiTHHA. TakuM YMHOM, Pe3yJIbTaTH BKa3ylOTh Ha Te, LI
MaKCHMaJIbHUHI 3aXUCHUHM eeKT BiNOyBCs y BIANOBIIb HA MEPLIY 103y BUIIPOMIHIOBaHHS, 1 110 TIPH OLIBIINX J103aX, KOJIN
KO’KHa KJIITHHA, Oe3MepevHo, OTpUMyBaJla KilbKa TPEKiB, aJalTHBHA peakilis He Oyina Ouibiioro (ado MeHow). OxHak
Yyepe3 BHITAJKOBY MPHUPOIY BHIIPOMIHIOBAHHS /1032, KA B CEPEIHBOMY Ja€ OJIWH TPEK Ha KIIITHUHY, HACIpaBldi HE
3a0e3neuye TpeK y KOXKHil KIiTuHi. Benmuka ¢paxiist KIiTHH, 110 3a3Hanu BBy 1 MI'p, HE OTPUMY€ KOAHOTO TPEKY,
Toli sK MeHIIa (paxiis otpumye 2 i Ounbme Tpeku. bimbmn Bucoki mo3u (10-500 mI'p), me kiiTHHH, Oe3MEepedHO,
OTPUMYBAJIM KiJIbKa TPEKiB, HEe MpHU3BeNd A0 Oimpmioi peakmii, HK mo3a | mMI'p. Taky cuTyarito MOXKHa TOSICHUTH
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ICHYBaHHSM e(eKTy «CTOPOHHIX CIOCTEpiradiB»: Gi0JOTIYHOI0 PeaKIie€ro KIiTHH, SKi He OyJIM eKCIIOHOBaHi, Ha MOMIl y
CYCIOHIX €KCIOHOBAaHUX KIITHHAX. Ile 03Hayae€, 110 €KCHOHOBAHI KIITHHH BHUPOOJSAIOTH OIOJOTIYHHUN CHTHAJ, KU
MEPEIAETHCS YePe3 OTOUYIOUE CEepelIOBHUIIE HESKCIIOHOBAHMM KIIITHHAM. Takuil CHrHANI MOXE BUAUISATUCS HPOTSITOM
npuOIM3HO 24 rOMH.

120 ;

-—
8
4 Gy

1mGy-3h-4Gy
5 mGy - 3h -4 Gy
25 mGy - 3h -4 Gy
100 mGy - 3h - 4 Gy
500 mGy - 3h -4 Gy

(=23 o
o o

Micronucleus frequency (%)
=Y
o

Pucynoxk 1. Ananranis HOpMaIbHUX KIiTHH (HiGPOGIACTIB JIIOIMHY, CIIPUYMHEHA BIUIMBOM Pi3HUX 103 Yy-onpominenns “°Co npu
37°C, BuMipsiHa 4aCTOTOI0 YTBOPSHHS MIKPOSACP Y ABOSACPHUX KIITHHAX (IO OCi opauHar). Bei KIiTHHM iHKYOyBaIH IPOTATOM
3 romun npu 37°C micns BruuBy agantyrouoi go3u (1 mI'p, 5 mIp, 25 mI'p, 100 mMI'p abo 500 mI'p) Ta mepen onpoMiHEHHSM
KOHTPOJBHOIO 103010 4 I'p. KoHTpobHI HeaganToBaHi KIITHHY MMiATaBaIUCh OMPOMiHEHHIO 103010 4 ['p. Kimituau, mo 3a3Hamu
BIUTMBY OyIIb-AKOI aJanTyr0u0i eKCIO3HUIII1 10 3acTocyBaHHs 1031 4 I'p, CyTTE€BO BIIPI3HAINCH BiJ KIIITHH, IO 3a3HABAIN BIUIUBY
ymre fo3u 4 I'p; p <0,05. m+ SD, n=3 (3 [39]).

T'IIOTE3H I MOJEJII PAIAIIIMHOL AJIAIITUBHOI BIIITOBIII

IIpouec ¢opmMyBaHHS agalNTHBHOI BIAMOBiAI YMOBHO NPOXOIWTh B JBa €TAlM: CIOYATKy OIOJOTIYHHH 00’€KT
MiJTA€ThCS BIUTMBY HEBEJIWKOI J03UM MYTarceHy, a yepe3 MEBHUI Yac MEepeXOdsiTh A0 APYroro eramy — 00’€KT BIpyre
M Ta€ThCS BIUIMBY MYTareHy, aje BXKe y 3HAYHO BUIIIHN 1031. 3aBISKH IEBHUM PEakKIlisiM Ha MEpIIOMY HU3bKOI030BOMY
eTalli peani3yeThCs SBUIIE ATaTHBHOI BIAIOBIII.

Hocmimkennas [15, 41-45] aganTUBHUX peakiliii KUBUX 00’€KTIiB MOKa3ylOTh, IO TEpHINA eTan (opMyBaHHS
aJIalITHBHOI BiJIIOBiAI € TPOSBOM TopMme3ucy. Ha mboMy eTarni BKJIFOYAETHCS HHU3KAa PEakIiii Ha ITOIIKOJKCHHS, IO
MIBUIIYIOTH CTPECOCTIMKICTh 0i0JOTiYHOTO 00°€KTY, 1 YIIKOKEHHS Ha JAPYrOMY €Talmi B)Ke He TakKi 3HadHi, K BOHU
MorH Ou OyTH 03 IONePeaHbOT aaNTyHY01 JO3H.

Ipwu owiHII SBUIIA paialiiHOrO TOPME3UCY CJIiT BpaXxOBYBATH, 10 PEaKiist 6i00riyHOro 00’ exTa Ha Iiro (akropa
CTpeCy, 30KpeMa paaiamiiHoro, 3aJeKUTh SIK BiJl XapaKTePUCTHK pamialliifHOro GpakTopa (103a, HOTYKHICTh JO3H, JTiHIiHA
nepeaaya eneprii (JITIE)), Tak i Bix BIacTUBOCTEH 00’€KTa OMPOMIHEHHS, BiJ] XapaKTEPUCTHK HOro BHXIIHOTO CTaHY,
30KpeMa MOTOYHOI CTIMKOCTI/AyTIMBOCTI A0 il cTpecopa. SIKio 00’€KT Ha MOMEHT MOBTOPHOI il CTpec-areHTa Iie
3HAXOJUTHCS Y MEPEXiTHOMY CTaHI AKTUBAIlll 3aXUCHUX PEaKIliid, BiH MEHII YPa3IuBUii, TOOTO a[aliTOBaHUIA ISl HOBOT'O
ylapy 3aBJsSK{ MOTOYHIHN MiABUIIEHIN cTpecocTilikocTi. YacTo ropMe3nc acouiooTh BUKITIOYHO 31 CTUMYJISLIET0, alle 11e,
Ha Hall MOIJIA[, 3aHaATO CHpOINeHHMH miaxia. CTUMYJISIN0 CIiJg po3rsiaTH, CKOpille, SK 3aXHCHY BiIIOBIiIb
GioyoriyHOro 00’€KTa Ha TIOMIKOKYIOUY Ai0 CTpec-paKTopa i OIWH 3 eTamliB PO3BUTKY peakilii Ha foro BuB. [1pu
bOMY PaJiOCTUMYJIALIS Ma€ TPAH3UTHUBHHUHN, THMYACOBHM XapakTep, HANPHUKIaA, Ha PiBHI KIITHHH BOHA TPHUBAE
MPOTATOM HPHUOIHM3HO TPHOX KIITHHHUX IUKIIB. AHAII3 MEXaHi3MiB (GOpMyBaHHs paJialliiHOl aJalTHBHOI BiIIOBIIl
CBIIYUTH ITPO T€, IO padialifiHa aganTHBHA BIAMOBIIb - 1€ OJUH 3 JOKA3iB ICHYBaHHS PaIialliiHOTO TOPME3HCY.

BusHaHHSI ropMe3uCy K JKUTTE3AATHOT TEOpii «103a-peakiisi» 0yio 0OMEKEHUM J0 HEIaBHHOTO Yacy YacTKOBO
yepe3 MoraHe KOHIENTyajlbHe PO3yMiHHSI, HEHAJIS)KHE CIeliajibHe BUKOPUCTAHHSI IIbOTO MOHATTS, @ TAKOXK BIACYTHICTh
PO3YMIHHS MIEBHUX MEXaHi3My ropMmesucy [46-52]. Bupuarouu icTopito 11i€i Teopii, cTae siCHO, 10 SK (papMaKoIoriyHi,
TOKCHKOJIOT14YHI, TaK 1 PaioJOriuHi JOCIIPKEHHS HaJal0Th JOKAa3l FOPMETHYHOI PeaKilii Ha HU3bKY 103y CTpecopa, ajie
PETPOCIIEKTUBHE BUBYEHHS JIOCII/PKEHb MOKE OyTH MPOOIeMaTHYHUM.

JliniiiHa 6e3moporoBa Moje/b 3aJ1€KHOCTI «103a-eeKT
Aptopu [53] DOCHIKYIOTh OCHOBHI YHHHUKH, SIKi CIIPUSUTA MapriHaji3alii paaialifHoro TopMe3nucy Ha movartky i
cepenuHi 20-ro cromittsa. HalWOimpm BakIuBHM (aKTOPOM, IO BIUIMHYB Ha «3HUKHEHHS» TOHATTS pajialliiiHOro
ropmesucy, Oyna BiJCYTHICTb 3TOJHM 3 IPHUBOIY TOTO, SIK BH3HAYHUTH II€ TOHATTS 1 KUIBKICHO OIMCaTH HOro
XapaKTEPUCTUKH MTPH PO3TIISIII 3IEKHOCTI «03a-peakilisn». SIkOu pamiamiiHuii ropMe3nc OyB BU3HAUCHUH K TIOMipHa
3BEPXKOMIICHCALliSI TIOPYIISHHSI FTOME0CTa3y, 10 Y3ro/KyBalocs 0 3 NepeBaKatouMMH YSIBICHHSMH B 00J1aCTi XIMIYHOTO
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TOPME3HCY, IIe MOCIYKHJIO O TCOPETUYHOIO 1 MPAKTUYHOIO OCHOBOIO BIIIOBiJI HAa KPUTHKY IIi€l rimore3u. Jpyrum
KPUTHYHKM (DaKTOpOM, HE Ha KOPHCTh TIIOTE3W PaialiiHOr0 rOpME3nCy, CTaja BiACYTHICTh BH3HAHHS PaIioaoraMu
KOHIICMIIIi XIMI9HOTO TOPME3HUCY, sika OyJia OLIbII OOTPYHTOBAHOKO 1 y3arajJbHEHOK, HIK KOHIICIIIIS PagioropMesncy.
Tpertiii hakTop mossiraB B ToMy, 110 Cepiio3Ha HAYKOBa KPUTHKA HAsIBHOCTI CTUMYJIIOIOYOTO BILIMBY HU3bKHUX 103 pajiawii
Oyuna migrpuMana MiXKHapoJIHHM KOMITETOM 3 paaianiiiHoro 3axucty (MKP3), BHacizok yoro paziariiiHa ropMeTH4yHa
rinore3a OyJia BUKIIFOYCHA 13 3aIUIAHOBAHUX IIIMPOKOMACIITAOHHUX JTOCIIIKEHb.

e B 1956 pori MKP3 3anpornonyBaB IpUiHATH «TiHIHHY O0e3n0poroBy Moenby (anrt., LNT model - linear non-
threshold model). IToctynarom, Ha sikomy HesiBHO 6a3yeTbest LNT koHLeis, € MPUIYIIEHHS ITPO T€, 1110 KaHIepOT€HHUH
e(eKT BHACHIMOK Ail pamiamii JIHIHHO 3aJIeKUTh Bil J03M ONPOMIHEHHS, TOOTO € MOCTIHHMM Ha OJUHMIIO O03H,
He3aJIeXKHO BiJl JIO3H Ta MOTYKHOCTI 1031. MKP3 mosicHuB cBiii BUOip MOIeIi HACTYITHUM YHHOM.

OCKUIBKM PO iCHYBaHHS IOPOTOBOI 03U HEBIZAOMO, IepeadavyaeThes, IO HaBiTh HAWMEHINI J03M JalOTh
MPOTIOPIIHHO MaJIMH PU3HMK IHAYKINT Majiraizamii. [TogiOHMM 4MHOM, BHACIIOK HECTadi BiJOMOCTEH MPO XapakTep
3aJISKHOCTI «103a-e(heKT» MpH IHAYKII MalirHi3amii y JOAWHA, OCOOIMBO MPHU THX PIBHAX 103, SAKI BAXKIMBI IS
pamiooridyHOro 3axucty, Komiter He 0a4uTh HiAKOI MPAKTHUYHOI albTEPHATUBH JJIA IIJIEH PalioNOTidHOTO 3aXHCTy
TMPUAHATTIO TIPUITYIICHHS TIPO JIIHIHHY 3aJI€XHICTh MK 703010 Ta €(heKTOM, a TaKOX TOTO, IO /1032 i€ KyMYJISTUBHO.
Kowmirer 3Hae, 0 MpUIyIIeHHs PO 0E3MOPOToBICTh 1 PO MOBHY aJUTUBHICTh BCIX 103 MOXYTh OyTH HEKOPEKTHUMH,
aJie HaBpsi YM BOHU OYAyTh BECTH IO HEJOOLIHKH pU3uKy [54].

HayxkoBa xopektHicTh LNT Mo/es1i IpoTAroM OCTaHHIX JECATHIIITH OyJia IPUBOIOM ISl YUCIICHHHUX JAUCKYCi [55-
59] i ocTanHiM yacoM HaOyja HOBOTo iHTepecy. HacTuHa HOCHiTHUKIB TOsICHIOE icHyBaHHS LNT Moesi KOHIEeMIie
Ipo Te, IO HU3bKI DiBHI paxiamii 30UIbIIyIOTH MyTarii, i, Haue O TO, 30UIBLIEHHS KIJIBKOCTI MyTaliid Beae 10
MPOTOPIHIHOTO 301LTBIICHHS YHCIIa PAKOBUX 3aXBOPIOBAHb.

3 iHmoro 60Ky, icHye 0e3J1i4 CBilueHb Ha KOPUCTh iICHYBaHHS padiaiiHOro ropMe3ucy, To0To npota LNT mozeni,
BKJIFOYAIOYX JOCTIDKEHHS KOTOPT, IO BIDKWIM IICAS aTOMHUX OomOapayBaHb, (OHOBOI paiiarii, pamiamii
HaBKOJIUIITHBOTO CEPEI0OBHIIA, XBOPUX HA paK, MEIUIHOTO OIPOMiHEHHS Ta podeciiHoro onpomineHH. OTXe iICHYIOTh
JOCTaTHBO BaroMi JOKa3W HassBHOCTI padiallifiHOTO TOPME3HCyY i HOro 3aXMCHOI Aii MpH BIUIMBI HU3BKUX 1103 [60-62].

IMToporoBa 103a yIKoAKy1040ro BILIUBY iOHi3y1040r0 BUIPOMiHIOBAHHS

3a ocTaHHI pOKM HAyKOBIISIMHU T11JICYMOBaHI JaHi PO MOJIEKYJISIPHI 1 KITITUHHI HACJIIIKK OTIPOMIHEHHS 10HI3yI0UHM
BUIIPOMIHIOBAHHSAM B MaJMX J03aX. Po3misHyTo edextd Ha piBHI renomy - momkomkeHas JIHK 1 ix pemaparris,
MoAM(iKallis CTPYKTYPH XPOMATHHY, alloONTO3 1 MUTOTEHETHYHI MOIIKOHKEHHS, €KCIIPECis TeHIB 1 CHHTE3 HOBHX O1JIKiB,
a TaKOXK BiJUTaJICHI HACIIIIKK TPOMEHEBOTO BIUIUBY (MyTareHe3, HeOoIIaCTUYHA TpaHchopMallis Ta iHiie). BuBueHo 3MiHu
CTPYKTYPH 1 CKJIa/ly KIITHHHUX MeMOpaH, cTUMYJIsiLis npotidepartii, Moaudikarist cucreM aHTHOKCHIAHTHOTO 3aXHCTY
TOLIO.

I[Ipu 1pomy 3poOiieHO BHCHOBOK [15, 57-62], mo moporoBa J03a INKiJJUBOTO BIUIUBY i10HI3yFOYOTO
BHUITPOMIHIOBAHHS TaKW iCHY€E, aje BEJIWYHMHA 11 3aJICKUThH BiJ PiBHA O10J0TIYHOI iHTErpamii, Ha SIKOMY 3HaXOIUTHCS
00’ exT. [Ipu rocTpoMy ONIpOoMiHEeHHI HAWO1IIII HU3bKUN I030BUH MOPIT Bi3HAYAETHCS HA MOJIEKYJIIPHOMY 1 KITITHHHOMY
piBHAX (IUTOTEHETHYHI €(EKTH Ta PEMPOAYKTUBHA 3aru0eib KIIITHH BiAOYBa€eThCs MpH 103aX B Aiamazoni 1 — 2 cl'p). Ha
piBHI TKaHWH, OPTaHIiB Ta I[JIOrO OpraHi3My IOpOTOBa YIIKOJKYIOYa J103a IMiJBUILYETHCSA 1 CTAHOBUTH MPHUOIU3HO
10 — 20 cI'p. B niama3zoni 103 Hiwk4ve 1-2 cI'p BKIIIOYHO YIIKO/KYIOUMX €(EeKTiB ONPOMIHIOBaHHS HE BHSBIIAIOTHCS, a,
HaBIIaKH, caMe B 1[iif 00J1aCTi Bi[3HAYAIOTHCS MPOSBH SBUILA TOpPME3HCY. JlesKuii pU3KK MOSBISETHCS PH 1031 BiX 2 10
5cI'p, nme 3apeecTpoBaHO HIDKHIO MEXKY TECTOBAHMX LUTOTEHETHYHHX MOMIKOMKeHb. Ockinmbku moza 2 —5clp
HaiOUIBIIO0 MIpPOIO CIIPHSIE TPOSBY Pa/lioaaNTHBHOI BIAMOBII, IIeH Aiana3oH Mo)ke OyTH Ha3BaHUIl 30HOIO0 BUPa3HUX
«YMOBHO CHPHUSTIUBUX» 1 HEBUPA3HUX YIIKODKYIOUMX €(EKTiB BUIPOMIHIOBaHHS. [IpM IpOJIOHrOBaHOMY Ta
XPOHIYHOMY OIPOMIiHEHHI 30epiraloThCst 3aKOHOMIPHOCTI 3pOCTaHHS J030BOTO IIKIJTUBOTO MOPOTY BiJl MOJIEKYJISIPHOTO
Ta KIITHHHOTO PIiBHSA JIO PiBHA OpraHiaMy (I MOJEKYJSIPHO-KIIITHHHOTO PIiBHSA IIeH IMOpIr IEpeBHINYE pPiBEHb
MPUPOIAHOTO padiaitHOro GOHY Ha 2 — 3 MOPSIKH, IS PiBHA OpraHi3My - 10 5 mopsakis). [Tpu 6inbmiii 1031 (0co6sMBO,
nounHaoun 3 10 cI'p) BUpakeHICTh HECTIPHUATINBUX €(QEKTiB BUITPOMIHIOBAaHHS 3POCTAE 1 3'SBISIETbCS 3HAYHUN PU3HK
MPOSIBY BiJTaJIeHUX HACIiAKIB. PiBeHb IIUTOTEHETUYHUX TMOIIKOKEHD MIABUIIYETHCS 1 MOYMHAE JIIHIKHO 3aJIe)KaTH Bif
JI03Y BUIIPOMIHIOBAaHHS, a €()eKTH TOPME3NCY Ta padiamiiHol aganTamii BUpaXkeHi ¢i1abo abo 30BciM BiacyTHi [63].

Crieruikoro mposiBy TOPME3UCY € PI3HOMAHITHICTH MPOSBIB €PEKTIB 1 MEXaHI3MIB PaIiOCTUMYJIALIT HA PI3HUX
PIBHSIX CTPYKTYpHO-(pyHKIIOHAIBLHOT OpraHizalii 610J10riYHIX 00’ €KTIB - BiJl MOJIEKYJISIPHOTO JI0 PiBHS opraHizmy. Ciin
BPaxoBYBaTH, LIO JO03H, SIKi € CTUMYJIIOIOYMMH Ha OLNbII BUCOKOMY PIBHI, 3HAXOASATHCS Ha MEXI 3 MOLIKOPKYIOUHUMHU
J03aMH JUIsL HIOKYOro piBHA. TOOTO SIKIIO NpHM TEBHIM 1031 Ha PIiBHI CIOCTEPEXYBaHOTO PIBHA PO3BHBAIOTHCS
CyOIIOIIKO/PKEHHS, TO Ha HW)KYOMY PiBHI Oprasizamii MOKyTh BinOyBaTHCs 3HA4HI ITOIIKO/DKEHHS 00’€KTy Ta HOro
CKJIaoBHX. PamialiiiHy CTUMYJSIiI0O Ha JaHOMY pIiBHI MOXHA PpO3IJSAATH SK BTOPHHHY pEakIifo (HACHiIOK)
MOIIKOKCHD 1 HACTYIHHUX BiJHOBIIOBAHHWX PEakilii Ha IOMEpPeIHbOMY, HIDKUYOMY piBHI. OTke Tpeba po3pi3HIOBATH
IHTEpBAJIA CTUMYITIOIOYHX/YIIKOPKYIOUMX MOPOTOBHMX J103 JUIS Pi3HUX PiBHIB 010JI0TIYHOI OpraHi3allii, IpUIoOMy YHM
BMIIWH PiBEHB IHTETpallii )KHBOTO 00’ €KTa, TUM BHIIOIO € JJII HhOT'O CTUMYJIIOF0YA J103a. TaKUM YHHOM, pEaKIlis Ha BIUIHB
HU3BKUX JI03 MOXE €BOJTIOI[IOHYBATH BiJI MOIIKOKEHHS Ha MOJIEKYJIIPHOMY PiBHI 10 KOPUCHOI aJanTaIiiHol peakinii Ha
PiBHI BCbOTO OpraHi3My. SIKIIO MOJUBUTHCH 3 iHIIOTO OOKY, P OIHII Jii HU3BKHX /103 10HI3yI0UOT0 BUIIPOMIHIOBAHHS
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HEMOXKHa 3a0yBaTH, 10 CTUMYJIAIIS Ha PiBHI OpraHi3My HE 3aBXKIU MOXKE BBAKATHUCS CHHOHIMOM KOPHUCHOCTI — KOJKHA
CTUMYJISIIIIS B3aralli i, 30Kpema, pajiariiiHa, Mae CBOO “IliHy”’, OCKUTLKH IPU CTUMYJIALIT Ha PiBHI (i310JOTIYHIX peaKIlii
OJIHOYACHO MOXe€ BiIOyBaTHCS 1 HAKONMTMYCHHS TeHETHYHUX MTOPYIICHD Ha KIITHHHOMY PiBHI.

3p0o3yMiJIO, [0 MEXaHI3MU CTUMYJISILIT Ha PI3HUX PIBHSAX OpraHi3alii TAK0X BiAPIZHSIOTHCS, OTXKE OUIbII BUCOKHI
piBEHb opraHizailii >KUBOTr0 BOJIOAI€ OUIBII IIMPOKUM CIIEKTPOM MEXaHi3MIB 3aXUCTY 1 CTUMYJIALIT, @ OTKE 1 CTUMYJIIOI0Yi
JIO3H T HOTO OYIyTh OUIBII BUCOKHMHU.

B omyOmikoBaHOMY JOCIHIDKEHHI 3apyOiKHHX Pajio0ioNoriB OyJio BHSBICHO, IO ONpoMiHEeHHs (ibpobracTiB
PEHTI€HIBCHKUMH MPOMEHSIMH B 1031 1 MI'p IpU3BOAMTH 10 JBOKPATHOTO MiJABHMINEHHS PiBHSA IBOHMTKOBHX PO3PHBIB
JHK [64]. OnHak BKa3aHe 301IbIICHHS PIBH HEPEMApOBAHUX PO3PUBIB OYII0O BiJ3HAYEHO IS Ti€l KIIITHHHOT TOMYJISIIIT,
SIKa 3HAXOUTHCS Y CHOKOT. SIK TINBKY KIITHHH TOYMHAIU AT THCS, TOKA3HHUK TIOBEPTABCS 10 HOPMH. ABTOPH 3a3HAYCHOT
poOOTH BBaXXaloTh, IO NMPH IIBOMY BKJIIOYABCS 3aXHCHUH MEXaHi3M aronTo3y, SKHH eIiMiHyBaB KJIITHHH, IO MaJk
VIIKOJKEHHS, (K BiloMo, 6e3 mpodtideparllii KIIITHH HEMae MyTareHe3y i KaHIleporeHe3y). 3 i€l Touku 30py BUSBICHUI
(heHOMEH HACTUIBKH Majoi 103H, ik 1 MI'p, MOXKEe PO3IIISIAATHCS SIK CTUMYJISILISE 3aXHCHOTO MEXaHI3MYy, SIKHH BHIAIISE
HalOLIBII «cNabKi KITHHWY (TOOTO KIIITHHU 3 HAHOUIBII CIA0KMMH MEXaHi3MaMU pernapariii — TaKUMH, 0 1HAYKIIist
TIOIIKO/KEHh B HUX CTa€ MOXJIMBOIO HaBiTh micis «pmooporpadiunoi» mo3m). Sk BBaXkaroTh aBTOPUTETHI (axiBIli B
raiysi panio6iosnorii [6, 15, 46-47], OinbluicTh eQeKTiB, BUSBICHUX JJIsl HAWMEHIINX /103 ONPOMIHEHHS, MOXKYTh OyTH
BIIEBHEHO BiJIHECEHI JI0 CTUMYJIIOIOUHX (SIK 1€ Ma€ Miclle, HalpHUKIa, Y pasi panioaanTuBHOI BIAMOBI/I Micisl BIUIUBY
n03 B miamaszoni 0,2 — 20 mI'p).

Pe3ynbpraT BUBYEHHS ONPOMIHEHMX KOTOPT B pPE3yJIbTaTi aTOMHUX OOMOapayBaHb, a TaKOX JIIOJCH, II0
MIPOJKUBAIOTH B 00JIACTSX 3 MiABHUIIEHNM NPUPOJHNAM pajiatlitHuM (OHOM 1 B perioHax 3 BUCOKUMH PIBHSAMH PaJOHOBOT
eKCIOo3uIii Ta iH. [54], IEeMOHCTPYIOTh B OUTBIINIHA KiTBKOCTI CIPUATIMBI, TOPME3UCHI ehEKTH pajiallii B MaJluX JI03ax.
3okpema, aBTOpH [65] mpeacTaBuim Oe3iid (GakTiB TOPME3UCY i HAIBHOCTI MOPOTIB HE TUIBKU VI PiIKo-, aje i ams
[IiTEHOI0HI3yF0UOTO BUIIPOMiHIOBAHHSI.

PE3VYJIbTATHU JOCJIIJKEHb
I'inoTe3a oAHOIrO 3 MOKJIMBHUX MeXaHi3MiB axanTUBHOI BinnoBiai

Hamu mpormoHyeTbcss HOBa TiNOTe3a iCHYBAaHHS OIHOTO 3 MOJEKYJISPHUX MEXaHi3MIB SIBHINA PaJioalalTHBHOT
BIJIIOBi/II, CITOCTEPEXKYBAHOI NPH [il HAa KIITHHM PiJKOIOHI3yIOUMX BHUIIPOMIHIOBaHb B MAJIMX J03aX. BoHa mosirae B
HACTYIHOMY.

I"onoBHOIO IPUIMHOO 3aruOeTi KIITHHH €, SIK BiToMo, yiikokeHHs HUTOK JIHK 11i€1 kimiTHHY, SKi He penapyoThes,
TOOTO, YIIKO/DKCHHS 11 XpoMaTUHY. AJle XpOMAaTHH KIITHHA HEOAHOPIMHUN. BiH Moke iCHyBaTH B KJIITHHI 1 Y BUTIISAL
TeTepOXPOMATHHY 3 MaKCHMAJILHOIO Miporo kommakTu3aii autok JIHK, i y BUrIsini eyxpoMaTHHY 31 3HAYHOIO MipOr0
"posmaiTanHa" IMX HATOK, [0 HEOOXIAHO I 3YMTyBaHHS TeHeTHuHOl iHdopmarii. L1 mymMka 3HAXOIUTH
MiATBEPHKEHHS y aBTOpiB [5, 7, 9, 11]. I'eHeTnuHuii anapatr akTHBHO (DYHKIIIOHYIOUOT KIITHHHM 3HAXOAUTHCS B CTaHi
E€YyXPOMATHHY 1, 0TXKeE, € OUIBII YPA3IUBUAM IS YIIKODKYIOUHX i, YMM, TAKAH Y HEAKTUBHOI KJIITHHH, 1[0 3HAXOAUTHCS
B CTaHi TeTepoXpoMaTHHy, TOOTO B CTaHI 3 MaKCUMaJbHOO Mipoto komnakru3zauii Hutok JJHK. Tomy mpu aii Ha kiiTuHy
VIIKO/DKYIOUUX YMHHHKIB BKJIIOYAIOTHCS 3aXHMCHI MEXaHi3MH, 1 Ha HAa4YaJbHOMY eTami KJIITHHA MparHe NepedTH B
HANOLIBII KOMITAKTHUH 1 MEHII YPa3JIUBUI CTaH XPOMATHHY, TOOTO B CTaH T€TEPOXPOMATHHY.

MO3KITHBO, OIMH 13 MEXaHI3MiB TaKOTO IEPEXO0/y KIIITHH Y HOBUH pekuM (DYHKITIOHYBAHHS OB’ I3aHUH 3 iHIYKIII€I0
3MiH Y KOH(GOPMaLilHill CTPYKTYpi XpOMaTUHY, IO, Y CBOIO 4Yepry, NPUBOAUTH A0 3MiH y eKcrpecii reHiB [67, 68].
BBakaetbcs Takoxk [68, 69], mo 3MiHa xoH(popMmarii meBHux nursHoKk JHK, B 3Ha9HiA Mipi, 3aJeXdTh Bix 3MiHA
KOHIICHTpAIIii HU3bKOMOJICKYJIIPHUX 10HIB.

TakuM 4MHOM, TIpH il Ha KIITHHY YIIKOJDKYIOUMMH YAHHUKAMH B MaluX 703aX 1 B TIEBHOMY iHTepBaji 4acy,
HEOOXITHOMY [UIS MaKCHMaJbHO IIOBHOI KOMIIAKTH3Alil XpOMATHHY, KIITHHA Maj0 YIIKODKYEThCS abo He
VIIKOJIKY€ETHCSl B3araii, aje CUTHAJI PO HASBHICTh YIIKOKYIOUOi Jii BUpoOssseThes. 1le 1 00yMOBIIOE MaKCUMAIIbHO
MOXIIMBHH TI€peXiJl XpOMAaTHHY KIITHHH B T€TEpPOXPOMATHH B SKOCTI peakiii y BIANOBiAb 3 METOH MiHiMizawil
MOJKJIMBOTO MOJAJBIIOr0 YIIKOIKCHHS KIITHHHU IPU BEJIMKUX 103aX. [HIIMMU CIIOBAMH, KOJH KJIITHHA OMHHSETHCS ITi]]
BIUIMBOM MAaJIMX J103 YIIKO/DKYHOUMX YMHHHUKIB, BOHA Ma€ MOXIIMUBICTh OIEPATHBHO, 0€3 3HAYHHMX IUIsI ceOe BUTpAT
MEPEUTH B CTaH TeTEPOXPOMATHHY i, THM CAMHUM, ICTOTHO ociiabutu Mipy ymkompkeHHs JJHK mpu moganemmx 3Ha9HUX
PIBHSX YIIKOJDKYIOUMX YMHHUKIB. TakuM MeXaHi3MOM aJalTHUBHOI BiIOBIIi KIITHHA MOXHa, 30KpeMa, MOSCHHTH i
HecnennIYHICTh peakiii KITHH Ha YIIKOMKYyrodi nii. Ha KopucTh IBOro TpaKTyBaHHS MeXaHi3My (HOopMyBaHHS
aJanTUBHOI BiATIOBiAI TOBOPSATH TAKOXK JaHI Mpo akTHBamito moiimMepasu AJI® pubo3n, mo HeoOXigHO Ay peamizarmil
00TrOBOPIOBAHOTO eEeKTy SK "mannuBa" MBOTO MPOIIECy.

KiapkicHa oninka aganTuBHOI Bixnosiai
3acToCyBaHHSI METO/y KOMII IOTEPHOI'O MIKPOCKOIIYHOTO CKaHyBaHHS JJIsi BU3HAYEHHs KIOHOTE€HHOI 34aTHOCTI
KIITHH 3pO0MII0O MOYIIMBUM HpelM3iliHe BU3HAUCHHS BM)KMBAHOCTI KIIITHH CCaBLiB IpW ja03ax, HWk4KX 3a 1 ['p. Ille
OJTHMM, HE MEHII BOXJIMBUM acleKTOM /I PO3YMIHHS HOHSTTS TOPME3HCY 1 aJanTHBHOI BiAMOBI/I € MOJICJIIOBAHHS Ta
MaTeMaTH4He OITMCAaHHs BKa3aHUX rpoleciB. Hapasi akTyanbHOI0 Ipo6aeMoro € BU3HAYEHHS ITapaMeTpiB, 3a JJOTIOMOTOI0
SIKUX MOKHA Oyi10 O KiJIbKICHO OTHCATH 1 YHCENBEHO OLIHUTH TOPME3NCHI Ta aJanTHBHI e(eKTH B YCiX Iiama3oHax J03.
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Ha crorogni He icHye 3araJbHONPUHHATHX KUTbKICHHX XapaKTEPUCTHK, SKUMHU MOXKHA Oylno O KOPUCTYBAaTHCS IPH
BU3HAYCHHI HASBHOCTI a00 CTYNEHIO BUPaXXEHOCTI MPOSABIB TOPME3UCY 1 aJanTUBHOI BIAMOBIAI MpU pO3TIsIaHHI
3aJISKHOCTI «103a-e(hekT». 3a3BUUail B SKOCTI KPUTEPIIO IS OI[IHKH pamialliiHOro e(eKTy MpH moOymaoBi 1 aHai31 i€l
3aJIeKHOCTI BUKOPHUCTOBYIOTh I'€HETHYHI NOIIKOIKEHHS — XpOMOCOMHI abepallii, CECTpUHCBKI XpOMAaTHIHI OOMiHH,
MIKpPOSIIEpHUI TECT, TeHHI MyTallil, KiJIbKICTh YIIKO/DKeHb a00 po3puBiB HuToK JJHK, BroknBaHicTh KIIITHH, TOLIO.

Hamu mpornoHyeThCsi HOBa po3paxyHKoBa (opMmysa i OIIHKK aJalTHBHOTO BiAT'YKY 3a JOIMOMOTOK 1HJICKCY
amantuBHOI BiamoBiai (K) sk ¢hyHKII{ IMOBIPHOCTI YyTBOPEHHS TEHETHYHIX ITOIIKOXKCHB TIPU OIPOMiHEHHI 010JIOTT9HIX
00’€KTIB HU3bKUMH J103aMU HU3bKOT OTYKHOCTI Pi1/IKOI0HI3YI04Or0o BUIPOMIHIOBAHHS:

kG- f)+E-F)
Pat_Pc

Aae P, - MOBIpHICTb I'€HETMYHUX IOLIKO/UKEHb B KOHTPOJIBHIN IpyIi KIITHH — KIITHH, $KI HE ONpPOMIHIOBAJIMCS,

(croxactuuHi abepauii); P, - HMOBIPHICTb T€HETUYHHX IOMIKODKEHD IIIC/I OIPOMIHEHHs aJalTylouolo 103010; P, -
HMOBIPHICTb T'€HETUYHHX IHOIIKOXKEHb I OIPOMIHEHHS 103010, 1[0 TecTyBanacs; P, - HMOBIPHICTb F€HETUYHUX

TIOIIKO/[KCHb MICIISI OMPOMIHEHHS CIIOYATKy aJanTyuor0 03010, MOTIM 03010, [0 TECTyBajacs.

3a BiacyTHOCTI Oyap-sikoi amanTyrouoi n0o3u P, —P. =0, a #iMOBIpHICTh YTBOPEHHSI T€HETHYHHX IOMIKOKEHb
P, = F,, 100610 KOediLieHT aganTuBHOI Bianosiai K =1 (aganTuBHA BiANOBiAb BiICYTHS); AKIIO 3HaYeHHA KoedilieHTa
K >1, ne o3Havae, 1o aJlanTUBHA BiIIOBIIb Ma€ MicIle, i YMM aKTHUBHIIIE MPAIIOIOTh 3aXHCHI MEXaHi3MH, TUM O1JTbIIe
3HadeHHs K TepeBWIye ONWHHIIO. 3HAUeHHS iHAEKCYy amanThBHOI BigmoBigi K <1 BigmoBigaTUMyTh CTaHy
i IBUAIIEHHS PaiovyTIUBOCTI KJIITHH.

Jnst mepeBipkH pO3paxyHKIB 3a JAOINOMOIOI0 3ampOIOHOBAHOI (GOopMysd OyiaM BHKOPHCTaHI JIiTeparypHi
eKCIIEPUMEHTANIbHI JaHi, B SIKMX B SIKOCTI M€HETHMYHUX IOIIKOJKEHb 3aCTOCOBYBaBCsi aHadaszHuWii meron adepauii
xpomocoM. Jlocmimkenns [70] npoBOIMIN HA ACHHXPOHHIN MOMYJIAIIT KIITHH KUTaHChKOTO XOM’stuka JiiHii V-79, ski
3HAXOIINCH B JorapudMmivHiid ¢asi pocty. TpUBaIiCTh MITOTHYHOTO IUKIY KIITHH KHTAaHCHKOTO XOM’sYKa CKJIajaaia
12 romun. Jlnsa OoOpoMiHEHHS BHKOPUCTOBYBAIM rama-BunpomintoBanHs *°Co 3 moryxmictio mo3u 18 cI'p/xs. Ilpu
BHBUYCHHI aJanTyO4ol BiAIOBiAI IHTEpPBal MK aJalTyIOYO J030I0 1 J03010, IO TECTyBajacs, CKIalaB 5 TOJWH;
(¢ikcanis mpoBoaMIIACE YEPe3 5 TOIMH.

IIpu 3actocyBaHHI BKa3aHOi (OPMYIH TMPHUITYCKAIOCh, IO WMOBIPHICTH YTBOPEHHS XPOMOCOMHHX abepamiit
MIPOTIOPIIiifHA BiICOTKY KIITHH 3 XPOMOCOMHUMH a0eparlisiMi.

B Tabmumi 1 HaBeaeHi pe3ylbTaTH CKCIIEPUMEHTY Ha KIIITHHAX KHTAaHChKOTO XOM’SiYKa IO BHSBIICHHIO 32
JIOTIOMOTOI0  ITATOTEHETUYHOTO KPHUTEPil0 3aJEKHOCTI 1HAYKIT aJanTHBHOI BIAMOBIAI BiJ J03W TOIMEPEIHHOTO
OIpoMiHeHHsI py Yaci Qikcanii 5 ronuH. 3a HaBeJeHOO BHIIIE (hopMyJioto o0unciieHo iHaeke ( K ) ananTuBHOT BiAOBII.

Ta6anus 1. [{uToreHeTHYHI MONMIKOHKEHHS Ta iHACKC aJanTHBHOI BiAMOBIIh MPU ONMPOMIHECHHI KIITHH KUTAHCHKOTO XOM’S4Ka B
amantyrouiid 1o3i 1 c['p, 5 cI'p a6o 20 cI'p i B 1031, mo TectyBanacs, 100 cI'p (vac dikcanii 5 ronux).

AnanTyioda 1o3a b o D -
D, cIp P.,x10 P,,x10 P,x10 P, ,x10 K
0 8,4+ 0,7 - 21,0+0,9 - 1
1 8,4+ 0,7 9,3£0,8 21,0+ 0,9 21,3+ 1,1 1,1
5 8,4+ 0,7 10,3+ 1,0 21,0+ 0,9 21,0+ 1,0 1,2
20 8,4+ 0,7 14,4+ 1,0 21,0+ 0,9 17,0+ 0,9 2,2

3a pesynbraTaMu OOYHCICHHS KOeQillieHTa aganTUBHOI BiJIOBiJ{I BUIHO, IO B IHTEpBATi aJaNTYyI4HX J03 Bil
1 cI'p mo 20 cI'p Ta mpu moAaNBIIOMY 3aCTOCYBaHHI 03U, 10 TecTyBanacs, 100 c['p Halbimpmmi ingeke K I KITTHH
KHUTalChKOrO XOM’sYKa BiJmoBinaB amantyrodiid nosi 20 cI'p. B excnepumenti Oyino 3a3HaueHO, IO 30UIBIICHHS
BEJIMYMHY aJanTyrouoi 1031 D, He 1aBajo 3MEHIIEHHs KUIbKOCTI XpOMOCOMHHUX abepalliii, a, HaBIaKH, IiJBUIYBaJIO

panioyyTIUBICTh KIITHH, TOOTO WMOBIPHICTh YTBOpEHHs abepaliil 3pocrana, a, OTXKe, 1 1HIEKC aJanTHBHOI BiJIOBii
3HIKYBaBcs 10 1. B pasi, konu aganTyroya 103a He 3acTocoByBanachk (D, =0 ), iHAeKC TaKoX JOPiBHIOBAB OJMHUIIL.

PO HEITPABOMIPHICTD JITHIHHOI EKCTPATIOJIAII E@EKTIB BUCOKHX /103 HA HU3BKI

[Mutanus GiosoriyHoi Ail HU3BKUX 103 10HI3YIOYMX BHIPOMIHIOBaHb Ma€ 0arato acrekTiB, cepej SKUX OIHHM 3
HalBa)XJIMBILIKX € IIpo0JiemMa, MoB’si3aHa 3 eKCTPATOIIIIEI0 e(eKTiB, SIKi BUKIMKAIOTh BEJIMKI 1031, Ha 010J10Ti4HI peakiii
ITiCJISt ONPOMIHEHHSI B 00J1acTi HU3bKUX 103. B TernepimiHiil yac HAKONMUYY€EThCsI Bce OUIbIIE eKCIIEpUMEHTANBHIX JIaHUX,
SIKi CB1TYaTh PO HEMPABOMIPHICTB JIIHIHHOT eKCTPanosiii eheKTiB BUCOKHX /103 Ha HU3bKI.

BBakaeTbes, IO HAHOUTBII HETaTUBHUM HACTIIKOM ONPOMIHEHHS OI0JOTIYHUX OO’€KTIB € PO3BHTOK
HEOIUTACTUYHHX TpaHchopMaliii. Psx mocmigaukis [71-73] Ha OCHOBI YMCIIEHHUX €KCITIEPUMEHTAIBLHUX JaHUX ITOKA3aJIH,
IO 3aBJSKH FOPME3NCY HU3BKI JO3HM ONPOMIHEHHS, HAaBIIaKU, 3aXUIIAIOTh BiJ PaKy, IO NPUBOAUTE IO «HETATHBHOTO
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HaXWIly» B 00JacTi HU3bKUX J03 Uil KPUBOI «J103a-peaxilis». BUCOKI *k [03M TrajbMyIOTh 3aXUCT, BHUKIUKAIOUYH Y
MOJJAIBIIOMY 30UIBIIEHHS] PU3UKY BUHUKHEHHsI paKy i3 30UIbIIeHHs M 103K. Taky 3ayiexHICTh 4acTo Ha3uBaoTh U- a6o
J-1o1iOHOI0 KPUBOKO peakilii Ha 103Y.

AHani3ylouu 110 KpuBy B 00J1aCTi HU3BKUX /103, aBTOp [74] NMponoHye MareMaTHuHy MOJIENb OLIHKH BiJJHOCHOTO
pusuky (anri., RR —relative risk) po3BuTKy HeraTHBHMX HACIiIKIB (30KpeMa, pO3BUTKY pajianiiHol HeoTpaHchopmMallii)
B ropMeTH4Hii 30Hi onpomineHHs - HRR mogmens (anri., HRR — hormesis relative risk). ['opmernuna mo3oBa 30Ha
3HAXOJMUTHCS TPOXH BHIIE MPUPOIHOTO (POHOBOTO ONMPOMIiHIOBaHHS. J[JIs 1i€T 30HM BiI3HAYAETHCS HEIIHIIHA 3aJIeKHICTh
BIJTHOCHOTO PHU3WKY BUHHMKHEHHS paKy Bix mo3u. IlinBuineHHs mno3u Ounblue 3a GOHOBY aKTHBYE 3aXHCHI TOPMETHYHI
MPOIECH, MO 3amo0irae 30UTBIICHHIO BIAHOCHOTO PH3MKY BHHHKHEHHS PaKy i3 3pOCTaHHSAM JO3HM BUIIEC OJWHUII.
TopMeTudHi IpoecH peryIOTHCS 3aXUCHOI MIKKITITHHHOIO Ta BHYTPIITHBOKITITHHHOIO CUTHAI3AIIIETO0.

3axHCHaA CHTHATI3aIlis, K IepeadayacThes, aKTUBYEThCSA HU3bKUMU JI03aMU BUIIPOMIHIOBAHHS 3 HU3BKHM PiBHEM
JITIE i 3abe3nevye BUOAJICHHS a0CppPaHTHHUX KIITHH 3 OPraHi3My 3a JIOTIOMOTOI0 p53-3aJie)KHHX Ta pS53-He3aleKHUX
CHUTHAJIBHUX IIJISXIB alOINTO3y Ta CTHMYJILOBAHOTO iMyHiTeTy [75-77]. 3aXuCHA CHrHaIII3aIlisl MOXE TAKOK BKIFOYATH
cuctemy penapanii JIHK, sKkmo mepeBUIIEHO NOPIT MOMKOMKeHb [78]. MOXIMBUMH BHUHITKAMH 3 ITOBHOTO
TOPMETHYHOTO 3aXUCTy € JyXe MaJleHbKi Ta JiTH, SKI MOXYTh HE MAaTH 3HAYHOTO HABAHTAXXKEHHS T'E€HETHYHO
HecTaOUIbHUX KIIITHH, sIKi OepyTh y4acTh y Nepeadi CUIHaNIB, OB’ 3aHHX 13 3aXUCHUM pS3-He3aJIe)KHUM aronTO30M.

Relative risk at absolute zero background radiation

RR*(y — = — = = o S S L O o . —
Transition
RR Zone B

15 ) __RR=t_
| I
| I
| | Zoneof | |
1 1 Maximal | I
1 | Protection | I

0 1 1 1 1

0 b D* D** D***

Pucynok 2. Cxemarnune 300paxenns moaeni HRR. Tlo oci abciuc — 3araipHa MOTJIHHYTA J03a BHIIpOMiHIOBaHHS (D), Mo oci
opauHar — BigHocHuit pusuk (RR — relative risk) onpominroBanHs. RR” - BigHOCHMI pM3MK IIpH aOCONIOTHOMY HYyJIi
BunpoMiHioBaHHA. [lIkana 103 KOJMMBAETHCS Bil TIMOTETHYHOI aOCONMIOTHOI HYJNBOBOI A03U ompoMiHeHHs (D=(0) mo m03, 1o
MePEBUILYIOTh 103y b (aHrd., background) nmpupoaHoro pagianiitHoro ¢pony. Jozu D*, D** - rpaHu4HI 1031 30HH MaKCUMAaJIbHOTO
TOPMETHUYHOTO 3aXHCTy (zone of maximal protection), D *** - mpaBa rpanuns nepexigHoi (TpaH3uTHOI) 30HH B — nmepexignHoi Bix
30HHM MaKCHMAaJILHOTO 3aXHCTY 0 30HU JIHIHHOT 3aJIeKHOCTI BIJTHOCHOTO pu3HKYy Bif no3u (linear zone).

st akruBariii 3axucHoi curHamizamii B mogeai HRR moTpiOHi 103u, Bl 3a MpUPOAHiI (HOHOBI, IPUIOMY BOHU
BapilOIOTHCA Y Pi3HUX Joeit. OnHak me By 1034 (BuIi 3a 103y D) iHriOyoTh 3aXHCT, CIPUYUHSIOUH 301IbLIEHHS
Bi}IHOCHOFO PU3UKY, OCKiJ'H)KI/l IMPOMCHEBE HABAHTAXXCHHA 3pOCTAa€ N0 3HAYCHHA, IIPU SAKOMY FOpMeTl/I‘-IHI/lﬁ 3aXUCT
NPUTHIYYETHCS, IPUYOMY Y BCIX JIFOJICH. 3 I[bOr0 MOMEHTY Iepe0ayaeThCs, [0 MOYNHAE MPAIFOBATH JIiHIHHA 3aJIC)KHICTh
«no3a-eexT», siKa eKcTpanoytoeTses 10 RR =1 npu hoHoBomy BunpoMiHioBaHHi b. Came Tak npamtoe moaens LNT s
EKCTPAMOJIAIIIT BiJl BACOKHX JI03 IO HU3bKUX.

ExcroneHniansHe 3poctanHs RR 1o 3Havenns RR™ (mepeximna 30Ha A) i3 3MEHIICHHAM J03M HEKYE J03H b
MiATBEPKYETHCSA EMiAeMIONOTIYHIMHA JaHUMH TPO TOKa3HWKM CMEPTHOCTI BiJ paky JIereHb JIOguHU [79], mo
OB’ I3YBAJIOCH 31 3HIDKCHHSM 3/IaTHICTIO KITIITHH 10 penaparii JIHK [78], BTpaToto 3axucHoro anmonTosy [77], Ta BTpaToio
CTUMYJIALIT iMyHHIX GyHKIIH [80] mpu onpoMiHEeHHI B 033X, HIHKYUX 32 IIPUPOIHI (OHOBI.

T'opmernuna ¢yukiist RR(D) (cepensst Ui HAaceICHHsA) MOXe OyTH OILiHEHa SK PE3y/JIbTaT WMOBIPHICHOTO
3BOXYBaHHA MiX ii JBOMa KOMIOHeHTaMH: KOMIOHEHTOM LNT ( RR ;nr), SKWA 3aCTOCOBYETHCS N0 HE3aXHUIICHUX
TOPME3HCOM 0Ci0, Ta TOpMETHYHUM KOMIOHEHT ( RR Hory ), IKHH 3aCTOCOBYETHCS A0 3aXUIIEHUX 0Ci0.

RR(D) = PROTEC(D) - RRyorv (D) + (1- PROTEC(D)) - RRyr (D)

Barosa ¢yukimis PROTEC(D) € pyHKII€F0 IMOBIpHOCTI aKTHBAIIii 3aXHCTY (pamialliiHOTO TOPME3HCY) SIK (QYHKITIS
no3u D, sika mepesuinye npupoauuii Gon. PROTEC(D) nipenctaBisie 4acTKy OMPOMIHEHOI MOMyYJIALii, sKa 3aXHIlneHa
yepe3 pS3-He3aNeKHHUH amonTo3 Ta IHAYKOBAaHHM IMYHITET i, SK OYIKYETHCS, 3aJC)KUTh BiJ TEHCTHYHHX Ta I1HIIMX
XapaKTePUCTHK TOmyJ/usimii. Y mepexigii 30Hi A koedimient 3axucrty PROTEC(D) 306inbinyerbest Big Hyas g0 1 i
3aJIMIIAETHCS HA PiBHI | HaJl 30HOK0 MaKCHMAJILHOTO 3aXUCTy. Y 30HI nepexoay B neit koediient 3menmyerbes 3 1 1o 0.
Jns ninitinoi 3onu PROTEC(D)=0, i otxxe RR(D)=RR vt (D).
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HaBenene piBHSIHHS BHKOPUCTOBYETHCS Ul XapaKTEPUCTUKH CEPEIHBOrO MOKa3HWKA RR Ui HACENICHHS Ta
3aCTOCOBYETHCS /IO JI03 ONPOMIHEHHS, 1[0 NEPEBUIILYIOTh NPUPOIHUN QoH. Y ropMeTndHiit 30H1 QyHKIIS RRuorm(D)
JIOPIBHIOE

RRHORM(D) =]- PROFAC,

B IHIIMX 30HaX BoHA aopiBHIOE 1. /Iyt npupoanoro GoHoBoro onpomineHus RR(D) =1.

Koedirient 3axucty (PROFAC) - ue oOdiKyBaHa 4YacTKa BUIIAJIKIB PaKy, SKHX MOXKHA YHHKHYTH 3aBISKU
panpianifinomy ropmesucy. PROFAC cTOCYeTbCs SIK 3aXUCHOTO PS53-HE3aIeKHOTO alloNTo3y, TaK 1 aKTUBAIl IMyHHOTO
¢$yHKIIIOHYBaHHs, aje He cTocyeThes penapanii JJHK [75].

OyHKIisS RR ;7 (D) mepeBakHO 3alIeXUTh BiJ 3maTHOCTI KimithH fo penapamnii JJHK [75]. Ilpu nmoszax, mo
MEePEBUIIYIOTh TTOPOroBy N03y D**, Bci 3axmcHI peakiil (pS3-He3aIe)KHUI armonTo3 Ta CTUMYJISLIS iIMyHHOT CHCTEMH)
MIPUTHIYYIOTHCS, KpiM pS3-3anexnoi JJTHK-penaparii, i Toai BinOyBa€eTbes iepexij y Tak 3BaHy «JIiHIHHY 30HY». JliHiliHa
30Ha BIAMOBIA€E Tili 1030Biit 001aCTi, B AKiii B OCHOBHOMY IPOBOIMIIACH OUTBIIICTD €MiAeMiOIOTTYHHUX JOCIiHKEeHb, KON
JIOCITITHUKY 3asIBIISIIH TIPO 3AIEKHICTD «J103a-peaKilish siK Tpo JiHiiHy 6e3moporoBy (LNT) 3aexHiCTh.

HasiBHiCTh HepexinHoi 30HM A, KOJNH BiIHOCHHH PHM3HK Pi3KO 3pocTae 10 3HaueHHs RR”™ mpu 1031 OnpOMiHEHHS,
HWK4iH 3a (hoHOBe 3HaueHHs (b), CBIAYHUTH PO Te, 110 IPUTHIYeHHS (POHOBOTO BUIIPOMIHIOBAHHS MOKE 3ryOHO BIUIMHYTH
Ha KUTTE3ATHICTh 0araThOX OpraHi3MiB.

JKutrs Ha Hamid IUTAHETI CBOJIIOMIOHYBAJIO B yMOBaX IOCTIHHOTO BIUIMBY (DOHOBOTO 10HI3YIOYOIO
BUIIPOMiHIOBaHHS. [lepBMHHI PajiOHYKIIM, MOB’A3aHi 3 Paji0aKTMBHMM MOALNOM, Taki sk 28U, 232Th, 2°U rta K,

icHyBaJii 3 yacy crBopeHHs 3emui, ToOTo me 4,6-10° pokiB Tomy. 3a mepiox eBosouii 3emii BIUTUB (OHOBOTO

BUIPOMIHIOBaHHS 3HU3UBCA npubmusno 3 7,0 mIp/pik o 1,35 mI'p/pik [81]. )KuBi opranisMu €BOJIOI[IOHYBAIU
npotsirom 3,8 Minbsipaa pokiB (oaHOKIITHHHI) 1 600 MijbIHOHIB POKIB (0araTOKIITHHHI) i1 BILTMBOM MOCTIHHOT 1 10BOJI
JKOPCTKOI paianii. JIOri4YHO MPUITyCTUTH, 10 Ti BUIH, IIO BYDKWIM 1 MPOJOBKYIOCH CBOE ICHYBaHHS CHOTOJIHI, 32 Yac
€BOJTIONIT HAOYJIM ONITUMAIIFHUX MEXaHI3MiB 3aXHCTY BiJl i0HI3YFOUOT'O BHITPOMIHIOBAaHHS 1 BUPOOMIH €(DEeKTUBHI CUCTEMHU
MPOTUCTOSIHHS B MEKaX Jiara3oHiB J103, K1 BIUTMBAJIH IIPOTATOM eBottolii (2-20 M3B/pik [82]).

OCHOBHOIO CKJIAZIOBOIO HAmoro opraHismy € Boxa. OcHOBHUM edekToM [ii eHeprii piKoiOHi3yIHYOoro
BHUITPOMIHIOBAHHS € 10HI3aIlis BOAW 3 YTBOPEHHSAM BUTBHHX PAIUKAIIB - aKTUBHHX (opM KucHIO (ADK), akTuBHHX GopMm
azoty (ADA), sixi € ocHOBHUMH pkepesiaMu nomkopkeHHs JJHK. 3 inmroro 6oky, caMe BiIbHI paJiuKalid, € BaXIHBAMH
«IPYTUMH MECEHJDKEpaMHU» B Pi3HUX MIISAXaX TPAHCAYKIIT CUTHAIB, BOKIMBUX JJIS CTUMYJIAIIT IMYHITETY, iHIIiaImii
pocty Ta mpodideparii KIITHH; TOMY BOHH Bilirpar0Th BAXKIIUBY POJIb y 0ararboX )HUTTEBO BAXKIIMBUX Mpoliecax. BiabHi
paJyKaiy, 10 YTBOPIOKOTHCS IICIs BIUIMBY (DOHOBOrO BHUIPOMIHIOBAHHS, MOXYTh MISTH SK HpaiiMepu Ui NEBHUX
3aXUCHHUX METaOOJIIYHMX MPOLECIB, BIUIMBAIOYM THM CAMHM Ha KHTTE3AATHICTh YCiX )KMBHX OpraHi3miB. TakuM 4rHOM,
10HI3yrOYe BUITPOMIHIOBaHHS B J103aX, OJIM3bKHX 10 (POHOBUX, Bilirpae ay>ke BXXJIMBY pOJib Y BU3HAYCHHI a/laNTaliiiHOro
MOTEHINIay OpraHi3My.

[{ikaBuM 1 HOBUM € TOW (haKT, IO Cy4acHAa CBITOBA HAYKOBA CIUJIBHOTA BHOKPEMJIIOE TPH BUAM PadialliiHOrO
ropmesucy [75] i Ha cbOroHI KITaCU(IKy€e IX TAKUM YHHOM.

1. Pagianifiamii ropmesuc (anri., Radiation hormesis): mana g03a onpomiHeHHS (Jerkuil crpec) abo moMipHa 1032,
0 JA€THCS NMEPIOAMYHO 3 HU3BKOIO HIBHIKICTIO (IEPiOANYHI JIETKI CTPECH), aKTHBI3YyE 3aXHCHI MPOLECH Ta 3HMXKYE
piBeHB 010JOTIYHOT ITKOIH IO CHOHTAHHOTO PIBHS 1 HIDKYE.

2. Pamianitino ooymoBiieHnit ropmesuc (anri., Radiation conditioning hormesis): st popma ropMe3ncy cToCy€eThCs
CHUTYyaIlil, KOJId Maja [103a ONMPOMIiHEHHs (JISTKHi CTpec) abo momipHa 103a, IO BBOAMTHCSA 3 HHU3BKOIO IIBHIKICTIO
(TpuBanHMii NETKUH CTpeC), aKTHBYE 3aXHUCHI MPOIIECH, SKi, B CBOIO YEPTy, MPUTHIYYIOTh IIKOAY BiJ MOJAJIBIIO] BEIUKOT
MOLIKOXKYIOYOT 103U OIPOMIHEHHSI.

3. Tlocr-pamiamiiino oOymoBiieHu#t ropme3uc (anmi, Radiation post-exposure conditioning hormesis):
MOIITKOJ[KCHHS, SIKI 3a3BUYAl CIIPUYMHEHI BEJIMKOO 03010 ONPOMIHCHHS 200 BEJTMKOIO 03010 SIKOTOCH 1HIIIOTO CTPECOpa,
3MEHIIYIOThCSI B PE3YJIbTaTi MOAAJBIIOr0 BILUIUBY HEBEJIMKOI 03U OMPOMIHEHHS (JICTKUH CTpec) abo MOMIpHOI J03H,
HAJaHOI 3 HU3bKOIO MIBUKICTIO (HEOJHOPA30Bi M’SKi CTPECH).

Bitum3HsaHa nmiTepaTypa Ha3WBa€ MEPIINHA BHJl TOPME3HCY «PaliallifHIM TOPME3UCOM», APYTHH - «aTalTHBHOIO
BiJIMIOBIIIF0», OOTOBOPEHHS TPETHOTO BUAY HaM HE BiJJOMO, X04a, HA HAI MOTJIS, 3alPOMOHOBAaHA KIacu(ikaIlis Mae
CEHC 1 BIAMOBIaE ICHYIOYMM Hapa3i eKCIIEPUMEHTAIILHUM JTAHUM.

Cyyacui mocmimkeHsas [83-91] moBoasiTh, M0 MOAETHL PajlialliiHOTO ropMes3wcy, Ha BiamiHy Bim momemi LNT,
nepeabavae, M0 HU3BKI JTO3M pajialii CIpUYWHAIOTh MHOKHHHI aIanTHBHI peakiii, 1 Taki peakilii MOKyTh 3amo0irTi
TIEBHUM HETATUBHUM HacJtiikaM 11 310poB's. [1{o crocyeTnest 3maTtHocTi 10 penapartii JIHK, pe3yabTyrounii ehekt moxe
3ayieaT Bif OamaHcy MiK mBuAKicTio momikomkeHHs JIHK (miHifHOI 103M) Ta KOHKPETHHMMH MeEXaHi3MaMH, IO
BIAMOBIZAIOTh 32 KITHHHUNA 3axucT. OTKe, peakilis Ha BIUIMB HU3bKHX 03 pajiailii MoXe 3MiHIOBaTHCh - Bif
HOIIKO/KEHHSI Ha MOJIEKYJISIPHOMY PiBHI JI0 KOPHCHOI alanTaliifHoi peakuii Ha piBHI Bcboro opranizmy. Konu no3a He
nepesuutye 0,1 I'p, KOpHCHI pe3ynbTaTy, sSIK NPaBHUIIO, EPEBAYKAIOTH ILIKiIJIHBI.

I'opmetnuHi edexTH HU3BKHUX 103 pajialii, a TaKoXK 3ryOHi e(peKTH BEIUKHX JI03 Ta X BIUIMB Ha TPUBAIICTD XKUTTS
CXEMAaTHYHO IPOJAEMOHCTPOBaHI aBTOpoM [84] Ha pucyHKy 3.
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Pucynox 3. A — 3anexwuicte TpuBanocti xurra (life expectancy) Bim mo3m ioHi3yrodoro BumpoMmiHioBaHHs (irradiation dose).
B - MonekysipHi MexaHi3MHI TOPMETHYHO] PEaKIIii OpraHi3My Ha BIUTHB HU3BKUX JI03 10HI3yI04O0ro BUIIPOMiHIOBaHHS (ionizing radiation).

Hwusbki 1031, MIBHALIE 33 BCE, MOKYTh CTUMYJIIOBATH MEXaHI3MHU BiJIHOBIICHHS, 31aTHI HEUTpai3yBaTh IIEPBUHHY
mKoAy (Ha KIITHHHOMY DiBHI) Ta 3aXMCTUTH BECh OPraHi3M BiJl MOJAJIBILIOIO CTPECOBOIO BILIMBY — pajialiifHoro abo
inmoro. KpiM Toro, 3aBaskd MM IpoIecaM, MEpeIHEONIACTHYHI Ta IHINI TOIIKOMKEHI KIITHHH MOXYTh OyTH
eNIMIHOBaHI 3a JOMOMOTOK aronTo3y, IMYHHOTO HAarJsAy Ta KIITHHHOI KOHKypeHIii. KirodoBi MexaHi3Mu mi€l
pamianifHO-1HIyKOBaHOT TOPMETHUYHOI pEeakIlii BKJIFOYAIOTh: BUKWZ akTUBHUX (opm kucHi (ADK), cuHTe3 OinkiB
TEIUIOBHI MIOK, CEKPEIiI0 crenuivHnX (aKTOPiB POCTY Ta IUTOKIHIB, aKTUBAI(II0 PEHENTOPIB KIITHHHOI MEMOpaHH, a
TaKo)X KOMIIEHCAaTOpHy mpoiidepanito kmituH. L[i mpomecw, HMOBIpHO, OIOCEpPENKOBaHI CKOOPAWHOBAHUMH
aJaTHBHAMHM 3MiHAMH B CIIEIM(DIYHUX CMITCHETHYHUX MUIIXaX.

TakuM YMHOM, MOKHA BiJ3HAYMTH, IO B MPOTHIICKHICTH TEOpii Mpo Te, MO HaBITh HU3BKI JTO3W paiiarii €
KaHIIEPOT€HHMMH, ITUPOKO OIyOIIKOBaHI TOPMETHYHI €PEKTH Ta JOCIIIKEHHS MOJICKY/ISIPHUX MEXaHi3MiB (hopMyBaHHs
nuX e(heKTIB y CyKYITHOCTI IEMOHCTPYIOTb, 10 HU3bKI JO3W/TIOTYKHOCTI 103 BUIPOMIHIOBAHHS 3 HU3bKUM piBHeM JITTE
1) akTHBYIOTh 3aXHCHI CHUTHAIBHI I[UISXM aroNTo3y Ta CTHMYJIIOIOTH IMYHITET, 2) 3aXHINAlOTh BiJ CIIOHTAHHHX
XPOMOCOMHHUX IMOUIKOKEHb, MyTallill, HOBOYTBOPEHb Ta paKy; 3) 3aXMINAIOTh BiJ paKy, CIIPUYMHEHOr0 XiMIYHUM abo
pamialiiHUM BIUTMBOM Y BEJIUKUX JI033X.

Iatepec 70 ropMeTHYHUX C(PEKTIB HU3bKOJ030BOI paiiallii HE € JIMIIC TCOPCTUYHUM, BIH MA€ TAKOX XOPOIILY
MEPCIEKTUBY KJIIHIYHOTO 3acToCyBaHHs. OJHMM i3 HalpSIMKIB MOTEHIIHHOIO BUKOPHCTAHHS TOPMETHYHHMX peakmii i
a/IalITUBHOI BIAIOBI/ B Teparii OHKOXBOPHUX € 3aro0iraHHs poCTy IyXJIMHHM, 1HBa3ii Ta MeTacTa3yBaHHS 32 JJOIIOMOTI'OO
3araJlbHOTO OIPOMIHEHHS Tila B HU3bKHX JI03aX 3a IICBHUU 10 3acCTOCYyBaHHs Ximio- abo pamiorepamii. Tak,
JOCTITHUKY [92] MpoIeMOHCTPYBAJIH, IO SKIO 3arajbHe ONMPOMIHEHHS Tija MuIei 1o030t0 75 MI'p BimOyBasiocs nepen
MIETUICHHSM KJIITHH paky JiereHiB JIptoica, 00CAT TPaHCIIAHTOBAHUX IMyXJUH OYB 3HAYHO MEHIIHMM, HIDK Yy MUIICH, 110
oJiepKalii MyXJIMHY 0€3 ToNepeIHbOT0 BILTUBY 103010 75 MI'p. Kpim Toro, 40-neHHa cMepTHICT Oyiia 3HAYHO 3HMIKEHA,
CepedHs TPHUBAIICTH JKUTTS 3HAYHO 30UIBIIEHA, a METacTa3W MyXJIWHHUX KIITHH 3HAYHO 3MEHIICHI y MHIIeH, sSKi
OTPUMYBJIN JANTUBHY J03Y pajiallii mepes TiKyBaHHIM.

L{i nociifpKeHHST NMPUIYCKarOTh, MO-TIEpIIe, L0 CTHUMYJIbOBaHa HHU3bKUMH JI03aMH IMyHHa (YHKIS 37aTHa
3anoliraTd paky, CIPUYMHCHOMY paJialli€l0 BEIMKHX 103, a TaKOX IHriOyBaTH pICT Ta 1HBA3il0 IMIUIAHTOBAHHUX
MyXJMHHUX KIITHH. [To-apyre, HU3bKI 1031 pajialii TakoK MOXKYTb MiIBUIINTH e(eKTUBHICT pajio- abo ximioTeparrii
OHKOXBOPOT'O HE TUTBKH 32 PAXyHOK CTHMYJISIIT IMYHITETY JUTsl iHT1OyBaHHS Ta eIIMIHALIT 3aIHITKOBHX MICIIS pagio- 9u
ximioTeparnii pakOBUX KIITHH, a 1 3aBISKU aJalTHBHIA BIAIMOBiNI HOPMAJbHUX TKAHWHH HA MOOIYHY TOKCHYHICTB,
IHIYKOBaHY Te€PaneBTHYHOIO 103010. OTKe, SIBHILE paioa anTHBHOI BiJIOBIIi MOXe OYTH e(eKTHBHO BUKOPHCTAHO IIPH
MPOMEHEBIH Teparmii i XimioTeparii, a came, i1 3aXUCTy HOPMAIBHUX TKaHWH, [0 OTOYYIOTh ITyXJIUHY, BiJ] il BHCOKHUX
JI03 pajmiamii, OCKIIbKHA BelIe IO IMIBHINCHHS SK paiio-, Tak i XIiMIOPE3WCTEHTHOCTI HOPMAIbHUX KIITHH IO Ail
TCHOTOKCHYHMX YWHHHUKIB. PE3UCTEHTHICTH OUIBIIOCTI 3JIOAKICHUX KIITHH IICAS BINIUBY MaHMX JI03 pamiamii He
3MiHIOEThCsI. DpakuiiHuil BILUIMB MaJIUX /103 pajianii Ha MyXJIHHY MOXeE IHIYKyBaTd 30UIbLICHHS paaiovyTIHBOCTI
3M0SIKICHUX KIIITHH.
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BUCHOBKHU

PagiamidiHuii ropmMesdc 1 amanTHBHY BIAMOBIAB CIiI BIZHECTH OO Ay)KE BaXKIMBUX (DEHOMEHIB EBOJIIOIIHHO
c(hopMOBaHOTO O10JIOTTYHOIO 3aXUCTY JKUBUX OPIraHi3MiB Bif [ii iI0HI3yIOYOTO BUITPOMIHIOBAHHS.

B nanwuii yac ropmMesuc i aanTHBHA BiAOBIIL 3aralbHOBH3HAHI SIK PeabHi Ta BiITBOPIOBAHI 010JIOTIUHI SBHUIIA.

Oco06uBicTIO PEHOMEHY palialliifHOro ropMe3rcy € 0araTopiBHEBICTh Ta IEPAPXIYHICTh O10JOTTYHMX PEaKITiil - Bi
MOJIEKYJISIPHOTO 70 piBHS opranizmy. OTike, CIiJ BpaxOBYBaTH CINIBBITHOIICHHS IIKIITUBUX 1 KOPUCHUX €(PEKTIB Ha
KOXKHOMY KOHKPETHOMY DPiBHIi OpraHi3ailii >KHBOT0, a TAKOXK Te, 1[0 OJTHA 1 Ta 3K /1032 MOKe Oy TH IIKIITHBOO Ha HU3EKOMY
PiBHI, aJie MO3UTHBHOIO Ha OUIBII BUCOKOMY.

Jns monmanemioro 3’sICyBaHHS CYTiI MOHSTTSA «TOPME3NC» HEOOXiJHE 3aCTOCYBAaHHS BCIX ICHYIOUMX HAYKOBO-
MPUPOAHAYNX METOMIB 3 Pi3HUX oOJyiacTelt 3HaHb. Ha maHomy ertami JOCTIDKEHb iICHYIOTh €KCIIEpUMEHTAIIbHI JaHi,
omKcaHi O6ioJoTivHI 1 OloXIMIYHI MeXaHi3MH (PEHOMEHY, ajie MPAKTUIHO BIJCYTHE KiIbKICHE ONMCAHHS XapaKTEPHCTHUK
TOPMETHYHUX Peakiid, Gi3uKo-MaTeMaTHYHE MOJCIIOBAHHS Ta IHTEPIPETYBaHHS iX MOJIEKYISIPHUX MEXaHI3MiB, IO €
Jly’K€ BOKJIMBOIO OCHOBOIO JIJIsI MIATBEPIXKEHHS 200 BiJKUIAHHS TEOPil FOPME3UCY SIK SBUIIA.

3a ocTaHHi J[Ba JECATHIITTS BUBYCHHS TOPME3UCY HAKOMMYEHA BEJIMKA KiJIbKICTh JOKa3iB ICHYBaHHS TOPMETHYHUX
peaKiliif, y3araJbHEHO YHCJCHHI KOHIICHTYyaJlbHI Ta EKCIICPUMEHTAIbHI JIOCATHEHHS, MOJICKYJISIPHI MeXaHi3MHu
YTBOPEHHS, aJie MUTAHHS PO BU3HAYEHHS CIIIBBIHOLICHHS TOPME3MCHHX 1 YIIKOJDKYIOUMX e(EeKTiB IPH ONpPOMIiHEHHI
610JI0TIYHMX 00’ €KTIB B MAJINX /103aX BCE L€ 3AIMIIAETHCS BIIKPUTHM.

YucIeHHUMH €KCIICPUMEHTAMU TPOJAEMOHCTPOBAHO, 110 TOPMETHYHA MOJIEIb 3aJISKHOCTI «J103a-PEeaKIlishy POOUTH
Ha0araTo TOYHIIII MPOTHO3H BiJIOBI/i XKHBOTO 00’€KTY HA ONPOMiHEHHs (200 Ha iHIII CTPECOPH) Y 30HI HU3BKHX 03,
HDX JiHIHHa Oe3moporoBa Mozesns. JIiHilfiHa MOZIesIb MOKE aleKBaTHO OIMCYBATH PEaKIIil JIMIIe B 00JIaCTi BUCOKHX 1103,
a, OT)Ke, SKCTPANOJISIiiHe MOICTIOBAaHHs OlOJIOTIYHMX PEaKIlii i3 30HM BUCOKHX JI03 Ha HU3bKI HE € KopekTHHUM. Ha
CHOTOJHINIHIN JIeHb, KMOBIpHIIIE BCHOTO, IHTEIpaLlis JIHIHHOI MOJIeni B 30HI BUCOKHX J03 i TOPME3UCHOI MOJETi B
00acTi HU3BKUX /103 MOTJIa O HAMOLIBIT BIpHO BIITBOPHUTH 3aJISKHICTh «103a-ePeKT» I 010J0TIYHIX 00’ €KTIB Pi3HUX
piBHIB Oprasi3arrii.

JlocmimKeHHST MOJIEKYJIIPHUX MEXaHI3MIB TOPME3HCY Ta aJalTHBHOI BIAMOBIAI MOXE IaTH 3HAYHUIN KIIHIYHUNA Ta
comianbHuil edextd. OMUH 3 HANPSAMKIB HMOTCHIIHHOIO BUKOPHCTAHHS HHUX (EHOMEHIB € MiABUIICHHS €()EKTHBHOCTI
xiMio- Ta pajioTeparrii NUISIXOM 3aCTOCYBaHHS HU3BKOI aJalTy04ol J03M 3a NEBHUI Yac J0 TeparneBTH4HOI no3u. [Ipn
bOMY 3aBXKIH CJIiJl BpaXOBYBaTH, 1110 MEXaHI3MHU paialliifHO iHJyKOBAHOI aJanTHBHOI BiJIIOBI/II BiAPI3HAIOTHCS CBOEIO
CKJIa[THICTIO, MHOYKHHHICTIO 1 MIHJIMBICTIO: HaBiTh YIS OJHOTO OIOJOTIYHOTO 00’€KTY ICHY€ 0arato IUISIXiB PO3BUTKY
TOPMETUYHHUX PEaKIliii Ta GOpMyBaHHS aAAlITUBHOI BIIOBIIl, TPUYOMY HE 3aBXKIU MOXKIUBO MEpeA0aUYnTH, SKHIA 3 HUX
Oyze peai30BaHO B yMOBaX KOHKPETHOTO EKCIIEPHUMEHTY a00 KIIIHIYHOTO BHIIAJIKY.
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MOJEJIOBAHHS MOJEKYJIIPHUX MEXAHI3MIB ®OPMYBAHHSA PATIAIIIAHOT ATATITUBHOI BIIITOBIJII
Mapuna A. Bonnapenko?, Oabra B. 3aiinesa?, Banepis M. Tpycosa®
“Xapxiecvkuil Hayionanbhull meouynutl ynieepcumem, np. Hayxu, 4, Xapxis, 61022, Ykpaina
b Xapxiscoruii nayionanonuii ynicepcumem imeni B.H. Kapasina, na. Ceoboou, 4, Xapxie, 61022, Yrpaina

SIBuime amanTHBHOI BiATIOBiAI BHPaXKAE€ThCSA y MiABHUIIECHHI CTIMKOCTI 0i0IOTiYHOTO 00’€KTa IO BHCOKHX 103 MYTAareHiB 3a YMOB
NIONIepEJHHOTO BIUIMBY Ha HHOTO UMM (200 IHIIMMM) MyTareHaMH B MaJIUX Ji03aX. Maili 1031 MyTareHa BMHKAIOTb Y )KHBOMY 00’ €KTi
HU3KY 3aXHMCHUX MEXaHI3MiB, SIKi OZiepKaIH Ha3By TopMeTHUHIX. OTKe aJaliTHBHA BIIIOBIb 1 TOPME3HC — € JIAHKU OJJHOTO JIAHIIOTa.
[Tix papiauifHIM rOpME3UCOM PO3YMIIOTh 3arajbHO IO3UTUBHY IO PiKOIOHI3YI0UOro BUIIPOMIHIOBAHHS y Jiala3oHax HU3bKUX 103
Ta HU3BKHUX HOTY)KHOCTEH /103 Ha OiojoriuHi 06’exTH. B po6OTi po3risiHyTo ()eHOMEHOJIOTIIO paialiifHO iHIyKOBaHOI alanTHBHOI
BIZMOBII Ta paaiamifiHOro ropMe3ncy Iyt 610J0riYHUX 00 €KTIB PI3HUX PiBHIN OpraHisarlii, 3MiHCHEHO OTJIA ICHYIOUMX TCOPil, sKi
ONHUCYIOTh 3aleXKHICTh «I03a-edekt». [IpencraBieHo rimore3y, IO HNPONOHYE OAWH 3 MeXaHi3MiB (OpMyBaHHsS paialiiiHol
aJIaNTHBHOI BiAMOBiAl KIITHH 3 ypaxyBaHHSIM KOH(OpPMAaLIHOI CTPYKTypH XpoMaTuHy. [IpoBeieHO aHai3 iCHYyIOUMX KOHIIETIiit
SIBHII[A TOPME3UCY HAa OCHOBI MOJCIIOBAaHHS MOJEKYJSIPHUX MEXaHi3MiB ()OPMyBaHHS TOPMETHYHHX PEaKlii Ha HHU3BKOZ030Bi
PpinKoioHI3yr04i BUIPOMiHIOBaHHS. PO3IIIsiHyTO MapamMeTpH, SKi MOXKIIMBO 3aCTOCOBYBATH JUIS KITbKICHOTO Ta Ipad)iyHOr0 OLIHIOBAHHS
(eHOMEHY TOpME3HCy, a TAKOX 3alpONOHOBAaHO (GOPMyNy IS PO3paxyHKY KoeQillieHTy pajiiamiifHO iHIYKOBaHOI aJTalTHUBHOL
BiMOBiMI. 3ifiCHEHO OIJIS MaTeMAaTHYHUX MOJEJICH, M0 OMUCYIOTh paialiiHui PU3MK BUHUKHCHHS TCHHHX MYyTalid Ta
HEOIUIACTHYHUX TpaHc(opMaiil Ipy HU3BKOI030BOMY OIIPOMIHIOBAHHI KOropT. 3po0JIeHO Taki BUCHOBKH: pajialliiHuil ropmesnc i
aJlanTHBHA BiAMOBIAh 3araJlbHOBH3HAHI SK peajbHI Ta BiATBOPIOBaHI GIONOTIYHI SBHUINA, SIKi CIi BIJHECTH M0 IYXKE BaXKIHBHX
(deHoMeHIB eBOMOLItHO copMOBaHOrO OiOMOTIYHOrO 3aXMCTy JKUBHX OpPraHi3MiB Bif /il 10HI3yIOYOTO BHIIPOMIHIOBAHHSI.
«["opMeTHYHA MOZENB)» 3aJIKHOCTI «J03a-peaKiisy» poOUTs HabaraTo TOYHINI MPOTHO3HU BiAMOBIl )KUBOTO 00’ €KTY Ha OMPOMiHEHHS
(abo Ha iHIII cTpecopH) y 30HI HU3BKUX J103, HIX «JTiHiIiHA 6e3moporoBa Mozemb». OcTaHHS MOKE a/IeKBaTHO ONMCYBATH PEAKIIii JIMIIe
B 00JacTi BUCOKUX J03, 4, OTXKE, CKCTPAIOJISIMiHHE MOJECIIOBaHHsS OIONOTIYHHMX PEakKIlii i3 30HM BHCOKHX 03 Ha HH3bKI HE €
KOPEKTHHM.

KJIFOUYOBI CJIOBA: aganTuBHa BilNOBib, pafialliiHUN TOpME3NC, 3aJIeXKHICTh 103a-ePeKT, HU3bKIi J03M pajialil, pU3HK PO3BUTKY
paky.



PACS: specify PACS code(s) here
INSTRUCTIONS FOR PREPARING MANUSCRIPT IN EAST EUROPEAN JOURNAL OF PHYSICS

Nikita F. Author®*, Peter V. Co-author(s)>*
“Affiliation of first author
bAffiliation of second author (if different from first Authors)
*Corresponding Author: corresponding_authors@mail.com, ‘ORCID ID
"E-mail: co_authors@mail.com, "ORCID ID
Received October 25, 2020; revised November 25, 2020 accepted December 5, 2020

Each paper must begin with an abstract. The abstract should be typed in the same manner as the body text (see below). Please note that these Instructions are
typed just like the manuscripts should be. The abstract must have at least 1800 phonetic symbols, supplying general information about the achievements, and
objectives of the paper, experimental technique, methods applied, significant results and conclusions. Page layout: the text should be printed on the paper
A4 format, at least 5 pages, with margins of: Top - 3, Bottom, Left and Right - 2 cm. The abstract, keywords should be presented in English (only for foreign
authors), and Ukrainian.

KEYWORDS: there, must, be, 5-10 keywords

This is introduction section. This paper contains instructions for preparing the manuscripts. The text should be prepared in “doc” or “docx” format.

INSTRUCTIONS
The text should be typed as follows:

« title: Times New Roman, 12 pt, ALL CAPS, bold, 1 spacing, centred;

« authors: name, initials and family names; Times New Roman, 12 pt, bold, 1 spacing, centred;

« affiliation(s): Times New Roman, 9 pt, italic, 1 spacing, centred;

« abstract: Times New Roman, 9 pt, 1 spacing, justified;

* body text: Times New Roman, 10 pt, | spacing, justified; paragraphs in sections should be indented right (tabulated) for 0.75 cm;

« section titles: Times New Roman, 10 pt, bold, 1 spacing, centred, without numbering, one line should be left, blank above section title;

« subsection titles: Times New Roman, 10 pt, bold, 1 spacing, centred, without numbering in accordance to the section (see below), one line should be left blank
above subsection title;

« figure captions: width of the figure should be 85 or 170 mm, Figures should be numbered (Figure 1.) and titled below Figures using sentence format, Times
New Roman, 9 pt, 1 spacing, centred (if one line) or justified (if more than one line); one line should be left blank below figure captions;

« table captions: width of the table should be 85 or 170 mm, tables should be numbered (Table 1.) and titled above tables using sentence format, Times New
Roman, 10 pt, 1 spacing, justified, Tables should be formatted with a single-line box around the outside border and single ruling lines between rows and
columns; one line should be left blank below tables;

* equations: place equations centred, numbered in Arabic (1), flush right, equations should be specially prepared in MathType or “Microsoft Equation” one
line should be left blank below and above equation.

Additional instructions
Numerated figures and tables should be embedded in your text and placed after they are cited. Only sharp photographs and drawings are acceptable.
Letters in the figures should be 3 mm high. The figures should be presented in one of the following graphic formats: jpg, gif, pcx, bmp, tif.

REFERENCES
Cite references in AIP style (https://guides.lib.monash.edu/citing-referencing/aip). Numbering in the order of referring in the text, e.g. [1], [2-5], etc.
References should be listed in numerical order of citation in the text at the end of the paper (justified), Times New Roman, 9 pt, 1 spacing.

Journal Articles

[1] T. Mikolajick, C. Dehm, W. Hartner, 1. Kasko, M.J. Kastner, N. Nagel, M. Moert, and C. Mazure, Microelectron. Reliab. 41, 947-950 (2001),
https://doi.org/10.1016/S0026-2714(01)00049-X.

[2] S.Bushkova, B.K. Ostafiychuk, and O.V.Copaiev, Physics and Chemistry of Solid State. 15(1), 182-185 (2014),
http://page.if.ua/uploads/pcss/voll5/!11501-27.pdf. (in Ukrainian)

[3] M. Yoshimura, E. Nakai, K. Tomioka, and T. Fukui, Appl. Phys. Lett. 103, 243111 (2013), http://dx.doi.org/10.7567/APEX.6.052301.

E-print Resourses with Collaboration Research or Preprint

[4] M. Aaboud et al. (ATLAS Collaboration), Eur. Phys. J. C, 77, 531 (2017), http://dx.doi.org/10.1140/epjc/s10052-017-5061-9
[5] Sjostrand et al., Comput. Phys. Commun. 191, 159-177 (2015), https://doi.org/10.1016/j.cpc.2015.01.024.

[6] Boudreau, C. Escobar, J. Mueller, K. Sapp, and J. Su, (2013), http://arxiv.org/abs/1304.5639.

Books
[7]1 S.Inoue, and K.R. Spring, Video Microscopy: The fundamentals, 2nd ed. (Plenum, New York, 1997), pp. 19-24.
[8] L Gonsky, T.P. Maksymchuk, and M.I. Kalinsky, bioximis Jlioounu [Biochemistry of Man], (Ukrmedknyga, Ternopil, 2002), pp. 16. (in Ukrainian)

Edited Books
[9] Z.C.Feng, editor, Handbook of Zinc Oxide and Related Materials: Devices and Nano Engineering, vol. 2, (CRC Press/Taylor & Francis, Boca Raton, FL, 2012)

Book Chapters

[10] P.Blaha, K. Schwarz, G.K.H. Madsen, D. Kvasnicka, and J. Luitz, in: WIEN2K, An Augmented Plane Wave Plus Local Orbitals Program for Calculating
Crystal Properties, edited by K. Schwarz (Techn. Universitit Wien, Austria, 2001).

[11] M. Gonzalez-Leal, P. Krecmer, J. Prokop, and S.R. Elliot, in: Photo-Induced Metastability in Amorphous Semiconductors, edited by A.V. Kolobov
(Wiley-VCH, Weinheim, 2003), pp. 338-340.

[12] A. Kochelap, and S.I. Pekar, in: Teopus Cnonmannoi u Cmumynuposannoti Xemuniomunecyenyuu Iazoe [Theory of Spontaneous and Stimulated Gas
Chemiluminescence] (Naukova dumka, Kyiv, 1986), pp. 16-29. (in Russian)

Conference or Symposium Proceedings

[13] C. Yaakov, and R. Huque, in: Second International Telecommunications Energy Symposium Proceedings, edited by E. Yow (IEEE, New York, 1996),
pp. 17-27.

[14] V. Nikolsky, A.K. Sandler, and M.S. Stetsenko, in: Aémomamuxa-2004: Mamepiaru 11 Mixcnapoonoi Kongepenyii no Aesmomamuunomy Ynpaeninnio
[Automation-2004: Materials of the 11th International Conference on Automated Management] (NUHT, Kyiv, 2004), pp. 46-48. (in Ukrainian)

Patent
[15] LM. Vikulin, V.I. Irha, and M.IL. Panfilov, Patent Ukraine No. 26020 (27 August 2007). (in Ukrainian)

Thesis / Dissertation
[16] R.E. Teodorescu, Ph.D. dissertation, The George Washington University, 2009.

Special Notes
1. Use International System of Units (SI system). 2. It is undesirable to use acronyms in the titles. Please define the acronym on its first use in the paper. 3. Refer
to isotopes as '“C, *H, “Co, etc.



HaYKOBe BHAAaHHA

CXIIHO-€BPOIIEMCHKHUHU PIZUYHHU JKYPHAA
Homep 2, 2021

EAST EUROPEAN JOURNAL OF PHYSICS
No 2, 2021

36ipHUK HayKOBUX IIpallb
AHTAIMCBHKOIO Ta YKpaiHChKOI0 MOBaMU

KopekTop — KoBaaenko T.O.
Texuiunuii penakrop — lipauk C.A.
Komm’'rorepHe BepcranHda — [ipHuK C.A.

[Migrmucano no apyky 31.05.2021. dopmar 60x84 /8. [Tanip odceTHUH.
ApyK 1TuppOBHHA.
YM. apyk. apk. 16,3. O6a.-Bua. apk. 16,9
Tupazk 50 mp. 3am. . llina morosipHa

Bunasels i BUroToBAIOBAY
XapkiBcpkU# HanioHaabHUH yHiBepcuteT iMeHi B.H. Kapazina
61022, XapkiB, maiinan CBoboau, 4
CaigonrBo cy6’ekra BumaBaHu4oi copasu K Ne 3367 Bim 13.01.09

BunaBaEunTBO XapKiBCHKHUN HallioHaABHUH yHiBepcuTeT imeHi B.H. Kapa3ina
Tea. +380-057-705-24-32





