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We consider subtleties of the horizon (null-hypersurface) limit in the Parikh-Wilczek Membrane Approach to Black Holes. Specifically,
we refine the correspondence between the projected Einstein equations of gravity with matter and the Raychaudhuri-Damour-Navier-
Stokes (RDNS) equations of relativistic hydrodynamics. For a general configuration of gravity with matter we obtain additional terms
in the hydrodynamic equations, which include very specific combinations of the contracted logarithmic derivatives of a parameter (the
regularization function) determining the proximity of a stretched membrane to the black hole horizon. Nevertheless, direct computations
of the new terms for exact (Schwarzschild and Kerr) black hole solutions prompt the standard form of the RDNS equations, due to the
non-expanding horizon property of these solutions. Therefore, the reduction of the extended RDNS equations to their classical form
may be viewed as an additional consistency condition in the exact black hole solutions hydrodynamics, and may serve as a non-trivial
test for various viable approximations of spacetime metrics. We compare in detail the Parikh-Wilczek Membrane Approach with the
Gourgoulhon-Jaramillo method of a null-hypersurface description, as well as give the link of the obtained results to our previous work
on the Kerr black holes.
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1. INTRODUCTION
The Membrane Paradigm [1] is one of the prominent ways to describe effective degrees of freedom on a Black

Hole (BH) horizon. According to the Paradigm, a BH horizon is modeled by a stretched, penetrable and impacted by
electromagnetic field membrane, dynamics of which is given by hydrodynamic-type equations for a viscous relativistic
fluid [2–4]. In this way, the collective dynamics of fields near the event horizon is substituted by the dynamics of the dual
fluid.

Interest in the hydrodynamic dual description of non-gravitational fields was increased after the AdS/CFT Duality
foundation, and, as it was realized, some of the predictions of the Membrane Paradigm are directly related to outcomes of
the AdS/CFT. Nevertheless, the Membrane Paradigm is in no way equated to the AdS/CFT correspondence [5,6]. Though
a similarity between these approaches was mentioned since the early stages of the dual CFT hydrodynamics development
[7, 8], mainly due to the universal character of the transport coefficients of the dual fluid [7–10], the Membrane Paradigm
can, at best, be treated as a leading AdS/CFT approximation, or as its low-energy limit (see [11, 12] in this respect). Yet,
further advances of the Membrane Paradigm may open new prospects in the AdS/CFT Duality progress.

In our previous work, Ref. [13], we extended the Membrane Paradigm to the case of rotating BHs. (Strictly speaking,
in [13] we used the Membrane Paradigm in part, since we solely focused on the external part of the Kerr spacetime. We
thank Prof. O.B. Zaslavskii for comments in this respect. Note, however, that this restriction is enough in solving for
the problem how a black hole is viewed for an external observer as a “fluid”.) Operating with the Kerr solution in the
Boyer-Lindquist coordinates, we came to the conclusion on the divergence of the momentum density of the dual fluid on
the horizon. In General Relativity the divergence of a quantity on the horizon may be caused by the coordinates choice.
So that one of the motivations for this paper is to re-derive the main characteristics of the dual fluid in the Eddington-
Finkelstein parametrization of the Kerr metric, and to study their behavior in the vicinity of the horizon.

Accomplishing our goals requires the revision of main equations for the dual fluid, containing as the transport
coefficients, as well as other basic characteristics – energy, pressure, expansion, the momentum vector and the shear
tensor – of the medium. Previously, in [13], we derived the transport coefficients etc. of the effective dual medium by
comparing the energy-momentum tensor (EMT) of the stretched membrane with the conventional EMT of a relativistic
viscous fluid. Here, we will recover the characteristics of the fluid from hydrodynamic-type equations, to which the
projected, onto a null hypersurface, Einstein equations with matter are reduced.
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Specifically, 1+3 decomposition of time-like and space-like directions reduces the GR equations to external/internal
geometry of a hypersurface, embedded into the target space. These equations are well-known as the Gauss and Codazzi-
Mainardi equations (see, e.g., [14–17]).1 Further division of spatial directions [4] makes it possible to present the
projected, onto a 2D hypersurface, Gauss-Codazzi equations as the Raychaudhuri and the Navier-Stokes type equa-
tions [3, 4, 15, 16, 18–20]. The system of these equations2 determines the transport coefficients and other mentioned
characteristics of the dual to the stretched membrane effective substance. But there is a subtlety, related to the fact, that
the Gauss-Codazzi equations become the hydrodynamic-type equations only in the null-hypersurface limit. Taking this
limit is a non-trivial task, that should be performed with additional care.

Indeed, there is the apparent conceptual difference in the geometric description of space-like (a stretched membrane
type) and null (a BH horizon type) hypersurfaces, embedded into 4D space-time of the Minkowski signature. For a
space-like hypersurface one needs two orthogonal to the hypersurface time-like and space-like vectors. These vectors
can be represented in terms of two linearly independent null vectors, which makes the description more universal. The
case of a null-hypersurface, the intrinsic metric of which degenerates, requires coincidence of two linear-independent null-
vectors. Therefore, in the null-hypersurface limit, when the stretched membrane becomes the event horizon, it comes to be
important to obtain null-vectors from the originally time- and space-like ones, and to make them equal on the null-surface
in the last step.

On the way to this end, we want to revise, first, the procedure of getting the Raychaudhuri and the Damour-Navier-
Stokes (RDNS) equations [3, 4, 15, 16] from the projected Gauss-Codazzi equations in the Parikh-Wilczek Membrane
Approach. The main revision concerns the way of taking the horizon (the null-hypersurface) limit, i.e., of transition to
finite on the horizon quantities by the regularization. Details of this procedure can be found, e.g., in [4, 13].

Within the Membrane Approach of Ref. [4], the null-hypersurface limit is organized as setting the regularization
factor (some coordinate function) to zero. The role of this function is to provide the finiteness of the divergent on the
event horizon stress-energy tensor of a stretched membrane. On the other hand, this regularization factor can be viewed
as a degree of proximity of the membrane to the true horizon. The outcome of taking the null-hypersurface limit in the
Membrane Approach, without a reference to the specific type of space-time, consists in the extension of the RDNS-type
equations by terms with the contracted logarithmic derivatives of the regularization factor. This result can be found in
Section 2. In this section we also formulate two conditions on the regularization factor, called hereafter as the “consistency
conditions”, the fulfillment of which reduces the extended RDNS equations to their classical version [3, 18].3

Second, we want to verify the validity of the obtained consistency conditions on two exact solutions to the Einstein
equations. This part of our studies is presented in Section 3. Here we consider the Schwarzschild and the Kerr solutions
in the Eddington-Finkelstein coordinates. The simplicity of the Schwarzschild metric does not allow us to fully evaluate
possible limitations associated with the consistency conditions: they satisfy identically in the case. Performing the relevant
computations for the Kerr solution is a less trivial task. However, our consistency conditions hold even in this case. Since
the fulfillment of these conditions requires the tight coordination of different elements of a space-time metric, we can
expect the same outcome for any exact BH solution to the Einstein equations, where such coordination takes place. The
ground for such expectations is based on the ideology of the Membrane Approach to regularize the divergent on the
horizon quantities, and to construct in this way the effective dynamical description of the horizon hypersurface in terms
of the finite variables. Therefore, the established consistency conditions should hold for various viable approximations of
spacetime metrics in the appropriate approximation order as well.4

Conclusions contain a summary of our findings, their applications and further developments. Appendix A includes
details on the surface gravity, computation of which is another non-trivial check of the consistency of a BH-type solution.
Since our research focuses on the description of null-hypersurfaces, we pay special attention to comparing the approach
used here with the approach of [15,16]. In Appendix B we demonstrate the equivalence of the generalized Damour-Navier-
Stokes equation of Ref. [15] to the DNS-type equation from Section 2.1, obtained within the Membrane Approach [4].
Appendix C contains the overview of taking the null-hypersurface limit of the generalized DNS equation from Ref. [15],
that again leads us to the consistency conditions from Section 2.2. Recall, nothing special to recover the standard form
of the DNS equation was required in Ref. [15] upon taking the horizon limit. We briefly comment on the nature of
discrepancies between two approaches in this respect.

We use the following notation throughout the paper. The 4D metric signature is chosen to be the mostly positive
one. All indices (no matter what kind of, Latin or Greek) are supposed to be the indices of 4D target space. gab, hab and
γab are the 4D metric, 3D and 2D induced metric tensors, respectively. The induced metrics of low-dimensional spaces
are used as projection operators. Then, ▽a symbol denotes 4D covariant (w.r.t. gab) derivative; 3Da and 2

Da are the

1Following Misner, Thorne and Wheeler [14], we will refer to these equations as the Gauss-Codazzi equations.
2Since the expansion and the shear tensor are also characteristics of the fluid, we refer to the Raychaudhuri equation as to a hydrodynamic-type

equation.
3Note that the generalization of the Damour-Navier-Stokes equation in the vicinity of the horizon has been obtained in Ref. [15]. In two added

Appendices B and C we give the detailed comparison of the approach of [15] and the Membrane Approach we follow in the paper, as well as we outline
the correspondence of the obtained by us consistency conditions to the null-hypersurface limit of [15].

4Then, the viability of an approximate solution for the space-time metric can be evaluated comparing the approximation orders of the solution and
of the consistency conditions: the approximation order of the consistency conditions has to be the same, or higher than that of the solution.
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covariant derivates w.r.t. 3D and 2D induced metrics. The explicit form of 3Da and 2
Da is given in the main text of the

paper. In Appendices B and C we use the conventions of Refs. [15,16] to simplify the comparison of different approaches
to each other.

2. RELATIVISTIC HYDRODYNAMICS OF THE MEMBRANE APPROACH
2.1. From the Gauss-Codazzi to the Damour-Navier-Stokes and the Raychaudhuri equations

The starting point of our consideration (see [4] for details) is the Gauss-Codazzi equation in the 1+3 decomposition
of metric:

3Db
tab = −h

c
aTcdn

d
. (1)

Here tab is the 3D stretched membrane energy-momentum tensor,

tab =
1

8π
(Khab −Kab); (2)

Tab denotes the energy-momentum tensor (EMT) of matter fields. The space-like unit vector na (nan
a
= 1) is orthogonal

to the hypersurface of the stretched membrane, endowed with the induced metric hab = gab − nanb. The extrinsic
curvature tensor of the membrane hypersurface is determined by

Kab = h
α
ah

β
b ▽β nα; (3)

K = g
ab
Kab is its trace. The l.h.s. of eq. (1) also involves the 3D covariant derivative 3Da, whose action is specified by

3Dc
tab ≡ h

cγ
ha

α
hb

β
▽γ tαβ . (4)

To bridge the Membrane Approach [4] to relativistic hydrodynamics, we have to introduce the time-like unit vector ua

(ua
ua = −1) and to form the 2D (Euclidean) induced metric γab = hab + uaub. Then, by means of ua and γab, the

membrane EMT tab is equivalently presented as

t̂ab ≡ 8π tab = Euaub + Pγab + qaub + qbua + τab. (5)

From the point of view of the original four-dimensional metric, eq. (5) requires the 1 + 1 + 2 metric decomposition

gab = −uaub + nanb + γab, (6)

where, by construction,

n
a
hab = 0, tabn

b
= 0, u

a
na = 0, γab = hab + uaub γabn

b
= γabu

b
= 0. (7)

The physical meaning of quantities on the r.h.s. of eq. (5) is easy to derive from the Eckart approach to relativistic
irreversible thermodynamics (see, e.g., Section 7.8 of [21] in this respect). The first two terms on the r.h.s. of (5) are treated
as the energy density and the pressure; they form the EMT of an ideal fluid. A viscous fluid description requires adding
the shear tensor τab, responsible for anisotropic stresses, the heat flow vector qa, as well as adding an extra contribution
to the pressure due to the fluid viscosity. The heat flow vector and the shear tensor are characterized, in particular, by

q
b
ub = 0, τabu

a
= 0, τab = τba, Tr τab = 0.

However, it is convenient to consider the other set of common for the Membrane Approach variables

θ̂ = −E , ĝ = P −
θ̂

2
, qa = −Ω̂a, τab = −σab , (8)

in terms of which t̂ab takes the following form:

t̂ab = −θ̂uaub − σ̂ab + ( θ̂
2
+ ĝ) γab − Ω̂aub − Ω̂bua . (9)

On account of the orthonormality/orthogonality conditions (7), for θ̂, Ω̂a, ĝ and σ̂ab we get

θ̂ = −t̂abu
a
u
b
, Ω̂a = t̂cbu

b
γ
c
a , ĝ =

1

2
(t̂abγab

+ t̂abu
a
u
b) ,

σ̂ab = − (t̂cdγc
aγ

d
b −

1

2
γab (t̂cdγcd)) . (10)



38
EEJP. 4 (2024) A.M. Arslanaliev, et al.

We now have everything we need to write eq. (1) as equations of a 2D viscous fluid. We project eq. (1) onto the
transverse and the longitudinal with respect to u

a directions to this end:

γ
c
a
3Db

t̂cb = −8πγ
c
aTcdn

d
, u

a 3Db
t̂ab = −8πTcdu

c
n
d
. (11)

Inserting the membrane EMT (9) into the orthogonal to u
a part of the Gauss-Codazzi equations, and taking into account

the orthogonality of ua and n
a to hab and γab, the orthogonality of Ω̂a to u

a and n
a, and the definition of the Lie derivative

along a vector field ξ
a, we arrive at

γ
b
a∂b (

θ̂

2
+ ĝ) −

2
D

b
σ̂ab + [γac (ĝ −

θ̂

2
) − σ̂ac]ub

▽b u
c
+ 8πγ

c
aTcdn

d
= γ

c
aLuΩ̂c + Ω̂a

3Db
ub

+ γ
c
aΩ̂

b(▽buc −▽cub) .
(12)

Here 2
Da is the 2D (contracted) covariant derivative determined by

2
D

b
σ̂ab = γ

δ
aγ

βρ
▽β σ̂δρ . (13)

For the part of eqs. (11) along the time-like direction, after some algebra we get

u
b
∂bθ̂ + ( θ̂

2
− ĝ) 3Db

ub + σ̂ab
3Db

u
a
+

3Db
Ω̂b + Ω̂au

b
▽b u

a
+ 8π u

a
n
b
Tab = 0. (14)

To outline the correspondence of eq. (14) to the Raychaudhuri equation, it is convenient to introduce a symmetric tensor

Θ̂ab = σ̂ab +
θ̂

2
γab, (15)

and to take into account that 3Db
ub = hab

3Db
u
a
= (γab − uaub)3Db

u
a
= γab

3Db
u
a. Then eq. (14) becomes

u
b
∂bθ̂ − ĝ

3Db
ub + Θ̂ab

3Db
u
a
+

3Db
Ω̂b + Ω̂au

b
▽b u

a
+ 8π u

a
n
b
Tab = 0. (16)

The so obtained eqs. (12) and (16) turn out to be the Damour-Navier-Stokes and Raychaudhuri equations of 2D
relativistic hydrodynamics in the null-hypersurface (horizon) limit. Let us see how it happens.

2.2. The Null-Hypersurface Limit
General analysis of the stretched membrane EMT (9) leads to the conclusion on its divergence on the horizon [4].

Geometrically, this fact is related to the degeneration of the stretched membrane hypersurface to null-hypersurface, that,
in particular, means the divergence of time-like and space-like vectors ua and n

a on the event horizon H. The Membrane
Approach [4] suggests introducing a regularization factor (a function of coordinates) α, which vanishes on the horizon,
and whose role is to provide the finiteness of quantities in the null-hypersurface (α → 0) limit. The choice of this
regularization factor is determined by the requirements

lim
α→0

αu
a
= l

a
, lim

α→0
αn

a
= l

a
, l

a
la = 0, (17)

where l
a is a null geodesic generator of H. This null-vector obeys the equation

l
b
▽b l

a
= gH l

a
, (18)

which can be treated as a definition of the surface gravity gH.5

Now we have to regularize the EMT (9), and to write down eqs. (12) and (16) in terms of the regularized (in the
α → 0 limit) quantities on the horizon. The regularization comes as follows:6

θ̂ = α
−1
θ, ĝ = α

−1
g, Θ̂ab = α

−1
Θab, σ̂ab = α

−1
σab, Ω̂a = Ωa. (19)

Then, in terms of the regular on the horizon variables θ, g, Θab and Ωa, eq. (12) comes into

α
−1 (γb

a∂b (
θ

2
+ g) − 2

D
b
σab + [γac (g −

θ

2
) − σac]ub

▽b u
c
− [γab (

θ

2
+ g) − σab] ∂b

lnα)

+ 8πγ
c
aTcdn

d
= γ

c
aLuΩc + Ωa

3Db
ub + γ

c
aΩ

b(▽buc −▽cub) .
(20)

5More on computations of the surface gravity for the Kerr BH can be found in Appendix A.
6The scaling in α of different variables depends on their physical interpretation. The Hájiček field [22] Ω̂a is a measure of rotation, and it does not

depend on a specific spacetime point, though it depends on the chosen frame.
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Whereas eq. (16) becomes

α
−1 (ub

∂bθ − thu
b
∂b lnα − g

3Db
ub +Θab

3 Db
u
a) + 3Db

Ωb + Ωau
b
▽b u

a
+ 8π u

a
n
b
Tab = 0 . (21)

The next step in completing the task is to take the limit α → 0. Here we have to use both relations (17) with care,
since two operations – taking the limit and acting by derivatives on u

a and n
a – do not commute. And final expressions

will be simplified by use of various orthogonality relations.
Consider, for instance, two combinations with the 3D covariant derivative acting on u

a. The first combination, which
occurs in both eqs. (20), (21), is 3Db

ub. In the null-hypersurface limit we get

lim
α→0

3Db
ub = lim

α→0
h
ab

▽a ub = lim
α→0

(γab
− u

a
u
b)▽a ub = lim

α→0
γ
ab

▽a ub = − lim
α→0

ub ▽a γ
ab

≃ −α
−1
lb ▽a γ

ab
= α

−1
γ
ab

▽a lb = α
−1
θ, (22)

where we have used the orthogonality relations γab
ub = 0 and γ

ab
lb = 0 to rearrange the action of the derivative and to

take the limit directly. To arrive at the final answer, we have used the definition of the expansion θ on the horizon, i.e., on
the hypersurface, where relations (17) hold: θ = γ

ab ▽a lb.
The second combination, 3Db

u
a, admits the following representation in the limit:

lim
α→0

3Db
u
a
= lim

α→0
h
bβ
h
aα

▽β uα = lim
α→0

h
bβ
γ
aα

▽β uα = − lim
α→0

h
bβ
uα ▽β γ

aα

≃ −α
−1
h
bβ

lα ▽β γ
aα

= α
−1
h
bβ
γ
aα

▽β lα.
(23)

It can be used to write down Θab
3Db

u
a as α−1

ΘabΘ
ba on the horizon. Indeed,

lim
α→0

Θab
3Db

u
a
≃ α

−1
Θab h

bβ
γ
aα

▽β lα = α
−1
Θab γ

bβ
γ
aα

▽β lα = α
−1
ΘabΘ

ba
, (24)

where we have applied the definition of Θab on the horizon: Θab = γ
α
a γ

β
b ▽α lβ . Therefore, at this stage of our consider-

ation, eq. (21) turns into

l
b
∂bθ − θ l

b
∂b lnα − gθ +Θab Θ

ab
+ 8π l

a
l
b
Tab + lim

α→0
α
2
Ωa u

b
▽b u

a
= 0. (25)

And the non-triviality of the last term on the l.h.s. of (25) strongly depends on the scaling, with respect to the regularization
factor α, properties of limα→0 u

b ▽b u
a.

Let us consider this expression in more detail. Taking the α → 0 limit of va ≡ γ
c
a u

b ▽b uc, we get:

lim
α→0

va ≡ lim
α→0

γ
c
a u

b
▽b uc = − lim

α→0
u
b
uc ▽b γ

c
a ≃ −α

−2
l
b
lc ▽b γ

c
a = α

−2
γ
c
a l

b
▽b lc . (26)

Were we use eq. (18) as is, the introduced vector va would be always equal to zero on the horizon, due to the orthogonality
of the null-vector la to the induced metric γab. However, in the vicinity of the horizon, eq. (18) can be generalized to

l
b
▽b l

c
= gHl

c
+ λ

c
, (27)

where λc is a vector, which vanishes on the event horizon:

lim
α→0

λ
a
= 0. (28)

If λa vanishes as α2 (e.g., λc
= α

2
γ
cd
ξd), then limα→0 va ≠ 0, so that va remains finite on the horizon.7 Nevertheless,

even with such a generalization, the last term on the l.h.s. of (25) becomes equal to zero.
To take the null-hypersurface limit of eq. (20), one needs to write down the r.h.s. of this equation. Straightforward

computations which take into account the orthogonality of Ωa to l
a, symmetry of Θab tensor, and the outcome of eq. (22),

result in
lim
α→0

[γc
aLuΩc + Ωa

3Db
ub + γ

c
aΩ

b(▽buc −▽cub)] ≃ α
−1 (LlΩa + Ωaθ) . (29)

So that, the null-hypersurface limit of eq. (20) leads to

γ
b
a∂b (

θ

2
+ g) − 2

D
b
σab + [γac (g −

θ

2
) − σac] vc − [γab (

θ

2
+ g) − σab] ∂b

lnα

+ 8πγ
c
aTcdl

d
= γ

c
aLlΩc + Ωaθ.

(30)

7In Section 3 we justify the finiteness of va in the horizon limit for the Kerr BH solution by direct computations.
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Summing up, in the null-hypersurface limit the projected Gauss-Codazzi equations (12) and (16) are rearranged into

l
b
∂bθ − gθ +Θab Θ

ab
+ 8π l

a
l
b
Tab = θ l

b
∂b lnα, (31)

and

γ
b
a∂b (

θ

2
+ g) − 2

D
b
σab + 8πγ

c
aTcdl

d
− γ

c
aLlΩc − Ωaθ

= [γab (
θ

2
+ g) − σab] ∂b

lnα − [γac (g −
θ

2
) − σac] vc.

(32)

These equations coincide (cf., e.g., Ref. [15, 16]) with the Raychaudhuri and the Damour-Navier-Stokes (RDNS) equa-
tions, if the following conditions are satisfied:

[γac (g −
θ

2
) − σac] vc = [γab (

θ

2
+ g) − σab] ∂b

lnα , l
b
∂b lnα = 0. (33)

Since these conditions contain the potentially divergent on the horizon parts, while the proposed regularization procedure
of [4] was oriented toward making the quantities finite on the horizon, we arrive at the apparent contradiction. Therefore,
we have to verify the fulfillment of these consistency conditions on a specific spacetime geometry. We will use two exact
solutions to the Einstein equations – the Schwarzschild and the Kerr black holes – to this end.

3. EXPLORING THE RDNS-TYPE EQUATIONS OF THE NULL-HYPERSURFACE LIMIT
3.1. The Schwarzshild solution

We get started with a warm-up exercise of the Schwarzschild solution, on the example of which we will estab-
lish/discuss: (i) the origin of different choices in the 1+1+2 metric decomposition within the Membrane Approach of [4];
(ii) triviality of the consistency conditions (33) for the Schwarzschild BH solution; (iii) the relation between the null-
hypersurface limit of the Membrane Approach and the null-hypersurface description of [15, 16].

To achieve our goals, we will use the Eddington-Finkelstein coordinates (v, r, θ, φ), which are related to the original
coordinates of the standard Schwarzschild metric (tS , r, θ, φ) as8

v = tS + r
∗
= tS + r + 2M ln

»»»»»»
r

2M
− 1

»»»»»». (34)

The “tortoise” coordinate r
∗ is the solution to the connection equation

dr
∗
=

dr

f(r) , f(r) = 1 −
2M
r , (35)

and the Schwarzschild metric in the Eddington-Finkelstein coordinates becomes

ds
2
= −f(r)dv2 + 2dvdr + r

2(dθ2 + sin
2
θ dφ

2). (36)

To proceed further, we introduce a new time-like coordinate t = v − r, in terms of which the interval (36) turns into

ds
2
= − (1 − 2M

r ) dt2 + 4M
r dtdr + (1 + 2M

r ) dr2 + r
2(dθ2 + sin

2
θ dφ

2). (37)

Now, let’s present the encoded in (37) metric as gab = −uaub + nanb + γab. The structure of (37) suggests two
possible alternatives to this end:

• First, we can choose

ua =

⎛
⎜
⎝
−

√
1 −

2M
r ,

2M

r
√
1 − 2M

r

, 0, 0
⎞
⎟
⎠
, na =

⎛
⎜
⎝
0,

1√
1 − 2M

r

, 0, 0
⎞
⎟
⎠
, −u

a
ua = n

a
na = 1, (38)

γab =

⎛
⎜⎜⎜⎜⎜⎜
⎝

0 0 0 0
0 0 0 0

0 0 r
2

0

0 0 0 r
2
sin

2
θ

⎞
⎟⎟⎟⎟⎟⎟
⎠
. (39)

This choice corresponds to forming the perfect square from the 1st and the 2nd term on the r.h.s. of (37).
8We set G = c = 1.
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• Second, we can present the metric as gab = −ũaũbdx
a
dx

b + ñañbdx
a
dx

b + γabdx
a
dx

b with vectors

ũa =

⎛
⎜
⎝
−

1√
1 + 2M

r

, 0, 0, 0
⎞
⎟
⎠
, ña =

⎛
⎜
⎝
2M
r

1√
1 + 2M

r

,

√
1 +

2M
r , 0, 0

⎞
⎟
⎠
, −ũ

a
ũa = ñ

a
ña = 1, (40)

and the same angle part γab as before. This presentation of the metric follows from forming the perfect square out
of the 2nd and the 3rd term on the r.h.s. of eq. (37).

These two representations of the same metric are not unrelated to each other since the vectors are related by Lorentz
transformations in the plane transversal to the angular coordinates:

ũa = Λa
b
ub, ña = Λa

b
nb; ΛΛ

T
= 1. (41)

Eqs. (17), crucial for the Membrane Approach, hold for the regularization factor9 α =

√
f(r), and time/space-like

vectors (38):
lim
α→0

αu
a
= l

a
, lim

α→0
αn

a
= l

a
, l

a
= (1, 0, 0, 0). (42)

The vector la is a null-vector on the horizon (i.e., at f(r) = 0).10 As one can see, the regularization factor depends only
on the radial coordinate. Therefore, the consistency conditions (33) are trivially satisfied, so that for the Schwarzschild
geometry the RDNS-type equations (31), (32) coincide with that of originally derived in [3, 4] and [18].

Now, let us briefly discuss the correspondence of the Membrane Approach to the null-hypersurface description
of [15, 16]. To define a time-like hypersurface, one can specify two null-vectors transversal/longitudinal to it. These
null-vectors are constructed out of linear combinations of ũa and ñ

a (see [16]),

l
a
= N(ũa

+ ñ
a), k

a
=

1

2N
(ũa

− ñ
a),

ũ
α
=

⎛
⎜
⎝

√
1 +

2M
r ,−

2M
r

1√
1 + 2M

r

, 0, 0
⎞
⎟
⎠
, ñ

a
=

⎛
⎜
⎝
0,

1√
1 + 2M

r

, 0, 0
⎞
⎟
⎠
,

(43)

with a lapse function N . To equate l
a of (43) to l

a
= (1, 0, 0, 0) on the event horizon rH = 2M , one fixes N =

1/
√
1 + 2M/r. Then, after recovering the exact form of the second null-vector ka, it is easy to verify that l2 = 0, k2 = 0

and l
a
ka = −1 everywhere.

Apparently, the same consideration is applicable to u
a and n

a vectors

u
a
=

⎛
⎜
⎝

1√
1 − 2M

r

, 0, 0, 0
⎞
⎟
⎠
, n

a
=

⎛
⎜
⎝

2M

r
√
1 − 2M

r

,

√
1 −

2M
r , 0, 0

⎞
⎟
⎠
, (44)

which are the contravariant counterpart of (38). In this case, the lapse function N is given by N =

√
(1 − 2M/r)/(1 +

2M/r). Therefore, following [15,16], one may recover the corresponding null-vectors for any reasonable form of 1+1+2
metric decomposition. However, to describe a null-hypersurface the same conditions must be met as in eqs. (42).

To sum up, different rearrangements of the diagonal and non-diagonal terms in the non-angular part of metric (37)
lead to different forms of its 1+1+2 decomposition. Just one of them falls into the criteria of the null-hypersurface
description, and can be used in computing characteristics of the dual, to the stretched membrane near the BH horizon,
fluid. There are various approaches to reach this goal, examples of which are that of [4] and [15, 16]. They are slightly
different in details, but comparing them to each other11 we draw the conclusion that they lead to the same outcomes.

Unfortunately, the Schwarzschild solution is plain to reveal all sides of the RDNS equations extension. It can be
done in the analysis of a more complicated example, like the Kerr BH solution, to the consideration of which we now
turn.

3.2. The Kerr Black Hole
The Kerr metric in the Eddington-Finkelstein coordinates (v, r, θ, φ) is given by

ds
2
= − (1 − 2Mr

ρ2
) dv2 + 2dvdr − 2a sin

2
θdφdr −

4aMr

ρ2
sin

2
θdvdφ + ρ

2
dθ

2

+ (r2 + a
2
+

2Mr

ρ2
a
2
sin

2
θ) sin2 θdφ2

, ρ
2
= r

2
+ a

2
cos

2
θ.

(45)

9More on the choice of α can be found, e.g., in [4, 13].
10Outside (in the vicinity of) the horizon, la becomes either a time-like vector, if it is associated with u

a, or a space-like one, if it is associated with
n
a.

11We refer the reader for two Appendices B and C, where we establish the equivalence between the generalized DNS equations near the event
horizon of this paper and of Ref. [15], and re-derive the established here consistency conditions from the construction of [15, 16].
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As in the Schwarzschild BH case, we introduce the time coordinate t = v − r, so that, in terms of (t, r, θ, φ),

ds
2
= − (1 − 2Mr

ρ2
) dt2 + 4Mr

ρ2
dtdr −

4aMr

ρ2
sin

2
θdtdφ + (1 + 2Mr

ρ2
) dr2

− 2a sin
2
θ (1 + 2Mr

ρ2
) drdφ + ρ

2
dθ

2
+ (r2 + a

2
+

2Mr

ρ2
a
2
sin

2
θ) sin2 θ dφ2

.

(46)

The metric (46) contains three cross-terms, that apparently complicates the 1 + 1 + 2 decomposition. Its inverse
contains merely two cross-terms,

ds̃
2
≡ g

ab
∂a∂b = − (1 + 2Mr

ρ2
) ∂2

t +
4Mr

ρ2
∂t∂r +

∆

ρ2
∂
2
r +

2a

ρ2
∂r∂φ +

1

ρ2
∂
2
θ +

1

ρ2 sin2 θ
∂
2
φ, (47)

that slightly simplifies the computations. In writing the inverse metric we have used the dual basis notation

dx
b
∂a = δ

b
a. (48)

∆ is the standard for the Kerr solution function of the radial direction,

∆ = r
2
+ a

2
− 2Mr, (49)

used for determining the radial locations (r±H) of the black hole horizons: ∆(r±H) = 0.
As in the case of the Schwarzschild spacetime, there are two possible rearrangements of the inverse Kerr metric (47)

as gab = −ua
u
b + n

a
n
b + γ

ab suggested by its structure:
i) The first option refers to forming the perfect square from the 1st and the 2nd terms on the r.h.s. of (47) at the first

step, and going along this line further on.
ii) The second option supposes combining the 2nd and the 3rd terms on the r.h.s. of (47) at the first stage, with developing

this line after.12

However, within the Membrane Approach, we have to choose the way, along which we will be able to produce eqs. (17)
with the appropriately chosen α. Thus, we have to determine the null-vector la for the Kerr geometry first.

According to the Kerr metric structure, there are two associated Killing vectors (in t and φ directions), that specifies
non-trivial components of the null-vector la:

l
a
= (lt, 0, 0, lφ) = (1, 0, 0, X). (50)

The function X is fixed from the null-vector condition, lala = 0 . For the metric (46), the null-vector condition leads to

X =
2aMr

A
±

ρ sin θ

A

√
(A − (2Mr)2) − 2Mr∆ , (51)

where we have introduced

A = ρ
2(r2 + a

2) + 2a
2
Mr sin

2
θ = (ρ2 + 2Mr)∆ + (2Mr)2. (52)

On the horizon, where ∆ = 0 and A = (2MrH)2, eq. (51) turns into X = a/(2MrH); hence13

l
a
= (1, 0, 0, a

2MrH
) . (53)

It is easy to check that the metric decomposition “i)” does not lead to limα→0 αu
a
= limα→0 αn

a
= l

a, required in
the Membrane Approach, whatever the α factor would be. For this reason, we have to turn to the option “ii)”. Rearranging
the metric (47) in this way, we arrive at

ds̃
2
=

1

ρ2

⎡⎢⎢⎢⎢⎢⎢⎢⎣
−(

√
A

∆
∂t +

2Mra√
A∆

∂φ)
2

+ (2Mr√
∆

∂t +
√
∆ ∂r +

a√
∆

∂φ)
2

+ ∂
2
θ +

ρ
4

A sin2 θ
∂
2
φ

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (54)

Now, for getting g
ab

= −ua
u
b + n

a
n
b + γ

ab, with ∆ of (49) and A of (52), we take

u
a
= ∆

−1/2 (
√
A
ρ , 0, 0,

2Mra

ρ
√
A

) , n
a
= ∆

−1/2 (2Mr
ρ ,

∆
ρ , 0,

a
ρ) , (55)

12In the Schwarzschild (i.e., zero-rotation) limit, the option “i)” corresponds to ũ
a and ñ

a of (43), while the option “ii)” leads to (44).
13Note that here we consider the external part of the Kerr spacetime. Therefore, rH = M +

√
M2 − a2 is the outer horizon (the largest root of

∆(r) = 0 algebraic equation).
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γ
ab

=

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

0 0 0 0
0 0 0 0

0 0 ρ
−2

0

0 0 0 ρ
2

A sin2 θ

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠
. (56)

And, to equate (53) and (55) in the null-hypersurface limit, the regularization function has to be

α = ρ

√
∆

A
. (57)

Having fixed all the needed ingredients, we can compute the energy-momentum tensor t̂ab (cf. eqs. (2), (3), (5) and
(9)):

t̂
ab

=
1

∆1/2ρ3(r, θ)

⎛
⎜⎜⎜⎜⎜⎜
⎝

−(r −M)a2 cos2 θ − a
2(M + r) − 2r

3
0 0 −aM

0 0 0 0
0 0 r −M 0

−aM 0 0 r−M
sin2 θ

⎞
⎟⎟⎟⎟⎟⎟
⎠
. (58)

After that, taking into account eqs. (55), (56), and (10), we get

θ̂ =
∆

1/2

Aρ
h(r, θ), h(r, θ) = 2r

3
+ a

2(r +M) + (r −M)a2 cos2 θ;

Ω̂
a
= (0, 0, 0, aM

ρ2A3/2 ω(r, θ)) , ω(r, θ) = a
2(a2 − r

2) cos2 θ − 3r
4
− a

2
r
2
;

ĝ =
M

∆1/2ρ3A
((r2 + a

2)2(r2 − a
2
cos

2
θ) − 4a

2
Mr

3
sin

2
θ) ;

σ̂
ab

= diag (0, 0, ∆
1/2

ρ3
( r

ρ2
−

h(r, θ)
2A

) , ∆
1/2

a
2

2ρA2
(a2(M − r) cos2 θ − r

2(3M + r))) .

(59)

Recall, ∆, A and ρ have been introduced in (45), (49) and (52). The tensor Θ̂ab, introduced in (15), then becomes

Θ̂
ab

= diag (0, 0, ∆
1/2

r

ρ5
,

∆
1/2

ρ sin2 θ

ρ
2
h(r, θ) −Ar

A2
) . (60)

A brief inspection of (59) and (60) leads to the conclusion that the only ĝ turns out to be singular on the horizon.
After the regularization, g = αĝ becomes

g =
M

ρ2A3/2 ((r2 + a
2)2(r2 − a

2
cos

2
θ) − 4a

2
Mr

3
sin

2
θ) , (61)

and, in the null-hypersurface limit, it coincides with the surface gravity on the horizon:

lim
α→0

g = gH, gH =

√
M2 − a2

2M(M +
√
M2 − a2)

. (62)

The other non-trivial quantity on the horizon is the vector field Ω̂a, which, according to (19), does not need to be regular-
ized: Ω̂a = Ωa.

To figure out the form of the RDNS-type equations in the case, we have to verify the consistency conditions (33). For
the null-vector la (see eq. (53)) and the regularization function α (see eq. (57)), the second condition of (33) is satisfied.
Verifying the first condition of (33), one needs the exact form of the projected acceleration vector va = γ

c
a u

b ▽b uc, a
direct computation of which results in

va = (0, 0,−2a
2
Mr(r2 + a

2) cos θ sin θ
ρ2A

, 0) . (63)

According to (63), va is finite on the horizon, that has been assumed upon the derivation of the consistency conditions
(33). Straightforward computations show that, with va from (63) and α from (57), the first of the conditions (33) is also
satisfied.

Thus, as in the Schwarzschild case, the Kerr BH geometry keeps the standard form (cf., e.g., [16]) of the Raychaud-
huri and the Damour equations of a (1+2) null-hypersurface. (I.e., eqs. (31) and (32) have trivial right hand sides in the
case.)
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We end up this section with recalling how the l.h.s. of the Damour equation (32) is related to the Navier-Stokes
equation for a viscous fluid [3]. Let us introduce a force surface density fa = −γc

aTcdl
d, the momentum density πa, the

pressure p, the shear and bulk viscosities η and ζ of the fluid as

πa = −
1

8π
Ωa, p =

g

8π
, η =

1

16π
, ζ = −

1

16π
. (64)

Then, the l.h.s. of (32) can be presented in the form of the Navier-Stokes equation

γ
c
aLlπc + θπa = −

2
Dap + 2η

2
D

b
σba + ζ

2
Daθ + fa. (65)

The correspondence of the momentum density π
a to the Hájiček field Ω

a
= Ω̂

a makes the former finite on the horizon.
(Cf. eqs. (59)). Comparing this result with the early obtained divergence of πa on the horizon of the Kerr BH in the
Boyer-Lindquist coordinates [13], we conclude on the frame dependence of the momentum density: the correct choice of
coordinates makes the quantity finite on the horizon.

4. CONCLUSIONS
Let us summarize our findings. At the first stage of our studies, following the Parikh-Wilczek Membrane Approach to

black holes, we have presented the Gauss-Codazzi equations on the horizon as hydrodynamic-type equations. We expected
to derive the standard Raychaudhuri and the Damour-Navier-Stokes (RDNS) equations of a viscous fluid in this way.
However, our actual result looks slightly different: the final equations are extensions of the RDNS equations. Specifically,
there appears new terms, containing derivatives of a function of the regularization parameter. Recall, this parameter is
used for making the energy-momentum tensor of a stretched membrane finite on the horizon. The explicit form of this
function – the logarithm in the case of the standard regularization within the Membrane Approach – depends on the way
of regularization. Anyway, the established new terms can not be ignored in the null-hypersurface limit, upon building
the bridge between geometry (the Gauss-Codazzi equations) and dynamics (the RDNS equations). Getting the “classical”
RDNS equations back two non-trivial conditions must be met. And the fulfillment of these consistency conditions requires
the tight coordination of different elements (metric, null-vectors, projected acceleration vector, regularization function) of
the chosen space-time geometry.

To investigate this issue in more detail, we have examined two notable examples of exact solutions to the Einstein
equations: the Schwarzschild and the Kerr black holes. The case of the Schwarzschild solution has been considered
as a warm-up exercise, aimed at establishing the machinery, which could be further applied to the Kerr solution in the
Eddington-Finkelstein parametrization. In view of simplicity of the Schwarzschild solution, the mentioned consistency
conditions are trivially satisfied. The established consistency conditions have been verified, to the full extent, in the case
of the Kerr metric in the Eddington-Finkelstein parametrization. The verification requires more technical efforts, due to a
complicated structure of the metric tensor, but we arrive at the conclusion on the fulfillment of the consistency conditions
in this case. Therefore, for the Schwarzschild and the Kerr solutions, the RDNS equations of the Membrane Approach
do not change. We can expect the same effect for exact BH solutions to the Einstein equations with the required tight
coordination of the spacetime geometry components which results in the non-expanding (isolated) horizon [23–26], and,
consequently, in the classical form of the RDNS equations on the horizon. As we have mentioned in Introduction, the
ground for such expectations is based on the ideology of the Membrane Approach to regularize the divergent on the
horizon quantities, and to construct in this way the effective dynamical description of the horizon hypersurface in terms
of the finite variables.

In the course of our studies we paid a special attention to the relation of the Membrane Approach [4] to the
Gourgoulhon-Jaramillo [15, 16] method of a null-hypersurface description. Note that within the approach of [15, 16]
it was obtained the generalization of the Damour-Navier-Stokes (DNS) equation in the vicinity of the event horizon of
a BH-type solution to the Einstein equations. However, in the null-hypersurface limit, the authors of [15, 16] drew the
conclusion that on the horizon the generalized DNS equation is reduced to its classical form. This fact motivates us to
investigate the correspondence between the Membrane Approach used in the paper and the approach of [15, 16] in more
detail. In two added Appendices we establish the equivalence of the DNS equation generalizations near the horizon in
the approaches of [4] and [15, 16] for the specific metric parametrization used by Gourgoulhon and Jaramillo. (This
parametrization supposes the trivial vorticity tensor of a geodesic congruence.) Also, the detailed consideration of the
null-hypersurface limit within the approach of [15, 16] leads to the same set of the consistency conditions as in the Mem-
brane Approach. It turns out that both consistency conditions follow from the generalized DNS equation without the need
to consider an additional equation like the Raychaudhuri equation. This emphasizes the self-consistency of the Einstein
equations, from which the RDNS equations follow. And again, the main condition to keep the classical form of the DNS
equations on the horizon is the requirement of having the non-expanding horizon.

Since the non-expanding/isolated horizon is common for exact BH solutions [23–26], a more interesting situation
arises for non-exact solutions of the BH type, like, for instance, slowly rotating BHs, metrics mimicking black holes,
post-Newtonian corrected BHs etc., examples of which can be found in [27–33]. If these approximations of the spacetime
metric are used in the construction of the relativistic hydrodynamics within the Membrane Approach, the established
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consistency conditions should hold for them as well, to the same order of the approximation as for the Einstein equations.
(Cf. footnote 5 in this respect.) So that, the established here consistency conditions can be served as an additional tool in
verifying the viability of such approximations. It would be interesting to find examples of metrics where the consistency
conditions fails, and to analyze reasons for that. We hope to report on this and other results of our studies in future
publications.
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A. THE SURFACE GRAVITY FOR THE KERR SOLUTION
Let us consider the surface gravity calculation for a rotating BH in more detail.
There are several ways to compute the surface gravity. One may use, for instance, eq. (18). Another way is to take

into account the fact that the null-vector la (53) is nothing but the Killing vector of the Kerr BH metric, ξa = ∂t + Ω∂φ,
on the horizon. Ω is the angular velocity, defined by

Ω ≡
dφ

dt
=

dφ/ds
dt/ds =

u
φ

ut
=

2Mra

A
, (A.1)

where we have used the components of ua from (55). Note, preliminarily, that (A.1) points to the following details:
i) the vector ua is the velocity of the so-called stationary observer, which possesses arbitrary, but uniform, angular

velocity Ω;
ii) this angular velocity coincides with the ZAMO (zero angular momentum observer) angular velocity, defined by L̂ ≡

uφξ
φ
= 0. For metric (46), the zero angular momentum is realized as uφ = u

t
gtφ + u

φ
gφφ = 0. Hence,

ω ≡
u
φ

ut
= −

gtφ
gφφ

. (A.2)

With metric (46),

ω =
2aMr

A
, (A.3)

that is the same as Ω of (A.1). Therefore, the 4-velocity u
a from (55) is that of a ZAMO;

iii) the angular velocity Ω coincides with the angular velocity of the black hole on the black hole horizon

ΩH ≡ ω(rH) = a

2MrH
≡

a

r2H + a2
. (A.4)

By use of the Killing vector nature of ξa, one may easy verify the relation

▽a (ξbξb) = −2gH ξa, ξ
a
= ∂t + ΩH∂φ, (A.5)

which we will use in computations of the surface gravity gH.
The norm of ξa for the Kerr metric in the Eddington-Finkelstein coordinates is given by

ξ
a
ξa =

A sin
2
θ

ρ2
(ΩH − ω)2 − ρ

2
∆

A
. (A.6)

Then the covariant derivative of ξaξa on the horizon, where ΩH = ω(rH), is equal to

▽a (ξbξb) = −
ρ
2

A

»»»»»»H ∂a∆. (A.7)

Or, with ∆ = r
2 + a

2 − 2Mr, eq. (A.7) becomes

▽a (ξbξb) = −
2ρ

2

A
(r −M)»»»»»»H∂ar. (A.8)
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Now, we compare the r.h.s. of (A.8) with ξa, and take both quantities on the horizon. We get

ξa
»»»»»»H = lim

α→0
αua

»»»»»»H = (0, 2Mrρ
2

A

»»»»»»H, 0, 0) , (A.9)

so that, combining (A.5), (A.7) and (A.9), and taking all of these quantities on the horizon, we arrive at

2ρ
2

A
(r −M) »»»»»»H = gH

2Mrρ
2

A

»»»»»»H.

Therefore,

gH =
rH −M

2MrH
. (A.10)

Since rH = M +
√
M2 − a2, we recover eq. (62). Equivalently, the surface gravity can be presented as

gH =
r+ − r−

2(r2+ + a2)
, r± = M ±

√
M2 − a2. (A.11)

B. ON THE GOURGOULHON’S GENERALIZATION OF THE DNS EQUATION
In this Appendix we provide the link between the RDNS equations (31), (32) and the generalization of the DNS

equation in the vicinity of a BH horizon, derived in Ref. [15].
Let’s start with an overview of basics in the construction of [15]. Suppose we are dealing with a hypersurface H̃,

which is foliated by a family of 2D space-like surfaces. The orthogonal to these 2d surfaces plane can be generated by
basic vectors (h,m), one of which (say, the vector h) is inside of H̃, and the other one is orthogonal to H̃. We refer
the reader to Ref. [15] for more details on the basic vectors (h,m). For our purposes it would be enough to use the
representation of these vectors in terms of null vectors (l,k) on the whole 4D space-time:

h
a
= l

a
− Ck

a
, m

a
= l

a
+ Ck

a
. (B.1)

From the properties of (l,k), l2 = 0, k2 = 0 and l
a
ka = −1 it follows that

C =
1

2
h
a
ha = −

1

2
m

a
ma. (B.2)

Since we are interested in a time-like hypersurface H̃, C < 0.
In [15] it was established the following generalization of the DNS equation on the hypersurface H̃:

q
c
aLhΩ

(l)
c + θ

(h)
Ω

(l)
a =

2
Da⟨κ(l)

,h⟩ − 2
D

b
σ
(m)
ba +

1

2
2
Daθ

(m)
− θ

(k) 2
DaC + 8πq

c
aTcdm

d
, (B.3)

where qab is the 2D induced metric on the space-like foliation of H̃. In (B.3) Lh defines the Lie derivative along the vector
h
a; 2

Da is the covariant, w.r.t. the 2D induced metric qab, derivative; Tab denotes the EMT of matter fields. For the rest
of quantities and symbols entering eq. (B.3) we use the notation of [15]. For instance, the “surface gravity” 1-form is
determined in [15] as

κ
(l)
a = − (δba − q

b
a) kc ▽b l

c
. (B.4)

The definitions of the remaining quantities and operations will be given as needed when comparing equation (B.3) with
the obtained in the main text equation (32).

To restate eq. (B.3) as eq. (32), we will introduce the orthonormal basis, related to the vectors (h,m):

h
a
= λû

a
, m

a
= λn̂

a
, λ

2
= −2C. (B.5)

Apparently,
û
a
ûa = −1, n̂

a
n̂a = 1, û

a
n̂a = 0. (B.6)

Then, in terms of ûa and n̂
a, the null-vectors (l,k) become

l
a
=

λ

2
(ûa

+ n̂
a) , k

a
=

1

λ
(ûa

− n̂
a) , (B.7)

so that

û
a
=

1

λ
l
a
+

λ

2
k
a
, n̂

a
=

1

λ
l
a
−

λ

2
k
a
. (B.8)
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Now, we have to write down eq. (B.3) in the basis of (u,n). For Ω(l)
a (see eq. (3.21) in Ref. [15]) we get

Ω
(l)
a ≡

1

kele
q
b
a kc ▽b l

c
= q

b
a λ

−1
∂bλ − Ω

(n̂)
a , (B.9)

where Ω
(n̂)
a has the same structure as Ω(l)

a with l → n̂ replacement. Getting eq. (B.9), we have used the identities ûa ▽b

û
a
= n̂a ▽b n̂

a
= 0 and ûa ▽b n̂

a
= −n̂a ▽b û

a. The first on the r.h.s. of (B.9) term is equal, on the hypersurface H̃, to
v̂a ≡ q

c
aû

b ▽b ûc, so that Ω(l)
a = v̂a − Ω

(n̂)
a . (It directly follows from eq. (B.8), and eqs. (4.22), (4.24), (4.25), (4.28) and

(4.29) of Ref. [15].) Therefore, with such an identification, the first term on the l.h.s. of (B.3) becomes

q
c
aLhΩ

(l)
c = q

c
aLh(v̂c − Ω

(n̂)
c ) = q

c
aLhv̂c − q

c
aLhΩ

(n̂)
c = λ [qcaLûv̂c − q

c
aLûΩ

(n̂)
c ] . (B.10)

The second term on the l.h.s. of (B.3) is

θ
(h)

Ω
(l)
a ≡ q

ab
▽a hb (v̂a − Ω

(n̂)
a ) = »»»»»»hb = λûb

»»»»»» = λ θ
(û) (v̂a − Ω

(n̂)
a ) . (B.11)

Here we have used q
ab
ûb = 0 and the following definition for θ(h) = q

ab ▽a hb and θ
(û)

≡ θ
(h→û).

Let’s turn to the r.h.s. of eq. (B.3). In the first term on the r.h.s. we meet the scalar product of vectors κ(l)
a and h

a:

⟨κ(l)
,h⟩ ≡ h

a
κa = −λû

b
ka ▽b l

a
= û

a
▽a λ − λû

b
û
a
▽b n̂a, (B.12)

where we have used the definition of the “surface gravity” one-form (B.4), eqs. (B.5), (B.7), and the identity ûa ▽b n̂
a
=

−n̂a ▽b û
a. Hence, the action of the 2D covariant derivative on ⟨κ(l)

,h⟩ turns into

2
Da⟨κ(l)

,h⟩ = 2
Da (ûb

∂bλ) − (ûb
û
c
▽b n̂c) [2Daλ] − λ [2Da (ûb

û
c
▽b n̂c)] . (B.13)

The second term on the r.h.s. of (B.3) contains

σ
(m)
ba = Θ

(m)
ba −

qba
2

θ
(m)

= Θ
(n̂)
ba −

qba
2

θ
(n̂)

= σ
(n̂)
ba . (B.14)

Here we have used the definitions Θ
(m)
ab = q

c
aq

d
b ▽c md, θ(m)

= TrΘ
(m)
ab , and the corresponding relation from (B.5).

Then, the action of 2
Da on σ

(m)
ab results in

2
D

b
σ
(m)
ba = λ (σ(n̂)

ba v̂
b
+

2
D

b
σ
(n̂)
ba ) . (B.15)

Next, for θ(m) and 2
Daθ

(m) we have

θ
(m)

= λθ
(n̂)

,
2
Daθ

(m)
= λ (θ(n̂)v̂a + 2

Daθ
(n̂)) . (B.16)

For the fourth term on the r.h.s. of (B.3), on account of C = −λ2/2 and the definition of θ(k), we get

θ
(k) 2

DaC = −
1

2
q
ab

▽b ka
2
Daλ

2
= q

c
a∂cλ (θ(n̂) − θ

(û)) = λ (θ(n̂) − θ
(û)) v̂a. (B.17)

Finally, taking into account (B.5) in the last term of (B.3), and dividing both sides on , we arrive at

q
c
aLû(−Ω(n̂)

c ) + θ
(û)(−Ω(n̂)

a ) = q
b
a∂b (

θ
(n̂)

2
− û

c
û
d
▽c n̂d) −

2
D

b
σ
(n̂)
ba + 8πq

c
aTcdn̂

d

− (qbaûc
û
d
▽c n̂d +

θ
(n̂)

2
qba + σ

(n̂)
ba ) v̂b − q

c
aLûv̂c + λ

−1
q
c
a∂c(ûb

∂bλ) .
(B.18)

It is straightforward to verify that λ−1
q
c
a∂c(ûb

∂bλ) = q
c
aLûv̂c, so that two last terms on the r.h.s. of (B.18) cancel

each other. Therefore, under the following replacements in eq. (B.18),

−Ω
(n̂)
c ↝ Ω̂a, θ

(n̂)
↝ θ̂, −û

b
û
a
▽b n̂a ↝ ĝ, σ

(n̂)
ba ↝ σ̂ba, qab ↝ γab, (B.19)

with omitting hats over the basic vectors (û, n̂), we get the following equation outside of the horizon:

γ
b
a∂b (

θ̂

2
+ ĝ) −

2
D

b
σ̂ba + (γac (ĝ −

θ̂

2
) − σ̂ac) v̂c + 8πγ

c
aTcdn

d
= γ

c
aLuΩ̂c + Ω̂a θ̂. (B.20)
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Comparing this equation to eq. (12), we note that, modulo terms γc
aΩ̂

b(▽buc−▽cub), two equations coincide. However,
in the particular representation for ua and na used in [15, 16],

ua = −Uh
b
a ▽b τ, na = N ▽a ρ, (B.21)

with scalar functions U , τ , N and ρ, it is easy to verify γ
c
aΩ̂

b(▽buc −▽cub) = 0.
To sum up, we have proved the equivalence of the generalized DNS equation of Ref. [15] (eq. (B.3)) to the general-

ization of the DNS equation (eq. (12)) obtained within the Membrane Approach of [4].

C. THE NULL-HYPERSURFACE LIMIT OF THE GOURGOULHON’S GENERALIZATION OF THE DNS
EQUATION

It was claimed in Ref. [15] that in the null-hypersurface limit eq. (B.3) turns into the standard version of the DNS
equation. In this Appendix we will take this limit for the equivalent to (B.3) equation,

γ
c
aLuΩ̂c + θ

(u)
Ω̂a = γ

b
a∂b (

θ
(n)

2
+ ĝ) −

2
D

b
σ
(n)
ba + 8πγ

c
aTcdn

d
+ (γba (ĝ −

θ
(n)

2
) − σ

(n)
ba ) vb . (C.1)

The null-hypersurface limit is realized by eqs. (17) and (18), that are

lim
α→0

αu
a
= l

a
, lim

α→0
αn

a
= l

a
, l

b
▽b l

a
= gH l

a
.

In this limit, geometric quantities become divergent (if so) as inverse degrees of α. We will regularize them by turning to
finite on the horizon variables, which are

θ
(u)

= α
−1
θ̄, θ

(n)
= α

−1
θ̄, ĝ = α

−1
ḡ, σ

(n)
ab = α

−1
σ̄ab, Ωa = Ω̄a. (C.2)

The bar over quantities means their regularity (finiteness) in the α → 0 limit.
Near the event horizon (on the stretched horizon, where α is small but not equal to zero) the vectors ua and n

a admit
the form

u
a
= α

−1
l
a
+ αδ

a
, n

a
= α

−1
l
a
+ αβ

a
. (C.3)

By use of the orthonormality relations between u
a and n

a, similar to eqs. (B.6), up to the 2nd order in α, we get

l
a
δa = −

1

2
+O(α2), l

a
βa =

1

2
+O(α2), (C.4)

from which it follows laδa = −laβa. Also, due to the orthogonality of ua and n
a to the 2D induced metric γab, the same

property is translated onto the vectors δa and β
a. The representation (C.3) allows one to recover the regularized on the

horizon θ
(u), θ(n), σ(n)

ab , and ĝ. For instance,

θ
(u)

≡ γ
ab

▽b ua = α
−1
θ
(l)

+O(α), (C.5)

θ
(n)

≡ γ
ab

▽b na = α
−1
θ
(l)

+O(α), (C.6)

where we have used the orthogonality of δa and β
a to γab, and the definition of θ(l) ≡ γ

ab▽b la. Comparing the obtained
results to (C.2), we conclude that

θ̄ = θ
(l)

+O(α2). (C.7)

Next, for σ(n)
ab , we arrive at

σ
(n)
ab = α

−1
σ
(l)
ab +O(α) ↝ σ̄ab = σ

(l)
ab +O(α2). (C.8)

Computations of ĝ are more involved. Here we have

ĝ = −u
a
u
b
▽b na = −(α−1

l
a
+ αδ

a)(α−1
l
b
+ αδ

b)▽b na

= −(α−2
l
a
l
b
▽b na + l

a
δ
b
▽b na + l

b
δ
a
▽b na + α

2
δ
a
δ
b
▽b na),

(C.9)

after that we have to use eqs. (C.4), together with the relations lb ▽b l
a
= gH l

a, lala = 0 and l
a ▽ βa = −βa ▽ la. As a

result, we arrive at
ĝ = α

−1 (gH − l
b
∂b lnα +O(α2)) , (C.10)
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that gives
ḡ = gH − l

b
∂b lnα +O(α), (C.11)

with the surface gravity gH. Also, one can see that va = γ
c
au

b ▽b uc = v
finite
a +O(α2).

Now, in terms of the regular on the horizon variables (up to the leading order in α), eq. (C.1) turns out to be

γ
c
aLlΩc + θ

(l)
Ωc ≅ γ

b
a∂b (gH − l

b
∂b lnα +

θ
(l)

2
) −

2
D

b
σ
(l)
ba + 8πγ

c
aTcdl

d

+ (σ(l)
ba − (θ

(l)

2
+ gH − l

b
∂b lnα) γba) γbc

∂c lnα + ((gH − l
b
∂b lnα −

θ
(l)

2
) γba − σ

(l)
ba ) v

b
.

(C.12)

Comparing the so obtained eq. (C.12) with the original DNS equation

γ
c
aLlΩc + θ

(l)
Ωc = γ

b
a∂b (gH +

θ
(l)

2
) −

2
D

b
σ
(l)
ba + 8πγ

c
aTcdl

d
, (C.13)

we derive the same conditions on the regularization function α as in the main text of the paper (cf. eqs. (33)):

((gH −
θ
(l)

2
) γab − σ

(l)
ab ) v

b H
= ((θ

(l)

2
+ gH) γab − σ

(l)
ab ) γ

bc
∂c lnα, l

b
∂b lnα

H
= 0 . (C.14)

Here the symbol “
H
=” is reserved for computing quantities and their derivatives on the horizon.

Now, let’s fix the particular choice of ua and n
a vectors from Appendix B (eq. (B.8)):

û
a
=

1

λ
l
a
+

λ

2
k
a
, n̂

a
=

1

λ
l
a
−

λ

2
k
a
, (C.15)

and let’s assume that la is the event horizon null-generator, i.e., lb ▽b l
a
= gH l

a. Since the parameter λ in (C.15) is free,
we can identify it with the regularization function α. Then, since as an outcome of Appendix B we have obtained v̂a =

γ
c
aλ

−1
∂bλ, we will have v

b H
= γ

bc
∂c lnα on the horizon.

The second condition of (C.14) is always satisfied with the given choice of the regularization function. The rest of
(C.14) is

θ
(l)
γ
c
b∂c lnα

H
= 0, (C.16)

which requires either space-time configurations with the trivial vector va, or, in the case of finite-valued va on the horizon,
the trivial on the horizon expansion θ

(l) H
= 0. For example,

• for the Kerr BH, lb∂b ln α̂ = 0, γ
c
b∂c ln α̂

H
= finite ≠ 0, and θ

(l) H
= 0,

• for the Schwarzschild BH, lb∂b ln α̂ = 0, γ
c
b∂c ln α̂ = 0, and θ

(l) H
= 0.

Now, it becomes clear that the claim of [15] on the equivalence of eq. (B.3) to eq. (C.13) in the horizon (null-
hypersurface) limit is based on the possibility, within the approach of [15, 16], to fix C = 0 and h

a
= m

a
= l

a (see eq.
(B.3)). Put it differently, in terms of the vector va and the regularization function α, in Ref. [15] it is silently supposed
that we can always fix va = 0 in the α → 0 limit. However, as we have convinced on the example of the Kerr Black Hole,
it is not always possible for a general Black Hole spacetime metric.
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ЛIМIТ НУЛЬОВОЇ ГIПЕРПОВЕРХНI В МЕМБРАННОМУ ПIДХОДI ПАРIХА-ВIЛЬЧЕКА
А.М. Арсланалiєвa, О.Ю. Нурмагамбетовa,b,c

aIнститут теоретичної фiзики iменi О.I. Ахiєзера ННЦ ХФТI, вул. Академiчна, 1, Харкiв, 61108, Україна
bХаркiвський нацiональний унiверситет iм. В.Н. Каразiна, майдан Свободи, 4, Харкiв, 61022, Україна

cIнститут радiофiзики та електронiки iменi О.Я. Усикова, вул. Ак. Проскури, 12, Харкiв, 61085, Україна
Ми розглядаємо тонкощi взяття лiмiту нуль-гiперповерхнi (горiзонту подiй) в мембранному пiдходi Парiха-Вiльчека до чор-
них дiр. Зокрема, уточнено вiдповiднiсть мiж спроектованими рiвняннями гравiтацiї Ейнштейна з речовиною та рiвняннями
релятивiстської гiдродинамiки Райчаудхурi-Дамура-Нав’є-Стокса (РДНС). Для загальної конфiгурацiї гравiтацiї з речовиною
ми отримуємо додатковi члени в гiдродинамiчних рiвняннях, якi включають специфiчнi комбiнацiї згорнутих логарифмiчних
похiдних параметра (функцiї регуляризацiї), що визначає близькiсть розтягнутої мембрани до горизонту чорної дiри. Про-
те прямi обчислення нових членiв для точних (Шварцшильда i Керра) розв’язкiв чорних дiв пiдказують стандартну форму
рiвнянь РДНС через властивiсть нерозширюваного горизонту цих розв’язкiв. Тому зведення розширених рiвнянь РДНС до
їхньої класичної форми можна розглядати як додаткову умову узгодженостi в гiдродинамiцi точних розв’язкiв чорних дiр, а
також як нетривiальний тест для рiзних життєздатних наближень метрики простору-часу. Ми детально порiвнюємо мембранний
пiдхiд Парiха-Вiльчека з методом Гургулона-Харамiльйо для опису нульової гiперповерхнi, а також даємо зв’язок отриманих
результатiв з нашою попередньою роботою щодо керрiвськiх чорних дiр.
Ключовi слова: чорнi дiри; мембранна парадiгма; релятивiстська гiдродинамiка
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