NUMERICAL SIMULATION AND ANALYSIS OF THE MODIFIED BURGERS’ EQUATION IN DUSTY PLASMAS

Harekrishna Deka\textsuperscript{a}, Jnanjyoti Sarma\textsuperscript{b}

\textsuperscript{a} K.K. Handiqui State Open University, Khanapara, Guwahati, 781022, India
\textsuperscript{b} R.G. Baruah College, Fatasil Ambari, Guwahati, 781025, India

\textsuperscript{*} Corresponding Author e-mail: harekrishnadeka11@gmail.com

Received July 30, 2023; revised September 16, 2023; accepted September 25, 2023

This paper presents a comprehensive study on the numerical simulation of the one-dimensional modified Burgers’ equation in dusty plasmas. The reductive perturbation method is employed to derive the equation, and a numerical solution is obtained using the explicit finite difference technique. The obtained results are extensively compared with analytical solutions, demonstrating a high level of agreement, particularly for lower values of the dissipation coefficient. The accuracy and efficiency of the technique are evaluated based on the absolute error. Additionally, the accuracy and effectiveness of the technique are assessed by plotting $L_2$ and $L_\infty$ error graphs. The technique’s reliability is further confirmed through von-Neumann stability analysis, which indicates that the technique is conditionally stable. Overall, the study concludes that the proposed technique is successful and dependable for numerically simulating the modified Burgers’ equation in dusty plasmas.
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1. INTRODUCTION

Wave propagation in dusty plasmas [1] has gained significant attention in recent years due to its relevance in astrophysical and space environments, as well as in the lower ionosphere of the Earth [2, 3, 4, 5, 6]. The presence of charged dust particles in dusty plasmas has a notable impact on the spectra of normal plasma waves [7], giving rise to the emergence of two kinds of low-frequency waves [8] in dusty plasmas, including dust acoustic waves [9, 10] and dust-ion-acoustic waves [8, 9]. Dust-acoustic waves (DAWs) have numerous industrial uses, including in laboratory plasma equipment, semiconductor chip manufacturing, and fusion reactor systems [11, 12]. Numerous researchers have investigated the characteristics of nonlinear wave propagation in dusty plasmas. Tamang and Saha [13] presented dynamic transitions of dust acoustic waves in collisional dusty plasmas. Dev et al. [14] have derived the nth-order three-dimensional modified Burgers’ equation, considering non-thermal ions with varying temperatures. Tian et al. [15] analyzed a new (3 + 1)-dimensional modified Burgers’ equation with the electron distribution in the presence of trapping particles and the kinetic equation of charge of dust particle. This paper investigates the one-dimensional modified Burgers’ equation in a dusty plasma medium. The MBE has the strong non-linear behaviours and also has widely been utilized in physical phenomena [16]. The MBE equation is a nonlinear advection-diffusion equation [17]. The primary objective is to numerically solve the equation and explore the diverse characteristics of shock waves. Numerous authors in the literature have suggested and applied diverse numerical techniques to approximate the solution of the modified Burgers’ equation. A summary of the suggested numerical techniques for approximating the solution of the modified Burgers’ equation includes the following:

Zeytinoglu et al. [18] investigated an efficient numerical method for analyzing the propagation of shock waves in the equation. Bratsos [19] employed a finite difference technique as a computational method to solve the equation. Ramadan et al. [20] employed a septic B-spline collocation approach for solving the equation. Irk [21] have applied the sextic B-spline collocation technique for solving the equation. Saka and Dag [22] used quintic B-splines collocation technique to solve the equation. Duan et al. [23] implemented Lattice Boltzmann method to solve the equation. A Chebyshev spectral collocation method is applied by Temsah [24]. Roshan and Bharma [25] applied the Petrov-Galerkin method for solving the equation. Kutluay et al. [26] implemented a cubic B-spline collocation technique for solving the equation. Also, Ucar et al. [27] used finite difference technique for solving the equation. Gao et al. [28] developed a high bounded upwind scheme within the normalized-variable formulation to approximate the equation. Grienwank et al. [29] introduced a non-polynomial spline-based method for solving the equation. Bratsos et al. [30] employed the explicit finite difference scheme to numerically solve the equation. Numerical solution of nonlinear modified Burgers’ equation
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2. GOVERNING EQUATIONS AND DERIVATION OF MODIFIED BURGERS’ EQUATION

The governing equations for the dusty plasma model are:

\[
\frac{\partial n_d}{\partial t} + \nabla . (n_d u_d) = 0 \tag{1}
\]

\[
\frac{\partial u_d}{\partial t} + (u_d \nabla) u_d = \frac{Z_d e}{m_d} \nabla \Psi - \frac{\nabla p_d}{m_d n_d} \tag{2}
\]

The Poisson equation is expressed as follows

\[
\nabla^2 \Psi = 4 \pi e [n_e + Z_d n_d - n_{il} - n_{ih}] \tag{3}
\]

where \( u_d \) represents the fluid speed, \( Z_d \) denotes the dust charge number, \( m_d \) represents the mass of the dust particle, \( \Psi \) represents the electrostatic potential, and \( n_d \) represents the dust particle number density. Additionally, \( n_{il} \) represents the ion particle number density at lower temperature, \( n_{ih} \) represents the ion particle number density at higher temperature, and \( n_e \) represents the electron particle number density.

The electron density, as well as the ion densities at both low and high temperatures, are provided as follows:

\[
n_e = \left( \frac{1}{\sigma_1 + \sigma_2 - 1} \right) e^{\left( \frac{\eta g \varphi}{K_B T_{il}^2} \right)} \tag{4}
\]

\[
n_{il} = \left( \frac{\sigma_1}{\sigma_1 + \sigma_2 - 1} \right) \left( 1 + \eta g \varphi + \eta (g \varphi)^2 \right) e^{\left( \frac{-g \Psi}{K_B T_{il}} \right)} \tag{5}
\]

\[
n_{ih} = \left( \frac{\sigma_1}{\sigma_1 + \sigma_2 - 1} \right) \left( 1 + \eta g \varphi + \eta (g \varphi)^2 \right) e^{\left( \frac{-g \rho \Psi}{K_B T_{ih}} \right)} \tag{6}
\]

where \( \theta_1 = \frac{T_i}{T_e} \), \( \theta_2 = \frac{T_h}{T_e} \), \( \theta = \frac{\theta_1}{\theta_2} \), \( \sigma_1 = \frac{n_{il0}}{n_{e0}} \), \( \sigma_2 = \frac{n_{il0}}{n_{e0}} \), \( g = \frac{T_{eff}}{T_{il}} = \frac{\sigma_1 + \sigma_2 - 1}{\sigma_1 + \sigma_2 + \theta} \), \( \varphi = \frac{e \Psi}{\kappa_B T_{eff}} \) and \( \eta = \frac{4 \pi}{1 + 3 \xi} \).

The charge equation is written as [35, 36]

\[
\frac{dQ_d}{dt} + \nu Q_d = |I_{e0}| n_{d0} Z_{d0} \left( \frac{\bar{n}_{il0}}{n_{il0}} + \frac{\bar{n}_{ih0}}{n_{ih0}} - \frac{\bar{n}_e}{n_{e0}} \right) \tag{7}
\]

with \( Q_d = \bar{Q}_d + Q_{d0} \) where \( \bar{Q}_d \) and \( Q_{d0} \) are the charged of the dust particle at perturbed and equilibrium states respectively. The natural decay rate \( \nu \) is defined as \( \nu = \frac{e |I_{e0}|}{\kappa_B T_{eff} + \frac{1}{\tau_{f0}}} \) and \( \tau_{f0} = k_B T_{eff} - e \Psi_{f0} \), with \( \Psi_{f0} \) the floating potential at equilibrium.

The effective temperatures \( T_{eff} \) for two types of ions, namely, ions at low temperature and ions at high temperature, are provided.

\[
T_{eff} = \left[ \frac{1}{n_{d0} Z_{d0}} \left( \frac{n_{e0}}{T_e} + \frac{n_{il0}}{T_{il}} + \frac{n_{ih0}}{T_{ih}} \right) \right]^{-1} \tag{8}
\]

The equations 1, 2, 3 and 7 can be expressed in their normalized form as follows:

\[
\frac{\partial N_d}{\partial T} + \nabla (N_d U_d) = 0 \tag{9}
\]

\[
\left( \frac{\partial}{\partial T} + U_d \nabla \right) U_d = Z_d \nabla \psi - \frac{5}{3} N_d^{-1} \nabla N_d \tag{10}
\]
\[ \nabla^2 \psi = \Upsilon_1 \psi + \Upsilon_2 \psi^2 + (Z_d N_d - 1) \]  
(11)  
\[ \frac{dZ_d}{dt} + \nu' Z_d = r + r_1 \psi + r_2 \psi^2 \]  
(12)  
where \( \Upsilon_1 = \frac{\theta_1 + \sigma_1 + \sigma_2}{\sigma_1 + \sigma_2 - 1} g \), \( \Upsilon_2 = -\frac{\theta_2}{2(\sigma_1 + \sigma_2 - 1)} g^2 \), \( \Omega = \frac{T_m}{\nu_0} \), \( r = \frac{\Omega_0}{\nu_0 \omega_{pd}} \), \( r_1 = \frac{\Omega_0 (\eta_1 - 1)}{\nu_0 \omega_{pd}} \), \( r_2 = \frac{\Omega_0 (\eta_2 - 1)}{2 \nu_0 \omega_{pd}} g^2 \), \( \nu' = \frac{\nu}{\omega_{pd}} \) and \( N_d \) is the number density of dust particle and is normalized by \( n_{d0} \). \( U_d \) is the fluid velocity which is normalized by \( c_d = \sqrt{\frac{2 \kappa n_{d0} T_{d0}}{m_d}} \), \( \psi \) is the electrostatic potential which is normalized by \( \psi_0 = \frac{e}{\Omega_0} \), and charge density \( Z_d \) is normalized by \( Z_{d0} \). \( x \) is normalized by the dust \( \lambda_D = \left( \frac{K_n T_{d0}}{4 \pi n_{d0} e^2 Z_{d0}} \right)^{\frac{1}{2}} \) and time variable \( t \) is normalized by the dust plasma frequency \( \omega_{pd} = \left( \frac{4 \pi Z_{d0} n_{d0} e^2}{m_d} \right)^{\frac{1}{2}} \). The adiabatic index \( \xi = 3 \) for the one dimensional geometry of the system.

For employing reductive perturbation theory, the space and time stretched coordinates are as follows:

\[ \zeta = \epsilon^3 (x - V_p t) \; , \; \tau = \epsilon^6 t \]  
(13)

where \( \epsilon \) represents a small quantity that characterizes the nonlinearity in the system, and \( V_p \) is the phase speed of the wave. The variables \( N_d \), \( Z_d \), \( \psi \) and \( U_{dx} \) are expanded as power series in terms of \( \epsilon \) as shown below:

\[ N_d = 1 + \epsilon N_d^{(1)} + \epsilon^2 N_d^{(2)} + \epsilon^3 N_d^{(3)} + \ldots \]  
(14)  
\[ Z_d = 1 + \epsilon Z_d^{(1)} + \epsilon^2 Z_d^{(2)} + \epsilon^3 Z_d^{(3)} + \ldots \]  
(15)  
\[ \psi = \epsilon \psi^{(1)} + \epsilon^2 \psi^{(2)} + \epsilon^3 \psi^{(3)} + \ldots \]  
(16)  
\[ U_{dx} = \epsilon U_{dx}^{(1)} + \epsilon^2 U_{dx}^{(2)} + \epsilon^3 U_{dx}^{(3)} + \ldots \]  
(17)

After substituting the relations 13-17 into equations 9-12 and performing some algebraic manipulations, the following equation has been obtained [14] as:

\[ \frac{\partial \psi^{(1)}}{\partial \tau} + A \left[ \psi^{(1)} \right]^3 \frac{\partial \psi^{(1)}}{\partial \zeta} = B \frac{\partial^2 \psi^{(1)}}{\partial \zeta^2} \]  
(18)

The nonlinear coefficient \( A \) is given in the form

\[ A = \frac{e^2 z_{d0} (z_{d0} + r_1)}{V_p^2 m_d^2} - \frac{e^2 r_1 z_{d0}}{V_p^2 m_d^2} - \frac{4 e r_2}{3 m_d V_p} + \frac{e^3 (z_{d0})}{4 V_p m_d^3} - \frac{r_1^2 e}{4 m_d V_p z_{d0}^2} + \frac{r_2^2 e}{V_p m_d \theta} \]  
(19)

\[ - \frac{e}{2 m_d V_p z_{d0} \theta^2} + \frac{r_1 r_2 V_p}{4 \theta^2 (z_{d0})^2} + \frac{r_1^2 V_p}{16 \theta^2 (z_{d0})^2} \]

and the dissipation coefficient \( B \) is represented by

\[ B = \frac{V_p^2}{2 \omega_{pd} \theta^2} \]  
(20)

The equation 18 is commonly referred to as the one-dimensional modified Burgers’ equation in dusty plasmas. It serves as a fundamental model for describing various phenomena, including shock wave solutions, mass transport, gas dynamics in plasma, and fluid dynamics.

The travelling wave solution [14] of 18 is derived as

\[ \psi^{(1)} = \left\{ \psi_m \left[ 1 - tanh \left( \frac{z}{\delta} \right) \right] \right\}^\frac{1}{2} \]  
(21)
Here, \( \psi_m = \frac{4Vl}{2Bl^2} = \frac{2V}{Al} \) represents the amplitude of the shock wave, and \( \delta = \frac{2Bl^2}{V} \) represents its width. In these equations, \( l \) denotes the direction cosines, and \( V \) is the speed of the shock wave. Substituting \( v = \zeta - Vt, \psi_m = \frac{2V}{Al} \) and \( \delta = \frac{4Bl^2}{V} \) in 21, the travelling wave solution of modified Burgers’ equation becomes

\[
\psi^{(1)}(\zeta, t) = \left\{ \frac{2V}{Al} \left[ 1 - \tanh \left( \frac{\zeta - Vt}{2Bl^2} \right) \right] \right\}^{\frac{1}{3}}
\]

**3. EXPLICIT FINITE DIFFERENCE METHOD**

For convenience, we consider \( \psi^{(1)}(\zeta, t) = u(x, t) \) and \( l = 1 \). The equation 18 is rewritten as

\[
\frac{\partial u}{\partial t} + Au^3 \frac{\partial u}{\partial x} = B \frac{\partial^2 u}{\partial x^2}
\]

The travelling wave solution of equation is written by

\[
u(x, t) = \left\{ \frac{2V}{A} \left[ 1 - \tanh \left( \frac{Vx}{4B} \right) \right] \right\}^{\frac{1}{3}}
\]

with the initial condition,

\[
u(x, 0) = \left\{ \frac{2V}{A} \left[ 1 - \tanh \left( \frac{Vx}{4B} \right) \right] \right\}^{\frac{1}{3}}
\]

and the boundary conditions

\[
u(0, t) = \left\{ \frac{2V}{A} \left( 1 + \tanh \left( \frac{Vt}{8B} \right) \right) \right\}^{\frac{1}{3}}
\]

\[
u(1, t) = \left\{ \frac{2V}{A} \left[ 1 - \tanh \left( \frac{Vt}{4B} \right) \left( 1 - \frac{t}{2} \right) \right] \right\}^{\frac{1}{3}}
\]

In order to discretize the modified Burgers’ equation 23, we apply the forward difference approximation to replace the partial derivative \( \frac{\partial u}{\partial t} \) and the central difference approximation to replace the partial derivatives \( \frac{\partial^2 u}{\partial x^2} \) and \( \frac{\partial u}{\partial x} \), as described in reference[34], i.e.

\[
\frac{\partial u}{\partial t} \approx \frac{u_{i,j+1} - u_{i,j}}{k}
\]

\[
\frac{\partial^2 u}{\partial x^2} \approx \frac{u_{i+1,j} - 2u_{i,j} + u_{i-1,j}}{h^2}
\]

\[
\frac{\partial u}{\partial x} \approx \frac{u_{i+1,j} - u_{i-1,j}}{2h}
\]

thus 23 becomes

\[
\frac{u_{i+1,j} - u_{i,j}}{k} + Au_{i,j}^3 \left[ \frac{u_{i+1,j} - u_{i-1,j}}{2h} \right] = B \left[ \frac{u_{i+1,j} - u_{i,j} + u_{i-1,j}}{h^2} \right]
\]

which simplifies

\[
u_{i,j+1} = \nu_{i,j} + \frac{kA}{2h} \nu_{i,j}^3 \left[ \nu_{i-1,j} - \nu_{i+1,j} \right] + \frac{kB}{h^2} \left[ \nu_{i+1,j} - 2\nu_{i,j} + \nu_{i-1,j} \right]
\]
4. STABILITY ANALYSIS OF THE EXPLICIT FINITE DIFFERENCE METHOD

The von Neumann analysis method is employed to assess the stability of a numerical approach for both linear initial value problems and linearized nonlinear boundary value problems [37]. The Von Neumann stability theory in which the growth factor \( \xi \) is defined as

\[
\xi^i e^{I\theta i} = \xi^i e^{I \theta i}
\]

where \( I = \sqrt{-1} \xi^J \) is the amplitude at time level \( k \) and \( h = \Delta x \). The equation 32 has been linearized by putting \( u^3 = M \) to check the stability.

\[
u_{i,j+1} = u_{i,j} + \frac{k AM}{2h} [u_{i-1,j} - u_{i,j}] + \frac{k B}{h^2} [u_{i+1,j} - 2u_{i,j} + u_{i-1,j}]
\]

(34)

Substitute 33 in 35, we get

\[
\xi^J e^{I \theta i} = \xi^J e^{I \theta i} [ (1 - \frac{2kB}{h^2}) + \frac{k AM}{2h} \frac{k B}{h^2} e^{-I \theta} + (\frac{k B}{h^2} - \frac{k AM}{2h}) e^{I \theta} ]
\]

\[
\xi = (1 - \frac{2kB}{h^2}) + \frac{k AM}{2h} \frac{k B}{h^2} e^{-I \theta} + (\frac{k B}{h^2} - \frac{k AM}{2h}) e^{I \theta}
\]

\[
\xi = (1 - \frac{2kB}{h^2}) + \frac{k AM}{2h} (-2i \sin \theta) + \frac{k B}{h^2} (2 \cos \theta)
\]

\[
\xi = (1 - \frac{2kB}{h^2}) - \frac{k AM}{h} \sin \theta + \frac{2kB}{h^2} \cos \theta
\]

The stability criteria for the numerical technique is \(|\xi| \leq 1\), which means \(-1 \leq \xi \leq 1\) where

\[
|\xi| = \left| 1 - \frac{2kB}{h^2} - \frac{k AM}{h} \sin \theta + \frac{2kB}{h^2} \cos \theta \right| \leq 1
\]

(36)

So the stability condition is \( \frac{2kB}{h^2} \leq 1 \) or \( \frac{k B}{h^2} \leq \frac{1}{2} \)

(37)

5. RESULTS AND DISCUSSION

Upon evaluating the von Neumann stability condition, we explore different values of \( B \) (specifically, \( B = 0.001, 0.005, 0.01, 0.05, 0.1, 0.5 \)) for given step sizes \( h = 0.001, 0.01 \) and \( k = 0.01, 0.05, 0.0001, 0.0005 \). The coefficient \( A \) is influenced by various plasma parameters, and within these parameters, we consider a specific range of \( A \) values, namely \( A = 0.2 \) to \( A = 4 \). The validity of the present technique is evaluated using the absolute error which is defined by

\[
|u_i^{\text{Analytical}} - u_i^{\text{Numerical}}|
\]

(38)

Also, \( L_2 \) and \( L_\infty \) error norms, defined by

\[
L_2 = \sqrt{h \sum_{j=1}^{N} |u_j^{\text{analytical}} - u_j^{\text{numerical}}|^2}
\]

(39)

\[
L_\infty = \max |u_j^{\text{analytical}} - u_j^{\text{numerical}}|
\]

(40)

are presented graphically for various values of nonlinear coefficient and dissipation coefficient for chosen space and time steps to check the accuracy and effectiveness of the method.
Figure 1. Analytical and numerical solutions, as well as the absolute error, $L_2$ error norm, and $L_\infty$ error norm, at $A = 1, B = 0.01, h = 0.01$, and $k = 0.005$.

Figure 2. Analytical and numerical solutions, as well as the absolute error, $L_2$ error norm, and $L_\infty$ error norm, at $A = 2, B = 0.05, h = 0.01, k = 0.001$. 
Analytical and numerical solutions, as well as the absolute error, $L_2$ error norm, and $L_\infty$ error norm, at $A = 2.5, B = 0.1, h = 0.1, k = 0.0005$.

Figures 1-3 demonstrate that the greatest absolute error is observed on the left side of the solution domain for $B = 0.01$ and $B = 0.05$. This suggests that there is a significant discrepancy between the numerical and analytical solutions in that region for these specific values of $B$. Conversely, the highest error for both the $L_2$ and $L_\infty$ norms is found on the right side of the solution domain, again for $B = 0.01$ and $B = 0.05$. This implies that the overall accuracy of the numerical solution deteriorates more prominently towards the right side for these particular values of $B$. Furthermore, by examining Figures 1-3, it can be concluded that as the dissipation coefficient decreases, the wave curves exhibit interesting behavior. Specifically, they become progressively flatter and steeper. This observation suggests that reducing the dissipation coefficient has a noticeable impact on the shape and steepness of the wave curves, indicating a stronger influence of convection effects in the system. Therefore, it can be concluded from the analysis of Figures 1-3 that the dissipation coefficient plays a crucial role in shaping the behavior of the wave curves.

The numerical solution at various time stages using different values for $A$ and $B$. 

Figure 4.
Figure 4 demonstrates that the wave propagation accelerates as the dissipation coefficient decreases. Furthermore, the figure also illustrates that as the value of the dissipative coefficient decreases, the wave front tends to exhibit a sharper steepness. In other words, with lower values of the dissipation coefficient, the wave profile becomes more pronounced and intense, indicating a stronger and more distinct wavefront. Figure 4 provides a visual representation of the behavior of shock wave profiles at different time intervals, while considering various values of the dissipation coefficient.

![Numerical and analytical solution for various values of A and B](image)

**Figure 5.** The numerical and analytical solution for various values of A and B (red - analytical, blue - numerical)

![Numerical and analytical solution for various values of A and B](image)

**Figure 6.** The numerical and analytical solution for various values of A and B (red - analytical, blue - numerical)

Figure 5 and 6 present a comparison between the numerical and analytical solutions at different time points, considering various values of A and B. Upon examination, it can be observed that the graphs representing the
numerical results closely align with the analytical results, particularly when B takes on the values of 0.005 and 0.001.

6. CONCLUSION

In this research, we numerically solve the one-dimensional modified Burgers’ equation in dusty plasmas, considering the presence of non-thermal ions with different temperatures. The explicit finite difference technique is employed to solve the equation and investigate the characteristics of shock wave profiles. To assess the accuracy of our approach, we compare the numerical results with analytical results and find that the numerical graphs closely match the analytical ones. Moreover, our numerical solutions outperform those obtained by other methods described in the literature. The results indicate that the accuracy and efficiency of the technique depend on the value of the dissipation coefficient. Specifically, smaller values of the dissipation coefficient yield better results. The research also explores the behavior of shock wave propagation for varying values of the nonlinear coefficient and dissipation coefficient. It is observed that as the dissipation coefficient decreases, the wave front becomes sharper. To assess the accuracy and efficiency of the proposed technique, the absolute error is calculated. The findings indicate that the technique’s accuracy and efficiency depend on the value of the dissipation coefficient, with improved results obtained when the dissipation coefficient is smaller.
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ЧИСЕЛЬНЕ МОДЕЛЮВАННЯ ТА АНАЛІЗ МОДИФІКОВАНОГО РІВНЯНЬ БЮРГЕРСА В ЗАПОРОШЕНІЙ ПЛАЗМІ

Харекрішна Дека\textsuperscript{a}, Джанандійоті Сарма\textsuperscript{b}

\textsuperscript{a}Державний відкритий університет К.К. Хакі, Ханакарата, Гувахаті, 781022, Індія
\textsuperscript{b}Коледж Р.Г. Барна, Фатасіл Амбарі, Гувахаті, 781025, Індія

У цьому документі представлено детальне дослідження чисельної моделювання одновимірного модифікованого рівняння Бюргера в запороженій плазмі. Для вивчення рівняння використовується метод відносних збурень, а число рівняння отримано за допомогою явного методу кінцевих різниць. Отримані результати детально порівнюються з аналітичними рішеннями, демонструючи високий рівень узгодженості, особливо для менших значень коефіцієнта диспersionії. Точність і ефективність методики оцінюються за абсолютною похибкою. Крім того, точність і ефективність методики оцінюється шляхом побудови графіків похибок $L_2$ і $L_\infty$. Надійність методики додатково підтверджується аналізом стабільності за фон-Нейманом, який вказує на те, що методика умовно стабільна. Загалом дослідження робить висновок, що запропонована методика є успішною та надійною для чисельного моделювання модифікованого рівняння Бюргера в запорожений плазмі.

Ключові слова: вільова плазма; редуктивний метод збурень; модифіковане рівняння Бюргера; метод еквівалентної різниці в якому вигляді; аналіз стабільності фон Неймана