1. INTRODUCTION

The review is devoted to modern problems with the vortex dynamo theory. This is an extensive area of research that includes the generation and nonlinear evolution of large-scale vortex structures. The focus of the review will be on the influence of the rotation of turbulent media on the generation of structures. The reason for the importance of this factor is both the widespread nature and the nontriviality of its influence. Rotation effects play an important role in many practical and theoretical applications of fluid mechanics [1] and are especially important in geophysics and astrophysics [2]-[5], where one has to deal with such rotating objects as the Earth, Jupiter, the Sun, etc. A variety of wave and vortex motions can be excited in rotating fluids. For example, gyroscopic waves, Rossby waves, internal waves, localized vortices, and coherent vortex structures. Large-scale vortex structures are of the greatest interest because they carry out efficient transfer of energy and momentum. Large-scale structures are understood to mean structures whose characteristic scale is much greater than the scale of turbulence or the scale of the external force that excites this turbulence. The study of the problem of generation of large-scale vortex structures (LSVS) is of great importance for a number of geophysical and astrophysical problems, such as the problem of the origin of Jupiter's Great Spot, Venus superrotation, vortex structures in solar prominences, the spiral structure of galaxies, etc. [6]-[7]. Geophysical problems include studies on the generation of LSVSs such as tropical cyclones (typhoons), tornadoes, etc. These LSVS play an important role in the global circulation of the atmosphere, which is very important for weather and climate forecasts on our planet. The actual effect of LSVS generation in turbulence is called the vortex dynamo.

According to the Kolmogorov-Obukhov local theory of turbulence, large-scale violations of homogeneity and isotropy are restored on small scales of turbulent flow. In this regard, the question arises: can such turbulence enhance large-scale perturbations? In magnetohydrodynamics, the answer to this question was obtained earlier. It was shown in [10] that initially homogeneous, isotropic, and mirror-symmetric turbulence cannot enhance large-scale magnetic fields. However, if the mirror symmetry of turbulence is broken, then such a medium can enhance the large-scale magnetic field. The process of amplification of a large-scale field occurs under the action of a turbulent e.m.f. proportional to the average helicity \( \alpha = \alpha \mathbf{H} \), and the coefficient \( \alpha \) is proportional to the average helicity \( \alpha \sim \mathbf{v} \times \mathbf{v} \) of the velocity field. The phenomenon of generation of large-scale magnetic fields by homogeneous isotropic but mirror-asymmetric (helical) turbulence discovered in [10] was called the \( \alpha \)-effect. On the basis of this effect, the dynamo theory [11]-[12] was constructed by the efforts of many researchers and explains the origin of magnetic fields in various astrophysical objects: the Earth, planets, the Sun, galaxies, etc. Helical turbulence is characterized by a violation of the mirror symmetry of the turbulent velocity field, for which the correlation \( \mathbf{v} \times \mathbf{v} \) is non-zero. Such a turbulent velocity field is characterized by the fact that right-handed and left-handed vortices are observed with different probabilities, i.e., there are more vortices of one sign than another.

The concept of a vortex dynamo was first developed in [13]-[14], where a hypothesis was put forward that helical turbulence is capable of generating large vortices. This hypothesis was based on the similarity of the equations of induction of a magnetic field and a vortex in hydrodynamics. It was hypothesized in [13] that helical turbulence is capable of generating large eddies similarly to a large-scale magnetic field in magnetohydrodynamics. The physical essence of this phenomenon lies in the inverse cascade of energy transfer from small vortices to larger ones. However, it...
was shown in [15] that there is no effect on generating large-scale vortices by homogeneous isotropic helical turbulence in an incompressible fluid. The reason for the negative effect lies in the certain symmetry of the Reynolds stress tensor in the averaged Navier-Stokes equation. The Reynolds stresses are a linear functional of the mean velocity field (for weak fields), which can be represented as a series

\[ \vec{v}_k \nabla_i \vec{v}_j = \nabla_k \left( \vec{v}_k \vec{v}_j \right) = T^{(0)}_{ik} + T^{(1)}_{i k} v_k + T^{(2)}_{ik} \nabla_k v_j + \cdots, \]

where the expansion coefficients of the tensors \( T^{(n)} \) are expressed in terms of the moments of the turbulent fields. If the tensor \( \vec{v}_k \vec{v}_j \) is symmetric in indices, then the tensor \( T^{(1)}_{ik} \) must also be symmetric in indices \( i, k \) and not be expressed in terms of the antisymmetric tensor \( \varepsilon_{ik} \). The tensor of the third rank cannot be constructed only from Kronecker tensors \( \delta_{ik} \); therefore, the hydrodynamic \( \alpha \)-effect is absent in the homogeneous isotropic turbulence of an incompressible fluid. However, a reverse energy cascade in helical turbulence is possible. This requires an additional symmetry break of the Reynolds stresses. The effect of generating large-scale eddies is associated with the appearance of the term \( \alpha \delta \Omega \):

\[ \frac{\partial \delta \Omega}{\partial t} + \alpha \nabla \delta \Omega = \nabla \Omega, \]

where \( \alpha \sim \vec{V} \cdot \nabla \vec{V} \) is expressed in terms of the turbulence helicity, \( \Omega = \nabla \times \vec{V} \), \( \vec{V} \) is a large-scale field of fluid velocity, \( v \) is a turbulent kinematic viscosity. This effect is called the hydrodynamic alpha effect. The further development of the vortex dynamo theory was based on the search for additional factors that break the symmetry of the equations. These factors, in addition to the compressibility of the medium, are, for example, an inhomogeneous flow [16], a temperature gradient in a gravity field [17], and a specific water content and temperature gradient in a gravity field [18].

It should be noted that free convection, or heat and mass transfer of matter in the gravity field, plays a special role in the processes of LSVS generation in the atmosphere of the Earth and other planets. The occurrence of LSVS in convective systems was studied both within the laminar theory [19] and in the turbulent one [15]-[18]. The most developed is the turbulent theory (vortex dynamo), which shows the existence of large-scale instability in convective systems with small-scale helical turbulence [17]-[18], which results in the formation of one convective cell, which is interpreted as a huge tropical cyclone-type vortex. This theory was confirmed in a number of numerical and analytical calculations [20]. Large-scale vortex instability in rotating turbulent flows has been studied in many papers [21]-[24]. So, when considering rotating convective systems, attempts were made to apply the results obtained to the theory of the occurrence of tropical cyclones. The linear theory of the vortex dynamo [15]-[24] is best developed within the framework of the statistical approach, which also uses the second-order correlation approximation. Thus, the question arose about the mechanisms of saturation of large-scale instability and the emergence of stationary vortex structures. However, the construction of a nonlinear theory of the vortex dynamo within the framework of the statistical theory has great difficulties associated with the problem of closure of the averaged equations.

The nonlinear theory of the vortex dynamo was developed within the framework of a dynamic approach based on the method of multiscale asymptotic expansions. In [25], for the first time, the method of multiscale asymptotic expansions was applied to describe the generation of LSVSs in non-reflective, invariant turbulence. In this work, it was shown that parity violation in small-scale turbulence (external small-scale forces) leads to large-scale instability, the so-called anisotropic kinetic alpha effect (AKA effect). In another work [26], the inverse energy cascade and nonlinear saturation of the instability were studied. The instability of the hydrodynamic \( \alpha \)-effect, obtained within the framework of the dynamic approach, can be interpreted as a new type of parametric instability arising from a special type of pumping (external force). Under the action of an external small-scale periodic force \( F \), fluctuations of the velocity field \( \vec{V} \) arise, the nonlinear interaction of which affects large-scale velocity perturbations \( \vec{W} \). The Reynolds stresses \( R_y = \vec{v} \vec{v} \) (where averaged over the period) are modified by large-scale perturbations, and in the linear approximation, the gradient series can be expanded into a Taylor series [27]:

\[ R_y = -\alpha_\omega \nabla \cdot \vec{W}_\omega - \nabla \hat{\phi} \nabla \hat{W}_\omega + \cdots \]

The first term is known as the anisotropic kinetic \( \alpha \)-effect (AKA) [25], which describes the generation of LSVSs. Thus, an external force that creates a small-scale parity violation can lead to non-trivial changes in the large-scale flow. In contrast to [25], in [27], a small-scale force was considered that creates a parity-invariant turbulent flow. In this case, the AKA effect is absent, and the dynamics of small large-scale perturbations \( \vec{W} \) is determined by the turbulent viscosity. Although parity violation is a more general concept than helicity, it is helicity \( vrot \neq 0 \) that is a widespread mechanism for parity violation in hydrodynamic flow. In [28]-[29], a nonlinear theory of the convective vortex dynamo was developed, where the method of multiscale asymptotic expansions was applied. Paper [28] is a more complete
version of [29], which presents the linear theory of LSVS generation in more detail. The small Reynolds number of small-scale motions is a parameter of the asymptotic expansions.

This method makes it possible to single out the main order of the emergence of instability from the entire hierarchy of perturbations. Nonlinear stabilization of large-scale convective instability, considered in [28]-[29], leads to the formation of helical vortex solitons or kinks of a new type in the fluid, despite stable stratification. The structure of the equations in [28]-[29] describing the instability in the linear approximation is similar to the AKA effect equation. But, unlike the AKA effect, $\alpha$ is a function of the Rayleigh number $Ra$. This means that in an unstratified fluid, $Ra = 0$, the instability disappears. In addition, in [28]-[29] helical turbulence was assumed to be given, in contrast to [25]-[26].

Using the method of multiscale asymptotic expansions, in [30], a large-scale vortex instability was obtained in a rotating viscous fluid under the action of an external small-scale helical force. In this work, the nonlinear stage of instability and the generation of vortex kinks of a new type were also investigated. The paper [30] was generalized to the case of a rotating moist atmosphere in [31], where it was shown that taking into account the effects of stratification in a rotating atmosphere, such as temperature heating and an additional source of condensation heat release, enhances large-scale vortex disturbances. It was shown in [31] that the helicity of the small-scale velocity field is due not only to the action of the Coriolis force, as in a homogeneous medium [30], but also to the stratification of the moist atmosphere. This circumstance leads to the appearance of a new instability of the $\alpha$-effect type, as a result of which large-scale vortex structures are generated.

The origin of helical turbulence in natural conditions is usually associated with the influence of the Coriolis force on the turbulent motion of the medium [10], which was initially uniform, isotropic and mirror-symmetric. Thus, a problem arises in the origin of helicity itself. The natural hypothesis is that helicity itself arises as a result of the action of the Coriolis force on convective turbulence. In this case, large-scale instabilities in the atmosphere should appear self-consistently, without additional assumptions. For the first time, the question of the generation of large-scale vortex fields under the action of a small-scale force with zero helicity $\tilde{F}_0 = 0$ in a rotating homogeneous medium, i.e., without taking into account convective phenomena, was considered in [32]-[33], and taking into account convective phenomena in [34]-[36]. It was also demonstrated that nonlinear Beltrami waves and localized vortex structures such as kinks emerge as a result of the development of a large-scale instability in an obliquely rotating fluid.

The generation of the LSVS by a large-scale instability of the hydrodynamic $\alpha$-effect has a threshold character and depends on the magnitude of the helicity. In this connection, the search for large-scale helical vortex instability based on atmospheric data was started in [37]. An extensive review of studies aimed at applying the theoretical hypothesis of a turbulent vortex dynamo to the study of tropical cyclogenesis is presented in [38]. The review presents the results of a numerical simulation of the spiral self-organization of humid-convective atmospheric turbulence during the formation of tropical cyclones. Particular attention is paid here to the influence of the initial conditions on the generation of helicity in the first hours of the experiments. These studies contributed to the application of the vortex dynamo theory for diagnosing the onset of cyclogenesis in a favorable tropical environment.

The question of the appearance of helicity, leading to the appearance of a LSVS, is central to any formalism. An important difference between these formalisms is that in statistical turbulence, it is difficult to correctly separate small-scale motions from large-scale ones, which leads to the problem of the influence of some scales on others and requires the use of additional hypotheses. However, this can be done consistently in the multiscale formalism. The difference in averaging over small-scale turbulent fluctuations (in the statistical theory) and small-scale motions (in the multiscale method) rather indicates the closeness of these theories. Therefore, it can be assumed that the average helicity arising in the statistical theory is quite similar to the average helicity in the multiscale method.

Next, we discuss in more detail the new types of large-scale instabilities and localized vortex structures in rotating turbulent media considered in our papers [30]-[36].

2. LARGE-SCALE INSTABILITY OF A ROTATING FLUID WITH A SMALL-SCALE FORCE

Let’s start with a discussion of large-scale instability in a rotating viscous fluid under the action of a small-scale external force, which was first considered in [30]. The small-scale external force simulates the action of small-scale turbulence and maintains turbulent fluctuations at a certain stationary level. It was shown in [30] that, as a result of the development of a large-scale instability in a rotating fluid, nonlinear large-scale helical vortex structures such as Beltrami vortices or localized kinks with an internal helical structure arise.

2.1. Basic equations and statement of the problem

Consider the equations of motion of an incompressible rotating fluid with an external force in a rotating coordinate system

\[ \frac{\partial \vec{V}}{\partial t} + (\vec{V} \nabla) \vec{V} = -\frac{1}{\rho_0} \nabla P + 2[\vec{V} \times \vec{\Omega}] + \nu \Delta \vec{V} + \vec{F}_0 \]

(1)

\[ \text{div} \vec{V} = 0 \]

(2)
Here, $\tilde{\Omega}$ is the constant angular velocity of rotation of the fluid, $\nu$ is the viscosity, and $\rho_0$ is the constant density of the fluid. The vector of angular velocity of rotation $\tilde{\Omega}$ is directed along the axis $OZ$, and the external force $\tilde{F}_0$ acts in a plane that is perpendicular to the axis of rotation (see Fig. 1).

Let us denote the characteristic amplitude of the force $f_0$, and its characteristic spatial and temporal scales, respectively, as $\lambda_0$ and $t_0$. The external force has the following properties:

$$\tilde{F}_0 = f_0 \tilde{F}_0 \left( \frac{\tilde{x}}{\lambda_0} \frac{t}{t_0} \right), \text{div}\tilde{F}_0 = 0, \text{rot}\tilde{F}_0 \neq 0.$$

(3)

The main role of this force is the creation of small-scale helical fluctuations in the velocity field $\tilde{v}_0$ with a small Reynolds number $R = \frac{\nu t_0}{\lambda_0} \ll 1$, or, in other words, the maintenance of stationary small-scale helical turbulence. It is obvious that the characteristic speed caused by an external force has the same characteristic scales:

$$\tilde{v}_0 = \tilde{v}_0 \left( \frac{\tilde{x}}{\lambda_0} \frac{t}{t_0} \right).$$

(4)

Let's maintain the old notation of variables but replace the dimensioned variables in the system of equations (1) and (2) with dimensionless variables for convenience:

$$\tilde{x} \rightarrow \frac{\tilde{x}}{\lambda_0}, \quad t \rightarrow \frac{t}{t_0}, \quad \tilde{v} \rightarrow \frac{\tilde{v}}{v_0}, \quad \tilde{F}_0 \rightarrow \frac{\tilde{F}_0}{f_0}, \quad P \rightarrow \frac{P}{\rho_0 P_0}, \quad t_0 = \frac{\lambda_0^2}{\nu}, \quad P_0 = \frac{\nu_0 v_0}{\lambda_0}, \quad f_0 = \frac{\nu_0 v_0}{\lambda_0^2}, \quad v_0 = \frac{f_0 \lambda_0^2}{\nu}.$$

Then, in dimensionless variables, equations (1)-(2) take the form:

$$\frac{\partial \tilde{v}}{\partial t} + R(\tilde{v} \cdot \nabla)\tilde{v} = -\nabla P + [\tilde{v} \times \tilde{D}] + \Delta \tilde{v} + \tilde{F}_0,$$

(4)

$$\text{div}\tilde{v} = 0.$$

(5)

Here, $R = \frac{\lambda_0 v_0}{\nu}$ is the Reynolds number of small-scale pulsations, $D = \frac{2\Omega \lambda_0^3}{\nu}$ is the dimensionless rotation parameter on the scale $\lambda_0$ ($i = 1, 2, 3$), associated with the Taylor number $Ta = D^2$, and which is a characteristic of the degree of influence of Coriolis forces over viscous forces.

In what follows, the Reynolds number $R \ll 1$ will be assumed to be small, and we will construct an asymptotic expansion from this small parameter. We consider the parameter $D$ to be independent of the asymptotic expansion scheme. Of course, the Reynolds number on a large scale can be large. Consider the following formulation of the problem: we will consider the external force as small-scale and high-frequency. This force leads to small scale velocity fluctuations. After averaging, the rapidly oscillating fluctuations disappear. However, due to small non-linear interactions, non-zero terms may appear after averaging in some orders of perturbation theory. This means that these terms are not oscillatory, i.e., they are on a large scale. From a formal point of view, these members are secular. The difference from zero of such “constant” contributions leads to a rapid collapse of the asymptotic expansions. Therefore, the conditions for the conservation of the asymptotic expansion are based on the vanishing of the secular terms. This leads to conditions for the solvability of equations for large-scale perturbations. We discuss these equations below.
2.2. The method of multiscale asymptotic expansions and the equation for the large-scale velocity field

We denote the small-scale variables \( x_0 = (\mathbf{x}_0, t_0) \), and the large-scale \( X = (\mathbf{X}, T) \) ones. Denote the derivative \( \frac{\partial}{\partial x_0} \) by \( \partial_x \), and the derivative \( \frac{\partial}{\partial t_0} \) by \( \partial_t \). To designate large-scale spatial and temporal derivatives, the following notation will be used:

\[
\frac{\partial}{\partial x} \equiv \nabla, \quad \frac{\partial}{\partial T} \equiv \partial_T
\]

The spatial and temporal derivatives now turn into the corresponding derivatives with respect to both fast small-scale variables and slow large-scale variables. Therefore, we replace the spatial and temporal derivatives in equations (4)-(5) with operators of the form:

\[
\frac{\partial}{\partial x} \rightarrow \partial_x + R^2 \nabla, \quad \frac{\partial}{\partial T} \rightarrow \partial_T + R^1 \partial_T
\]

To construct a nonlinear theory, we represent the variables \( \mathbf{V}, P \) in the form of asymptotic series:

\[
\mathbf{V}(x,t) = \mathbf{W}_0(x_0) + \mathbf{v}_1(x_0) + R \mathbf{v}_2 + R^2 \mathbf{v}_3 + \cdots
\]

\[
P(x,t) = P_0 + \frac{1}{R} P_1 + \frac{1}{R^2} P_2 + \frac{1}{R^3} P_3 + \cdots
\]

Substituting the expansions (6)-(7) into the system of equations (4)-(5) and collecting together the terms with the same orders up to the power inclusive \( R^3 \), we obtain the equations of the multiscale asymptotic expansion. Let us pay attention to the analysis of rather deep orders of equations with respect to a small parameter, which is necessary to obtain equations for large-scale motions. This is typical for this method. There is only one equation in order \( R^3 \):

\[
\partial_t P_3 = 0 \Rightarrow P_3 = P_3(X)
\]

In order \( R^2 \), we have the equation:

\[
\partial_t P_2 = 0 \Rightarrow P_2 = P_2(X)
\]

In order \( R^1 \), we get a system of equations:

\[
\partial_t W_1 + W_1 \partial_x W_1 = -\partial_t P_1 - \nabla P_2 + \partial_x^2 P_2 + R \partial_x^2 P_2 + \nabla^2 W_1 = 0
\]

Averaging equations (10) over fast variables gives the secular equation,

\[
-\nabla P_2 + \partial_x^2 P_2 + D_1 = 0,
\]

which corresponds to the equation of geostrophic equilibrium.

In order zero \( R^0 \), we have the following system of equations:

\[
\partial_t v'_0 + W_0 \partial_x v'_0 + v'_0 \partial_x v'_0 = \partial_t P_0 - \nabla P_2 + \partial_x^2 v'_0 + \partial_x v'_0 D_1 + F_0^i
\]

These equations give one secular equation:

\[
\nabla P_2 = 0 \Rightarrow P_2 = \text{const}
\]

Consider a first-order \( R^1 \) approximation:

\[
\partial_t v'_i + W_1 \partial_x v'_i + v'_i \partial_x v'_i + v'_i W_1 + W_1 \nabla W_1 = -\partial_t P_1 - \nabla P_2 + \partial_x^2 v'_i + \partial_x v'_i D_1 + \nabla v'_i D_1,
\]

Secular equations follow from this system of equations:

\[
W_1 \nabla W_1 = -\nabla P_2
\]
Secular equations (15)-(16) satisfy the following field geometry:

$$\vec{W}_{-1} = (\vec{W}_{-1}^1(Z), \vec{W}_{-1}^2(Z), 0), \quad P_{-1} = \text{const}$$

For the second order $R^2$, we get the equations:

$$\partial_t v_x^i + W_x^1 \partial_x v_x^i + v_x^i \partial_x v_x^i + W_x^2 \partial_y v_x^i + v_x^i \partial_y v_x^i + v_x^i \partial_z v_x^i + W_x^3 \partial_z v_x^i + v_x^i \partial_z v_x^i + v_x^i \partial_t v_x^i + 2 \partial_t v_x^i + \varepsilon_{ijk} v_y^j D_k + = 0$$

$$\partial_t v_y^i + \varepsilon_{ijk} v_z^j D_k + = 0$$

It is easy to see that there are no secular terms in this order. Finally, we come to the most important order $R^3$. In this order, the equations are:

$$\partial_t v_x^i + \partial_x W_x^1 + W_x^1 \partial_x v_x^i + v_x^i \partial_x v_x^i + W_x^2 \partial_y v_x^i + v_x^i \partial_y v_x^i + v_x^i \partial_z v_x^i + W_x^3 \partial_z v_x^i + v_x^i \partial_z v_x^i + v_x^i \partial_t v_x^i + 2 \partial_t v_x^i + \varepsilon_{ijk} v_y^j D_k + = 0$$

Averaging these equations over fast variables, we obtain the main secular equation describing the evolution of large-scale perturbations:

$$\partial_t W_{-1}^1 - \Delta W_{-1}^1 + \varepsilon \left( v_x^i v_x^i v_0^i \right) = -\nabla_x \bar{P}_i$$

Equation (20) describes the evolution of a large-scale vortex field $\bar{W}$, but the final closure of equation (20) will be carried out after calculating the Reynolds stress $\varepsilon \left( v_x^i v_x^i v_0^i \right)$. To do this, it is necessary to find solutions for the small-scale velocity field $\bar{v}_0$.

### 2.3. Velocity field in zero approximation

Let us write the equation of the asymptotic expansion in the zeroth approximation (12) in the following form:

$$\hat{D}_0 v_0^i = -\partial_t P_0^e + \varepsilon_{ijk} v_0^j D_k + F_0^e$$

where the operator $\hat{D}_0$ is introduced

$$\hat{D}_0 = \partial_t - \partial_x^2 + W_x^1 \partial_x$$

The pressure $P_0^e$ is found in the condition $\partial_t v_0^i = 0$:

$$P_0^e = \hat{P}_1 u_0^e + \hat{P}_2 v_0^e + \hat{P}_3 w_0^e$$

Here we introduced the notation for the operators

$$\hat{P}_1 = \frac{D_x \partial_x - D_y \partial_y}{\partial_x^2}, \quad \hat{P}_2 = \frac{D_y \partial_y - D_z \partial_z}{\partial_y^2}, \quad \hat{P}_3 = \frac{D_z \partial_z - D_z \partial_z}{\partial_z^2},$$

and velocities $v_0^i = u_0^e$, $v_0^i = v_0^e$, $v_0^i = w_0$. Then, excluding the pressure from (21), we obtain a system of equations for finding the zero-order velocity field:

$$\left( \hat{D}_0 + \hat{P}_1 u_0^e \right) u_0^e + \left( \hat{P}_2 v_0^e - D_y \right) v_0^e + \left( \hat{P}_3 w_0^e + D_z \right) w_0 = F_0^e$$

$$\left( \hat{D}_0 + \hat{P}_1 v_0^e \right) v_0^e + \left( \hat{P}_2 u_0^e \right) u_0^e + \left( \hat{P}_3 w_0^e - D_z \right) w_0 = F_0^e$$

$$\left( \hat{P}_2 w_0^e - D_y \right) v_0^e + \left( \hat{D}_0 + \hat{P}_3 w_0^e \right) w_0 = F_0^e$$

The tensor components $\hat{p}_0$ are as follows:
\[ \hat{p}_{ix} = \frac{D_i \partial_i \partial_x - D_x \partial_i \partial_x}{\partial^2}, \quad \hat{p}_{iy} = \frac{D_i \partial_i \partial_y - D_y \partial_i \partial_y}{\partial^2}, \quad \hat{p}_{iz} = \frac{D_i \partial_i \partial_z - D_z \partial_i \partial_z}{\partial^2}, \]

\[ \hat{p}_{iy} = \frac{D_i \partial_i \partial_y - D_y \partial_i \partial_y}{\partial^2}, \quad \hat{p}_{iz} = \frac{D_i \partial_i \partial_z - D_z \partial_i \partial_z}{\partial^2}, \quad \hat{p}_{ix} = \frac{D_i \partial_i \partial_x - D_x \partial_i \partial_x}{\partial^2}, \]

\[ (24) \]

In accordance with the problem statement, we choose the coordinate system so that the axis \( OZ \) coincides with the direction of the angular velocity of rotation. Then the components of the rotation parameter are \( D_1 = D_2 = 0, \quad D_3 = D \). To solve the system of equations (23), it is necessary to specify the force \( \hat{F}_0 \) explicitly. Taking into account condition (3), we choose an external force in a rotating coordinate system in the following form:

\[ \hat{F}_0 = f_0 (i \cos \phi + j \cos \phi), \quad F_0^x = 0, \]  

(25)

where \( f_0 \) is the amplitude of the external force,

\[ \phi_1 = k_x, \quad \phi_2 = k_y, \quad \phi_3 = k_z, \quad k_1 = k_0 (1,0,1), \quad k_2 = k_0 (0,1,1). \]

Thus, the external force is given in the plane \( (X,Y) \) orthogonal to the axis of rotation, and the divergence of this force is zero. We seek the solution of the system of equations (23) according to the Cramer rule:

\[ u_0 = \frac{1}{\Delta} \left[ \left( \hat{D}_0 + \hat{p}_{1y} \right) \left( \hat{D}_0 + \hat{p}_{3x} \right) \left( \hat{p}_{2x} + D_1 \right) - \left( \hat{p}_{1y} - D_1 \right) \left( \hat{D}_0 + \hat{p}_{3x} \right) \right] F_0^x \]

(26)

\[ v_0 = \frac{1}{\Delta} \left[ \left( \hat{D}_0 + \hat{p}_{1x} \right) \left( \hat{D}_0 + \hat{p}_{3y} \right) \left( \hat{p}_{1y} + D_2 \right) - \left( \hat{p}_{1x} - D_2 \right) \left( \hat{D}_0 + \hat{p}_{3y} \right) \right] F_0^x \]

(27)

\[ w_0 = \frac{1}{\Delta} \left[ \left( \hat{D}_0 + \hat{p}_{1z} \right) \left( \hat{D}_0 + \hat{p}_{3x} \right) \left( \hat{p}_{1z} + D_3 \right) - \left( \hat{p}_{1z} - D_3 \right) \left( \hat{D}_0 + \hat{p}_{3x} \right) \right] F_0^x \]

(28)

Here \( \Delta \) is the determinant of the system of equations (23), which in its expanded form has the form:

\[ \Delta = \left( \hat{D}_0 + \hat{p}_{1y} \right) \left( \hat{D}_0 + \hat{p}_{3x} \right) \left( \hat{p}_{2x} + D_1 \right) - \left( \hat{p}_{1y} - D_1 \right) \left( \hat{D}_0 + \hat{p}_{3x} \right) \]

-\left( \hat{p}_{1y} - D_1 \right) \left( \hat{D}_0 + \hat{p}_{3x} \right) \left( \hat{p}_{1y} + D_2 \right) - \left( \hat{p}_{1y} - D_2 \right) \left( \hat{D}_0 + \hat{p}_{3y} \right) \left( \hat{p}_{1z} - D_3 \right) - \left( \hat{p}_{1z} - D_3 \right) \left( \hat{D}_0 + \hat{p}_{3z} \right) \left( \hat{p}_{1z} - D_3 \right) \]

(29)

To calculate expressions (26)-(29), we write the external force (25) in complex form:

\[ \hat{F}_0 = i \frac{f_0}{2} e^{i \phi} + j \frac{f_0}{2} e^{i \phi} + c.c. \]

(30)

Then all operators in formulas (26)-(29) act from the left on eigenfunctions:

\[ \hat{D}_0 e^{i \phi} = e^{i \phi} \hat{D}_0 (k_1 - \alpha_0), \quad \hat{D}_0 e^{i \phi} = e^{i \phi} \hat{D}_0 (k_2 - \alpha_0), \quad \Delta e^{i \phi} = e^{i \phi} \Delta (k_1 - \alpha_0), \quad \Delta e^{i \phi} = e^{i \phi} \Delta (k_2 - \alpha_0) \]

(31)

To simplify the formulas, we set \( \alpha_0 = 1 \), \( k_0 = 1 \) and introduce new notation:

\[ \hat{D}_0 (k_1 - \alpha_0) = \hat{A}_1 = 2 - i (1 - W_1), \quad \hat{D}_0 (k_2 - \alpha_0) = \hat{A}_2 = 2 - i (1 - W_2) \]

(32)

Here and below, complex conjugate quantities will be denoted by an asterisk. When performing further calculations, parts of the components in the tensors \( \hat{p}_{iy} (k_1) \) and \( \hat{p}_{iy} (k_2) \) vanish, so we write out only the non-zero components:

\[ \hat{p}_{1y} (k_1) = \hat{A}_1, \quad \hat{p}_{1y} (k_2) = -\frac{D_1}{2}, \quad \hat{p}_{2y} (k_1) = \hat{D}_1, \quad \hat{p}_{2y} (k_2) = \hat{A}_1, \quad \hat{p}_{3y} (k_1) = -\frac{D_1}{2}, \quad \hat{p}_{3y} (k_2) = \hat{A}_1. \]

(33)
Taking into account formulas (31)-(33), we find the determinant:

$$\Delta(k_i) = A_1 \left( \frac{\alpha_{v^2}^2 + D_i^2}{2} \right), \quad \Delta(k_i) = A_2 \left( \frac{\alpha_{v^2}^2 + D_i^2}{2} \right)$$  \hspace{1cm} (34)

In a similar way, we find the velocity field of the zero approximation:

$$u_0 = \frac{f_0}{2} \frac{\alpha_{v^2} e^i\phi}{A_i^2 + D_i^2} + \frac{f_0}{4} \frac{A_{v^2} e^i\phi}{A_i^2 + D_i^2} + \text{c.c.}$$  \hspace{1cm} (35)

$$v_0 = -\frac{f_0}{4} \frac{A_{v^2} e^i\phi}{A_i^2 + D_i^2} + \frac{f_0}{2} \frac{\alpha_{v^2} e^i\phi}{A_i^2 + D_i^2} + \text{c.c.}$$  \hspace{1cm} (36)

$$w_0 = \frac{f_0}{4} \frac{A_{v^2} e^i\phi}{A_i^2 + D_i^2} - \frac{f_0}{4} \frac{\alpha_{v^2} e^i\phi}{A_i^2 + D_i^2} + \text{c.c.}$$  \hspace{1cm} (37)

The relations obtained for the velocity field in the zeroth approximation make it possible to find the Reynolds stresses necessary to close the equation.

### 2.4. Reynolds stresses and large-scale instability

Consider large-scale fields that satisfy the geometry of the problem within the framework of the “quasi-two-dimensional” model (17). Large-scale derivatives with respect to \( Z \) are then preferred.

$$\nabla_Z \equiv \frac{\partial}{\partial Z} \equiv \frac{\partial}{\partial X} \frac{\partial}{\partial Y}.$$  \hspace{1cm} (38)

In this case, equation (20) can be written in the coordinate form:

$$\partial_z W_i - \nabla^2_z W_i + \nabla_x \left( \rho_0 \phi_i \right) = 0, \quad W_i \equiv W_{i,z}$$  \hspace{1cm} (39)

To close the equations (38)-(39) it is necessary to calculate the Reynolds stresses \( \overline{w_0 u_0} \) and \( \overline{w_0 v_0} \). These terms are easily calculated using formulas (35)-(37). As a result, we get:

$$\overline{w_0 u_0} = -\frac{f_0^2}{8} \frac{D^2}{16(1-W_i)^2} + \frac{f_0^2}{2} \frac{D}{16(1-W_i)^2}$$

$$\overline{w_0 v_0} = -\frac{f_0^2}{8} \frac{D^2}{16(1-W_i)^2} - \frac{f_0^2}{2} \frac{D}{16(1-W_i)^2}$$  \hspace{1cm} (40)

Now equations (38)-(39) have a closed form:

$$\partial_z W_i - \Delta W_i + \frac{\partial}{\partial Z} \overline{w_0 u_0} = 0, \quad \partial_z W_2 - \Delta W_2 - \frac{\partial}{\partial Z} \overline{w_0 v_0} = 0.$$  \hspace{1cm} (41)

For small values of \( W_{i,z} \) the Reynolds stress (40) can be expanded into a series in \( W_{i,z} \). As a result, we obtain the following linearized equations (41):

$$\partial_z W_i - \nabla^2_z W_i = \alpha_1 \nabla_z W_i - \alpha_2 \nabla_z W_2$$  \hspace{1cm} (42)

$$\partial_z W_2 - \nabla^2_z W_2 = \alpha_1 \nabla_z W_2 + \alpha_2 \nabla_z W_i$$  \hspace{1cm} (43)

where
\[ \alpha_1 = \frac{f_0^2}{8} D^2 \alpha, \quad \alpha_2 = \frac{f_0^2}{2} D \alpha, \quad \alpha = \frac{32 D^2 (10 - D)}{\left( D^2 + 6 \right)^2 + 64} \]

The solution of the linear system of equations (42)-(43) will be found in the form of plane waves with the wave vector \( K \parallel OZ \), i.e.

\[ W_{i,2} = A_{w_{i,2}} \exp(-i \omega T + i KZ) \] (44)

Substituting (44) into the system of equations (42)-(43), we obtain the dispersion equation:

\[ (-i \omega + K^2 - i \alpha_1 K) - \alpha_2 K^2 = 0 \] (45)

Dispersion equation (45) shows the existence of unstable oscillatory solutions with the oscillation frequency

\[ \omega = \frac{f_0^2}{8} D^2 \alpha K \]

and instability increment

\[ \gamma = \frac{f_0^2}{2} D \alpha K - K^2 \]

The instability is large-scale because the unstable term dominates the damping at large scales: \( \frac{f_0^2}{2} D \alpha > K \). The maximum instability increment is \( \gamma_{\text{max}} = \alpha^2 f_0^4 D^2 / 16 \) and is achieved on the wave vector \( K_{\text{max}} = \alpha f_0^2 D / 4 \).

Thus, in the considered stationary small-scale “turbulent” medium, large-scale motions arise and grow exponentially. It can be expected that stabilization of this instability will occur at the nonlinear stage. We show below that, as a result of the development of instability in the system, large-scale spiraling, circularly polarized vortices of the Beltrami type are generated.

### 2.5. Stationary nonlinear vortex structures

Obviously, as the amplitude increases, the nonlinear terms decrease and the instability saturates. As a result, stationary, nonlinear vortex structures are formed. To find them, we put in equations (41) \( \partial_T = 0 \) and integrate the equations once over \( Z \). We obtain the following system of equations:

\[ \frac{d}{dZ} W_1 = \frac{w_1}{w_0} v_0 + C_1 \]

\[ \frac{d}{dZ} W_2 = \frac{w_2}{w_0} v_0 + C_2 \] (46)

From equations (46), follow:

\[ \frac{dW_1}{dW_2} = \frac{w_1}{w_0} \frac{w_2}{v_0} + C_1 \]

\[ \frac{dW_1}{dW_2} = \frac{w_1}{w_0} \frac{v_0}{w_2} + C_2 \] (47)

Integrating the system of equations (47), we get:

\[ \int_{w_0}^{w_1} dw_1 + C_1 w_1 = \int_{w_0}^{w_2} dw_2 + C_2 w_2 \]

The integrals in expression (48) are calculated through elementary functions, which give the expression for the first integral of motion \( J \) of equations (47):

\[ J = \frac{D^2}{8} \left[ \frac{1}{4 + \frac{1}{2} D^2 (W_2 - 1)^2} \right]^2 + \frac{1}{4 (W_2 - 1)^2} \ln \frac{(W_1 - 1)^2 + D \sqrt{2} (W_1 - 1) + 4 + \frac{D^2}{2}}{(W_1 - 1)^2 - D \sqrt{2} (W_1 - 1) + 4 + \frac{D^2}{2}} \]
It is clear that system (46) is analogous to a dynamical system in which the coordinate $Z$ plays the role of time. As a result, the standard methods for studying dynamical systems apply. A phase portrait of a dynamic system is thus used to gain a qualitative understanding of all possible modes implemented in it. The phase portrait of the system (46) is depicted in Fig. 2. From which the most interesting modes of behaviour are easily noticeable. Such regimes correspond to trajectories in the phase portrait connecting hyperbolic points with stable and unstable foci.
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**Figure 2.** Phase portrait of a dynamical system (46) with parameters $D = 1, C_1 = -0.03, C_2 = 0.03$. One can see two hyperbolic singular points, as well as stable and unstable nodes.

On the left side of Fig. 3, we see the solution corresponding to the trajectory connecting the hyperbolic singular point with the stable node. On the right in Fig. 3, the solution corresponds to the trajectory connecting the unstable and stable foci. All these solutions correspond to large-scale localized vortex structures, such as kinks with rotation, which are generated by the instability considered here. The kink connecting a hyperbolic point to a stable knot contains rotations around the stable knot, as shown on the left in Fig. 3. In the kink that connects the unstable and stable foci, the velocity vector field $W$ rotates around both singular points, as can be seen from the right side of Fig. 3. Note that, in contrast to previous works on the hydrodynamic $\alpha$-effect in a rotating fluid, the method of asymptotic expansion makes it possible to construct a nonlinear theory in a natural way and study stationary nonlinear vortex kinks.

![Figure 3](image3.png)

**Figure 3.** On the left, a kink is shown connecting a hyperbolic point to a stable knot with parameters $D = 1, C_1 = 0.04, C_2 = 0.04$. When approaching a stable node, the rotation of the velocity field is observed. On the right, a kink is shown connecting the unstable and stable foci with the $D = 1, C_1 = 0.04, C_2 = 0.04$ parameters. Here you can see the internal helical structure of the kink

### 3. Nonlinear Large-Scale Vortex Structures in an Obliquely Rotating Fluid

This section presents the results of works [32]-[33], where a large-scale instability was studied that occurs in an obliquely rotating viscous fluid with small-scale turbulence. In [32]-[33], turbulence is modelled by an external small-scale and high-frequency force with a small Reynolds number. However, the main difference from the results of [30], which were presented in the previous section, is that the external force has no helicity. Therefore, the instability discussed above should be absent. The mathematical aspects of the theory [32]-[33] are based on a rigorous multiscale asymptotic expansion method. In the third order of perturbation theory, nonlinear equations were obtained for a large-scale velocity field. A study was also carried out of the linear and nonlinear stages of instability, and in the stationary mode, nonlinear periodic waves and vortex kinks were found [32]-[33].

\[
\frac{1}{2^{3/2} (D^2 + 8)} \ln \frac{(W_2 - 1)^2 + (W_2 - 1) D \sqrt{2} + 4 + \frac{D^2}{2}}{8 (D^2 + 8)} + \frac{D}{8 (D^2 + 8)} \ln \frac{(W_2 - 1)^2 - 4 - \frac{D^2}{2}}{4 (W_2 - 1)} + C_1 W_2 + C_2 W_1
\]
3.1 Statement of the problem and equation for a large-scale velocity field

Let us consider a turbulent flow in an obliquely rotating viscous fluid whose axis of rotation does not coincide with the $OZ$ axis. We will model turbulence with an external small-scale and high-frequency force $F_0$ located in the plane $(X,Y)$ (see Fig. 4). This force is not random and is set in a deterministic way in the following way:

$$F_0^x = 0, \quad F_0^y = f_0(\hat{i}\cos\phi + \hat{j}\cos\phi),$$

$$\phi^1 = \bar{k}^1\hat{x} - a_0 t, \quad \phi^2 = \bar{k}^2\hat{x} - a_0 t, \quad \bar{k}^1 = \bar{k}_0(1,0,0), \quad \bar{k}^2 = \bar{k}_0(0,1,0)$$

(49)

Obviously, the non-helical external force (49) satisfies the following properties:

$$\text{div} F_0 = 0, \quad \text{rot} F_0 = 0, \quad \text{rot} F_0 \neq 0, \quad F_0 = f_0(\hat{x}, t)$$

(50)

In addition, the external force (49) is invariant with respect to the parity transformation $F_0(x,t) = F_0(-x,-t)$.

In the absence of rotation $\Omega = 0$, an external force $F_0$ excites a small-scale flow $\bar{v}_0$ with a small Reynolds number $R = \frac{v_0\lambda_0}{\lambda_0} \ll 1$ and zero helicity $\text{v}_0 \cdot \text{rot} \text{v}_0 = 0$. To describe a turbulent flow in an obliquely rotating viscous incompressible fluid, we use the Navier-Stokes equations in a rotating coordinate system (1)-(2), which in a dimensionless form have the form (4)-(5). Further, the problem is to find an equation for a large-scale, slow velocity field $W$. To do this, we also apply the method of multiscale asymptotic expansion with a small parameter $R$. Then, already in the third order of the perturbation theory, we obtain nonlinear equations for the large-scale components of the velocity field $(W_1, W_2)$ in the framework of the “quasi-two-dimensional” model (17):

$$\partial_x W_1 - \nabla^2 W_1 + \nabla_x \left( \frac{\nu_0 v_0^*}{\nu_0^*} \right) = 0, \quad W_1 = W_1^\perp$$

(51)

$$\partial_x W_2 - \nabla^2 W_2 + \nabla_x \left( \frac{\nu_0 v_0^*}{\nu_0^*} \right) = 0, \quad W_2 = W_2^\perp$$

(52)

These equations are supplemented by the secular equations (11), (15), and (16). The fundamental difference between equations (51)-(52) and (38)-(39) is the Reynolds stresses, since the small-scale velocity fields $v_0$ included in them will be different. Naturally, to close equations (51)-(52), it is necessary to find solutions for the small-scale velocity field $v_0$.

3.2. Small-scale velocity field in the zeroth approximation in $R$

Using the results of Section 2.2, we calculate the zero-approximation velocity field, considering the geometry of the problem (see Fig. 4) and the selection of external force (49). We find expressions for the operator $\hat{D}_0$ by representing (49) in complex form (30):

$$\hat{D}_0 (k_1, a_0) = \hat{A}_1 = 1 - i(1 - W_1), \quad \hat{D}_0 (k_2, a_0) = \hat{A}_2 = 1 - i(1 - W_2)$$

(53)

and non-zero components of the tensors $\hat{p}_0 (k_1)$ and $\hat{p}_0 (k_2)$:

$$\hat{p}_{01} (k_1) = D_3, \quad \hat{p}_{02} (k_1) = -D_2, \quad \hat{p}_{12} (k_2) = -D_3, \quad \hat{p}_{32} (k_2) = D_1$$

(54)

Here, to simplify the formulas, it was assumed that $k_0 = 1, a_0 = 1, f_0 = 1$. Taking into account formulas (53)-(54), we find the determinant:
\[
\Delta(k_1) = \hat{A}_1 \left( \hat{A}_1^* + D_1^2 \right), \quad \Delta(k_2) = \hat{A}_2 \left( \hat{A}_2^* + D_2^2 \right)
\]  

(55)

Using formulas (26)-(29) and (53)-(55) it is easy to find the zero approximation velocity field:

\[
u_0 = \frac{1}{2} e^{i\theta_1} \hat{A}_1^* + c.c.
\]

(56)

\[
u_0 = \frac{1}{2} e^{i\theta_2} \hat{A}_2^* + c.c.
\]

(57)

\[
u_0 = \frac{1}{2} e^{i\theta_3} D_2 - \frac{1}{2} e^{i\theta_1} \hat{A}_1^* + c.c.
\]

(58)

Note that the angular velocity component \(D_3\) has dropped out of the expressions for the zero-approximation velocity, which is a consequence of the choice of an external force.

### 3.3. Reynolds stresses and large-scale instability

To close equations (51)-(52), we need to calculate the Reynolds stresses \(w_0 w_0\) and \(w_0 v_0\). These terms are easily calculated using formulas (56)-(58). As a result, we get:

\[
w_0 w_0 = \frac{1}{2} \frac{D_1}{A_1^2 + D_1^2}, \quad w_0 v_0 = -\frac{1}{2} \frac{D_1}{A_1^2 + D_1^2}
\]

(59)

Now equations (51)-(52) are closed and take the form:

\[
\partial_z W_1 - \Delta W_1 + \frac{1}{2} \frac{D_1}{A_1^2 + D_1^2} = 0,
\]

(60)

\[
\partial_z W_2 - \Delta W_2 - \frac{1}{2} \frac{D_1}{A_1^2 + D_1^2} = 0
\]

For small values \(W_1, W_2\), equation (60) can be linearized, which gives:

\[
\partial_z W_1 - \Delta W_1 - \alpha_1 \frac{\partial}{\partial Z} W_1 = 0
\]

\[
\partial_z W_2 - \Delta W_2 + \alpha_2 \frac{\partial}{\partial Z} W_1 = 0
\]

(61)

System (61) describes the positive feedback between the velocity components \(W_1, W_2\), which is carried out by projections of the Coriolis force through the coefficients \(\alpha_1, \alpha_2\):

\[
\alpha_1 = 2 \frac{D_1 (D_1^2 - 2)}{(4 + D_1^2)^2}, \quad \alpha_2 = 2 \frac{D_1 (D_1^2 - 2)}{(4 + D_1^2)^2}
\]

The solution to the linear system (61) will be sought in the form:

\[
W_1, W_2 \sim \exp(\gamma T + iKZ)
\]

(62)

Substituting equation (62) into equation (61), we obtain the dispersion equation:

\[
\gamma = \pm \sqrt{\alpha_1 \alpha_2} K - K^2
\]

(63)

Dispersion equation (63) shows the existence of a large-scale instability \(\alpha_1 \alpha_2 > 0\) with a maximum increment \(\gamma_{max} = \frac{\alpha_1 \alpha_2}{4}\), with a wave vector \(K_{max} = \frac{1}{2} \sqrt{\alpha_1 \alpha_2}\).

As a result of the development of instability in the system, large-scale helical vortices of the Beltrami type are generated. At \(\alpha_1 \alpha_2 < 0\), damped oscillations with frequency \(\omega_0 = \sqrt{\alpha_1 \alpha_2} K\) appear instead of instability. As can be
seen from (63), the increment of large-scale instability $\gamma$ depends on the values of $D_1, D_2$, i.e., on how the external forces $F^\alpha_0, F^\beta_0$ are located with respect to the perpendicular projection of the angular velocity of rotation. If one of the components $D_1, D_2$ vanishes or is equal to $\sqrt{2}$, then there is no instability. Instability exists in the following cases:

- $D_1 > \sqrt{2}, D_2 > \sqrt{2}$,
- $D_1, D_2 > 0, D_1 < \sqrt{2}, D_2 < \sqrt{2}$,
- $D_1 > 0, D_2 > 0, D_1^2 < 2, D_2^2 < 2$,
- $D_1 > 0, D_2 > 0, D_1^2 < 2, D_2^2 < 2$,
- $D_1 < 0, D_2 < 0, D_1^2 > 2, D_2^2 > 2$, or $D_1^2 < 2, D_2^2 < 2$,
- $D_1 < 0, D_2 < 0, D_1^2 < 2, D_2^2 > 2$.

Of course, the instability should stabilise at the nonlinear stage, which we discuss below.

### 3.4. Stationary solutions of the nonlinear equation for a large-scale velocity field

As the perturbation amplitude $W_1, W_2$ increases, the nonlinear terms in (60) decrease, and the instability saturates. As a result, stationary, nonlinear vortex structures are formed. To find them in equation (63), we set $\frac{\partial}{\partial T} = 0$ and integrate the equations once with respect to $Z$. As a result, we obtain the following system of equations:

\[
\frac{dW_1}{dZ} = \frac{1}{2} \left( \frac{D_1}{4(1-W_1)^2 + \left[ D_1^2 + W_2^2(2-W_2) \right]^2} \right) + C_1, \quad \frac{dW_2}{dZ} = -\frac{1}{2} \left( \frac{D_2}{4(1-W_1)^2 + \left[ D_2^2 + W_1^2(2-W_1) \right]^2} \right) + C_2
\]  

(64)

Let's move on to some convenient variables in this system: $1-W_1 = \tilde{W}_1, 1-W_2 = \tilde{W}_2$. Then we get

\[
\frac{d\tilde{W}_1}{dZ} = -\frac{1}{2} \left( \frac{D_1}{(D_1^2 + 1)^2 + 2(1-D_2^2)W_2^2 + \tilde{W}_2^2} \right) + C_1
\]

\[
\frac{d\tilde{W}_2}{dZ} = \frac{1}{2} \left( \frac{D_2}{(D_2^2 + 1)^2 + 2(1-D_1^2)\tilde{W}_1^2 + \tilde{W}_1^2} \right) + C_2
\]  

(65)

Again, considering $Z$ as a variable analogous to time, we can use the usual methods of dynamical systems. So the system of equations (65) can be written in the Hamiltonian form:

\[
\frac{d\tilde{W}_1}{dZ} = -\frac{\partial H}{\partial \tilde{W}_2}, \quad \frac{d\tilde{W}_2}{dZ} = \frac{\partial H}{\partial \tilde{W}_1}
\]

where the Hamiltonian $H$ has the form:

\[
H = H_1(D_1, \tilde{W}_1) + H_2(D_2, \tilde{W}_2)
\]  

(66)

The function $H(D, \tilde{W})$ is

\[
H(D, \tilde{W}) = \frac{D}{2} \int \left( \frac{d\tilde{W}}{(D^2 + 1)^2 + 2(1-D^2)\tilde{W}^2 + \tilde{W}^4} \right) + C\tilde{W}
\]

(67)

The integral in formula (67) is calculated using elementary functions. Let’s put it simply: $D_1 = D_2 = D = 1$. Then function (67) is

\[
H(\tilde{W}) = \frac{1}{16} \left[ \ln \frac{\tilde{W}^2 + 2\tilde{W} + 2}{\tilde{W}^2 - 2\tilde{W} + 2} + \arctg \frac{2\tilde{W}}{2-\tilde{W}^2} \right] + C\tilde{W}
\]

(68)

The amounts $H_1(\tilde{W}_1) + H_2(\tilde{W}_2)$ can be combined into one formula. Then the Hamiltonian is

\[
H = \frac{1}{16} \ln \left( \frac{\tilde{W}_1^2 + 2\tilde{W}_1 + 2}{\tilde{W}_1^2 - 2\tilde{W}_1 + 2} \right) + \frac{1}{16} \arctg \left( \frac{2\tilde{W}_2}{\tilde{W}_1^2 - 2} \right) + C_1\tilde{W}_1 + C_2\tilde{W}_2
\]  

(69)
For Hamiltonians (69), it is easy to construct a phase portrait (Fig. 5), where for constant parameters \( C_1 = 0.1, C_2 = 0.1 \). The phase portrait shows the presence of closed trajectories on the phase plane around elliptical points and separatrices that connect hyperbolic points. Obviously, closed trajectories correspond to nonlinear periodic solutions (see the left side of Fig. 6), and localized solutions, such as kinks, correspond to separatrices (see the right side of Fig. 6).

**Figure. 5.** The phase plane for the Hamiltonian (69) for constants \((C_1 = 0.1, C_2 = 0.1)\) is shown. One can see the presence of closed trajectories around the elliptic points and separatrices that connect the hyperbolic points.

**Figure. 6.** The non-linear helical Beltrami wave is shown on the left, which corresponds to a closed trajectory on the phase plane. The spiral is oriented along the axis \( Z \) and inclined with respect to the axis of rotation. On the right is a localized solution (kink) that corresponds to a separatrix on the phase plane. Solutions are obtained with parameters \((C_1 = 0.1, C_2 = 0.1)\).

### 4. NONLINEAR LARGE-SCALE VORTEX STRUCTURES IN AN OBLIQUELY ROTATING STRATIFIED FLUID

In this section, we discuss the nonlinear theory of generation of large-scale vortex structures (LSVS) in an obliquely rotating stratified medium with small-scale non-spiral turbulence, which was developed in [34]. Here turbulence was modeled by an external small-scale force with zero helicity, which creates small-scale flows with a small Reynolds number. Analytical results were obtained based on the method of multiscale asymptotic expansions. Nonlinear equations were found to describe the evolution of large-scale motions in the third order of perturbation theory. Linear instability and stationary nonlinear regimes were studied, and stationary solutions were obtained in the form of nonlinear Beltrami waves and localized vortex structures-kinks of a new type [34].

When temperature stratification is present, there are significant differences from the findings presented in works [32]-[33]. Firstly, the physical state changes completely. Accounting for temperature stratification in a gravitational field leads to free convection, resulting in the creation of vortex convective cells. The outcomes of [32]-[33] are not applicable in this scenario. Secondly, the mechanism of helicity generation is different here. Initially, non-helical external forces and the Coriolis force excite mirror-symmetric turbulence that organizes convective cells in such a way that the average helicity of small-scale motions is not zero (\( \alpha \)-effect). Thirdly, the regime of large-scale instability is significantly altered. The increment of instability becomes much greater in the presence of convection \( Ra \neq 0 \).

#### 4.1. Equations for Large Scale Fields

The Boussinesq-Oberbeck approximation describes the perturbations of velocity, temperature, and pressure in a rotating coordinate system with a constant temperature gradient. The system of equations is as follows:

Momentum equation:

\[
\frac{\partial V_i}{\partial t} + V_j \frac{\partial V_i}{\partial x_j} = \nu \Delta V_i - \frac{1}{\rho} \frac{\partial P}{\partial x_i} + 2\alpha \beta V_i \Omega + g \epsilon V_i \beta T + F_{vi}^\prime
\]

(70)
Energy equation:
\[
\frac{\partial T}{\partial t} + V_i \frac{\partial T}{\partial x_i} - \nabla \cdot (\kappa \nabla T) = \chi \Delta T
\]  
(71)

Continuity equation:
\[
\frac{\partial V_i}{\partial x_i} = 0
\]  
(72)

The system of equations (70)-(73) describes the evolution of perturbations against the background of the main equilibrium state, set by a constant temperature gradient \( \nabla T = -A\vec{e} \) (heating from below \( A > 0 \)) and hydrostatic pressure:
\[
\nabla P = \vec{g} - \frac{\rho}{\Omega^2} \left[ \vec{\Omega} \times \left( \vec{\Omega} \times \vec{r} \right) \right],
\]
where \( \vec{r} \) is the radius vector of the fluid element. The vector of the angular velocity of rotation \( \vec{\Omega} \) is considered constant (solid-body rotation) and inclined with respect to the plane \((X,Y)\), as shown in Fig. 7, i.e., for the Cartesian geometry of the problem: \( \vec{\Omega} = (\Omega_x, \Omega_y, \Omega_z) \); \( \vec{e} = (0,0,1) \) is a unit vector in the direction of the Z axis; gravity is directed vertically downwards \( \vec{g} = (0,0,-g) \); \( \beta \) is the coefficient of thermal expansion. Equation (70) includes an external force \( F_o \), which simulates an excitation source in the medium of small-scale and high-frequency fluctuations of the velocity field \( \vec{v}_o \) with a small Reynolds number \( R = \frac{\nu o}{\lambda_o} \ll 1 \).

**Figure 7.** The angular velocity of rotation \( \vec{\Omega} \) is not perpendicular to the plane \((X,Y)\) in which the external force \( \vec{F}_o \) is located, but inclined at an angle with respect to it.

In this context, we employ an external non-helical force in the form of equation (49) and with properties (50). To simplify notation, we switch to dimensionless variables in equations (70)-(72), while retaining the notation for the dimensional variables
\[
x \rightarrow \frac{x}{\lambda_o}, \quad t \rightarrow \frac{t}{t_o}, \quad \vec{V} \rightarrow \frac{\vec{V}}{v_o}, \quad \vec{F}_o \rightarrow \frac{\vec{F}_o}{f_o}, \quad P \rightarrow \frac{P}{\rho p_o}, \quad t_o = \frac{\lambda_o^2}{v}, \quad p_o = \frac{\nu v}{\lambda_o}, \quad f_o = \frac{v_o v}{\lambda_o^2}, \quad T \rightarrow \frac{T}{\lambda_o A}.
\]

In dimensionless variables, equations (70)-(72) take the form:
\[
\frac{\partial V_i}{\partial t} + R V_i \frac{\partial V_i}{\partial x_i} = \nabla V_i - \frac{\partial P}{\partial x_i} + \epsilon_{ij} \nabla_i D_j + \epsilon_i \vec{R} \alpha T + F'^i
\]  
(73)

\[
\frac{\partial T}{\partial t} + R V_i \frac{\partial T}{\partial x_i} + \epsilon_i V_i = Pr^{-1} \Delta T
\]  
(74)

\[
\frac{\partial V_i}{\partial x_i} = 0
\]  
(75)

New dimensionless parameters have appeared here:
\[\vec{R} = \frac{Ra}{Pr}, \quad Ra = \frac{g\beta A \lambda_o^2}{\nu v}; \]
\( \lambda_o, Pr = \frac{V}{\chi} \) is the Prandtl number. We consider the Reynolds number \( R = \frac{v_o t_o}{\lambda_o} \ll 1 \) to be a small parameter of the asymptotic expansion, and the parameters \( D_i \) and \( \vec{R} \alpha \) are arbitrary and do not affect the expansion scheme. The
primary objective of this section is to obtain the solvability equations for the multiscale asymptotic expansion, which involves finding equations for large-scale perturbations. As in the previous sections, we express the spatial and temporal derivatives in equations (73)-(75) using an asymptotic expansion (6). In constructing the nonlinear theory, we represent the variables $V, P$ as an asymptotic series (7), and the temperature perturbations $T$ as the following series:

$$T(x,t) = \frac{1}{R} T_i(x) + T_0(x_0) + RT_1 + R^2 T_2 + R^3 T_3 + \cdots$$  \hfill (76)

To obtain the equations of the multiscale asymptotic expansion, we substitute the expansions (6)-(7), (76) into the system of equations (73)-(75) and group together the terms with the same orders in $R$ up to the power of $R^3$. The algebraic structure of the asymptotic expansion in equations (73)-(75) differs from the asymptotic expansion presented in Section 2.2 due to the presence of terms related to the expansion of temperature perturbations. The fundamental secular equations, or equations for large-scale fields, are derived at the third order in $R$:

$$\partial_x^2 W_1 + \Delta W_1 + \nabla_x \left( \frac{v_0^2 v_0'}{v_0'} \right) = -\nabla_x P_0$$  \hfill (77)

$$\partial_x T_1 - Pr^{-1} \Delta T_1 = -\nabla_x \left( \frac{v_0^2 T_0}{v_0} \right)$$  \hfill (78)

Equations (77)-(78) are supplemented by secular equations:

$$-\nabla_x P_3 + \kappa e a T_1 + e_{iik} W_i D_k = 0, \quad W_3 \nabla_x W_3' = -\nabla_x P_1$$

$$W_3 \nabla_x T_3 = 0, \quad \nabla_x W_3' = 0, \quad W_3'' = 0.$$  

These equations are satisfied by choosing the following geometry for the velocity field:

$$W_1 = \left( W_{11}'(Z), \quad W_{12}'(Z), 0 \right), \quad T_1 = T_1(Z), \quad P_1 = \text{const}$$ \hfill (79)

In the framework of a quasi-two-dimensional problem, when large-scale derivatives with respect to $Z$ are preferable, i.e.

$$\nabla_z = \frac{\partial}{\partial Z} \gg \frac{\partial}{\partial X}, \frac{\partial}{\partial Y}$$

Then the system of equations (77)-(78) is simplified and takes the following form:

$$\partial_x W_1 - \nabla_x W_1 + \nabla_x \left( \frac{v_0^2 v_0'}{v_0'} \right) = 0, \quad W_1'' = W_1$$  \hfill (80)

$$\partial_x W_2 - \nabla_x W_2 + \nabla_x \left( \frac{v_0^2 v_0'}{v_0'} \right) = 0, \quad W_2'' = W_2$$  \hfill (81)

$$\partial_x T_1 - Pr^{-1} \Delta T_1 + \nabla_x \left( \frac{v_0^2 T_0}{v_0} \right) = 0$$  \hfill (82)

Equations (80)-(82) describe the evolution of large-scale vortex fields $W$, but the final closure of these equations is achieved after calculating the Reynolds stresses $\nabla_x \left( \frac{v_0^2 v_0'}{v_0'} \right)$. This shows that we need to find solutions for the small-scale velocity field $v_0$.

### 4.2. Solving Equations for Small-Scale Fields and Calculating Reynolds Stresses

We write the asymptotic expansion equations in the zeroth approximation in the following form:

$$\tilde{D}_w v_0' = -\partial_3 P_0 + \kappa e a T_0 + e_{iik} v_0' D_k + F_0''$$  \hfill (83)

$$\tilde{D}_w T_0 = e_{iik} v_0^i$$  \hfill (84)

$$\partial_3 v_0' = 0$$  \hfill (85)

where the notation for the operators is introduced:

$$\tilde{D}_w = \partial_3 - \partial_2^2 + W_3'' \partial_Z, \quad \tilde{D}_w = \partial_1 - Pr^{-1} \partial_2^2 + W_3'' \partial_Z$$

Small-scale temperature oscillations are easily found from equation (84):
\[ T_0 = \frac{v_0'}{D_\theta} \] (86)

Substituting (86) into (83), and using the condition of solenoidality of the fields \( \vec{v}_0 \) and \( \vec{F}_0 \), we find the pressure \( P_0 \):

\[ P_0 = \hat{P}_1 u_0 + \hat{P}_2 v_0 + \hat{P}_3 w_0 \] (87)

Here we introduce the notation for the operators

\[ \hat{P}_1 = \frac{D_1}{\partial^2} - \frac{D_3}{\partial^2}, \quad \hat{P}_2 = \frac{D_2}{\partial^2} - \frac{D_3}{\partial^2}, \quad \hat{P}_3 = \frac{D_1}{\partial^2} - \frac{D_2}{\partial^2} + Ra \frac{\partial}{\partial D_\theta^2} \]

and velocities: \( v_0'^* = u_0 \), \( v_0'^* = v_0 \), \( v_0'^* = w_0 \). Using expression (87), we can eliminate the pressure from equation (83) and, as a result, obtain a system of equations for finding the zero-order velocity field:

\[ \left( \hat{D}_w + \hat{p}_1 \right) u_0 + \left( \hat{p}_2 + D_1 \right) v_0 + \left( \hat{p}_3 + D_2 \right) w_0 = \overline{F}_0' \]

\[ \left( D_1 + \hat{p}_1 \right) u_0 + \left( \hat{D}_w + \hat{p}_2 \right) v_0 + \left( \hat{p}_3 - D_3 \right) w_0 = \overline{F}_0'' \]

\[ \left( \hat{p}_1 - D_3 \right) u_0 + \left( \hat{p}_2 + D_1 \right) v_0 + \left( \hat{D}_w - \frac{Ra}{D_\theta} + \hat{p}_3 \right) w_0 = 0 \]

The components of the tensor \( \hat{p}_y \) have the following form:

\[ \hat{p}_{1x} = \frac{D_1}{\partial^2} - \frac{D_3}{\partial^2}, \quad \hat{p}_{2x} = \frac{D_2}{\partial^2} - \frac{D_3}{\partial^2}, \quad \hat{p}_{3x} = \frac{D_1}{\partial^2} - \frac{D_2}{\partial^2} + Ra \frac{\partial}{\partial D_\theta^2} \]

\[ \hat{p}_{1y} = \frac{D_1}{\partial^2} - \frac{D_3}{\partial^2}, \quad \hat{p}_{2y} = \frac{D_2}{\partial^2} - \frac{D_3}{\partial^2}, \quad \hat{p}_{3y} = \frac{D_1}{\partial^2} - \frac{D_2}{\partial^2} + Ra \frac{\partial}{\partial D_\theta^2} \]

\[ \hat{p}_{1z} = \frac{D_2}{\partial^2} - \frac{D_3}{\partial^2}, \quad \hat{p}_{2z} = \frac{D_1}{\partial^2} - \frac{D_3}{\partial^2}, \quad \hat{p}_{3z} = \frac{D_1}{\partial^2} - \frac{D_2}{\partial^2} + Ra \frac{\partial}{\partial D_\theta^2} \]

The solution to the system of equations (88) is easily found according to Cramer's rules (26)-(28). Then, using the complex form of the external force (49), we find the zero approximation velocity field:

\[ u_0 = \frac{f_0}{2} \frac{\hat{A}_2}{\hat{A}_2} e^{i\phi_2} + \text{c.c.} = u_{03} + u_{04} \]

\[ v_0 = \frac{f_0}{2} \frac{\hat{A}_1}{\hat{A}_1} e^{i\phi_1} + \text{c.c.} = v_{01} + v_{02} \]

\[ w_0 = \frac{f_0}{2} \frac{D_1}{\hat{A}_1} e^{i\phi_1} + \frac{f_0}{2} \frac{D_2}{\hat{A}_2} e^{i\phi_2} + \text{c.c.} = w_{01} + w_{02} + w_{03} + w_{04} \]

where

\[ \hat{A}_{1,2} = \frac{\hat{D}_{\theta,2}}{\hat{D}_{\theta,2}} \]

This indicates that the zero-order velocity field is not influenced by the angular velocity component \( D_3 \), as a result of the chosen external force (49). It is worth noting that the velocity components follow the subsequent relationships:

\[ w_{03}' = (w_{03})', \quad w_{04}' = (w_{03})', \quad v_{02}' = (v_{01})', \quad v_{04}' = (v_{03})', \quad u_{02}' = (u_{01})', \quad u_{04}' = (u_{03})' \]

In order to solve equations (80)-(81), which portray the development of large-scale vortex fields, it is crucial to compute the Reynolds stress \( T'' = \frac{v_0'^* v_0'^*}{D_\theta} \), specifically its components:
By substituting the solutions for the small-scale velocity field (90)-(92) into formulas (93)-(94), we can obtain the following expressions for the correlators:

\[
T^{31} = \frac{f_0^2}{4} \frac{D_1}{A_2} \left( \hat{A}_2 + \hat{A}_2^* \right), \quad T^{32} = -\frac{f_0^2}{4} \frac{D_1}{\hat{A}_1} \left( \hat{A}_1 + \hat{A}_1^* \right) \tag{95}
\]

If we assume the medium is the atmosphere, the Prandtl number is approximately equal to one \( Pr = 1 \). In this case, the expressions for the Reynolds stress components become simplified:

\[
T^{31} = \frac{f_0^2}{2} D_1 \left( \frac{1+W_2^2}{(1+W_2^2)(1+W_2^2)^2 + 2(D_1^2 - Ra)(1-W_2^2) + (D_1^2 - Ra)^2} \right) \tag{96}
\]

\[
T^{32} = -\frac{f_0^2}{2} D_1 \left( \frac{1+W_1^2}{(1+W_1^2)(1+W_1^2)^2 + 2(D_1^2 - Ra)(1-W_1^2) + (D_1^2 - Ra)^2} \right) \tag{97}
\]

By substituting (96)-(97) into (80)-(81), we can obtain closed equations for the evolution of large-scale vortex fields \( \vec{W} \):

\[
(\partial_t - \nabla_z^2)\vec{W}_1 = \frac{f_0^2}{2} D_1 \nabla_z \left[ \frac{1+W_2^2}{(1+W_2^2)(1+W_2^2)^2 + 2(D_1^2 - Ra)(1-W_2^2) + (D_1^2 - Ra)^2} \right] \tag{98}
\]

\[
(\partial_t - \nabla_z^2)\vec{W}_2 = -\frac{f_0^2}{2} D_1 \nabla_z \left[ \frac{1+W_1^2}{(1+W_1^2)(1+W_1^2)^2 + 2(D_1^2 - Ra)(1-W_1^2) + (D_1^2 - Ra)^2} \right] \tag{99}
\]

These closed equations (98)-(99) can be considered as the equations of a nonlinear vortex dynamo in a stratified fluid that is rotating obliquely with a non-spiral force acting on the small-scale. If the rotation effect disappears (\( \Omega = 0 \)) or the rotation axis coincides with the \( OZ \) axis (\( \Omega || OZ \)), the usual diffusion spreading of large-scale fields will occur. In the limit of a homogeneous fluid \( Ra = 0 \), equations (98)-(99) are completely equivalent to equations (60) when \( f_0 = 1 \).

4.3. Large scale instability

Equations (98)-(99) are used to describe the nonlinear behavior of large-scale perturbations in the vortex field. Consequently, it is important to investigate the stability of small perturbations in the field \( \vec{W} \). For small values of \( \vec{W} = (W_1, W_2) \), equations (98)-(99) can be simplified to a system of linear equations:

\[
\begin{align*}
\partial_t W_1 - \nabla_z^2 W_1 - \alpha_1 \nabla_z W_1 & = 0 \\
\partial_t W_2 - \nabla_z^2 W_2 + \alpha_2 \nabla_z W_2 & = 0
\end{align*} \tag{100}
\]

where the following notation for the coefficients is introduced:

\[
\alpha_1 = f_0^2 D_1 \left[ \frac{(D_1^2 - Ra - 2)(2 - Ra) + Ra(4 + (D_1^2 - Ra)^2)}{(4 + (D_1^2 - Ra)^2)^2} \right],
\]

\[
\alpha_2 = f_0^2 D_1 \left[ \frac{(D_1^2 - Ra - 2)(2 - Ra) + Ra(4 + (D_1^2 - Ra)^2)}{(4 + (D_1^2 - Ra)^2)^2} \right]. \tag{101}
\]

This shows that equations (100) are similar to the equations for a vortex dynamo or hydrodynamic \( \alpha \)-effect. To study the large-scale instability described by equation (100), we choose perturbations in the form of plane waves with the wave vector \( \vec{K} \parallel OZ \). As a result, we find the dispersion equation:

\[
(-i\omega + K^2)^2 - \alpha_1 \alpha_2 K^2 = 0 \tag{102}
\]
Representing $\omega = \omega_0 + i \Gamma$, from equation (102) we find:

$$\Gamma = \text{Im} \omega = \pm \sqrt{\alpha_1 \alpha_2} K - K^2$$ (103)

Solutions (103) show the existence of instability at $\alpha_1 \alpha_2 > 0$ for large-scale vortex disturbances. If $\alpha_1 \alpha_2 < 0$, then instead of instabilities, damped oscillations occur, respectively, with frequency $\omega_0 = \sqrt{\alpha_1 \alpha_2} K$. By means of the coefficients $\alpha_1$, $\alpha_2$ a positive feedback is established between the velocity components, which is carried out by projections of the Coriolis force. Note that in the linear theory considered here, the coefficients $\alpha_1$, $\alpha_2$ do not depend on the field amplitudes but only on the rotation parameters $D_1$, the Rayleigh number $Ra$, and the amplitude of the external force $f_0$. Let us analyze the dependence of these coefficients on dimensionless parameters, assuming the dimensionless amplitude of the external force to be equal to $f_0 = 10$. Fixing the level of the dimensionless force means choosing a certain level of the stationary background of small-scale and fast oscillations. In the coefficients $\alpha_1$, $\alpha_2$ instead of the Cartesian projections $D_1$ and $D_2$, it is convenient to pass to their projections in the spherical coordinate system $(D, \phi, \theta)$ (see Fig. 8).

**Figure 8.** The conversion between the Cartesian projections of the rotation parameter $D$ (or the rotation angular velocity vector $\Omega$) and their projections in a spherical coordinate system is demonstrated.

The coordinate surface represented by $D = \text{const}$ forms a sphere, where $\theta$ stands for latitude ($\theta \in [0, \pi]$) and $\phi$ denotes longitude ($\phi \in [0, 2\pi]$). To investigate the impact of rotation and stratification on the gains $\alpha_1$, $\alpha_2$, we assume that $D_1$ and $D_2$ are equal, corresponding to a fixed longitude value of $\phi = \pi / 4 + \pi n$, where $n = 0, 1, 2...k$, $k$ is an integer. Under this assumption, the amplification factors for vortex disturbances are given by:

$$\alpha = \alpha_1 = \alpha_2 = f_0^2 \sqrt{2D \sin \theta} \left[ \frac{4(D^2 \sin^2 \theta - 2Ra - 4)(2 - Ra) + 2Ra(16 + (D^2 \sin^2 \theta - 2Ra)^2)}{(16 + (D^2 \sin^2 \theta - 2Ra)^2)^2} \right]$$

This implies that generating vortex disturbances at the poles ($\theta = 0, \theta = \pi$) is not efficient since $\alpha \rightarrow 0$. The left side of Fig. 9 illustrates the dependence of the coefficient $\alpha$ on the fluid stratification parameter (Rayleigh number $Ra$) at a fixed value of latitude $\theta = \pi / 2$ and number $D = 2$.

**Figure 9.** a) Plot of the dependence of the $\alpha$-effect on the medium stratification parameter $Ra$ (Rayleigh number); b) plot of the dependence of the $\alpha$-effect on the medium rotation parameter $D$. 

It also shows the case of a homogeneous medium, where large-scale vortex disturbances are generated by the external small-scale non-spiral force and the Coriolis force. Fig. 9 indicates that temperature stratification \( Ra \neq 0 \) can result in a significant increase in the coefficient \( \alpha \), leading to faster generation of large-scale vortex disturbances than in a homogeneous medium. This effect is particularly significant at higher numbers. Moreover, an increase in Rayleigh numbers leads to a decrease in the values of the coefficient. We are also interested in exploring the impact of the medium rotation effect on the amplification factor or the process of generating large-scale disturbances. Therefore, we set the Rayleigh number to \( Ra = 2 \) at \( \theta = \pi / 2 \). On the right-hand side of Fig. 9, the functional relationship \( \alpha(D) \) is presented. It is evident from the graph that the coefficient attains its maximum value \( \alpha_{\text{max}} \) at a specific rotation parameter \( D \) after which it gradually diminishes with an increase in \( D \). This implies that the \( \alpha \)-effect is suppressed. Similar behavior was observed in the magnetohydrodynamic \( \alpha \)-effect [39]. On the left side of Fig. 10, the combined impact of rotation and stratification on the \( (D, Ra) \) plane is depicted. The gray shaded region indicates the \( \alpha > 0 \) instability area. The maximum instability increment \( \Gamma_{\text{max}} = \frac{\alpha_1 \alpha_2}{4} \) is achieved for wave numbers \( K_{\text{max}} = \frac{\sqrt{\alpha_1 \alpha_2}}{2} \). The graph on the right-hand side of Fig. 10 shows the dependence of the instability increment \( \Gamma \) on the wave numbers \( K \), which has a conventional pattern similar to the \( \alpha \)-effect. Consequently, a rotating stratified atmosphere experiences the generation of large-scale helical circularly polarized vortices of the Beltrami type due to the development of a large-scale instability.

**Figure 10.** The image on the left displays a graph representing the \( (D, Ra) \) plane. The region indicating positive values of \( \alpha \) (representing unstable solutions) is shaded in gray, while the region indicating negative values of \( \alpha \) is shown in white. On the right-hand side, there is a plot showing the relationship between the increment of instability and the wave numbers \( K \), with \( D = 2 \) and \( Ra = 2 \) as the parameters.

4.4. Stationary nonlinear vortex structures

Obviously, with an increase in the amplitude of perturbations, the nonlinear terms decrease and the instability saturates. As a result, nonlinear vortex structures are formed. To find them, we put in equations (98)-(99) \( \partial_T = 0 \) and integrate the equations once over \( Z \). Furthermore, we make the assumption that the projections \( D_1 \) and \( D_2 \) hold identical values. To simplify the calculations, we assign the latitudinal angle a value of \( \theta = \pi / 2 \). Consequently, we derive a set of nonlinear equations in the following format:

\[
\frac{d\tilde{W}_1}{dZ} = f_0^2 D \sqrt{2} \frac{1 + \tilde{W}_1^2 - Ra}{(1 + \tilde{W}_1^2)(4(1 + \tilde{W}_1^2)^2 + 4(D^2 - 2Ra)(1 - \tilde{W}_1^2) + (D^2 - 2Ra)^2)} + C_1
\]

\[
\frac{d\tilde{W}_2}{dZ} = f_0^2 D \sqrt{2} \frac{1 + \tilde{W}_2^2 - Ra}{(1 + \tilde{W}_2^2)(4(1 + \tilde{W}_2^2)^2 + 4(D^2 - 2Ra)(1 - \tilde{W}_2^2) + (D^2 - 2Ra)^2)} + C_2
\]

\( C_1, C_2 \) are integration constants that can take any value. It is important to note that the system of dynamic equations (104)-(105) is conservative, meaning it possesses a Hamiltonian. To obtain the Hamiltonian, we can express equations (104)-(105) in the Hamiltonian form:

\[
\frac{d\tilde{W}_1}{dZ} = -\frac{\partial \mathcal{H}}{\partial \tilde{W}_2}, \quad \frac{d\tilde{W}_2}{dZ} = \frac{\partial \mathcal{H}}{\partial \tilde{W}_1}
\]

where the Hamiltonian \( \mathcal{H} \) has the form:
and functions $\mathcal{H}_{i,j}$ are

$$
\mathcal{H}_{i,j} = f_0^j D \sqrt{2} \int \frac{(1+\tilde{W}_{i,j}^2 - Ra)d\tilde{W}_{i,j}}{(1+\tilde{W}_{i,j}^2)(4(1+\tilde{W}_{i,j}^2)^2 + 4(D^2 - 2Ra)(1-\tilde{W}_{i,j}^2) + (D^2 - 2Ra)^2)}
$$

Assuming $D = Ra = 2$ and $f_0 = 10$ one can easily calculate the Hamiltonian (106):

$$
\mathcal{H} = -\frac{25}{2} \sqrt{2} \left( \tilde{W}_1 (\tilde{W}_1^2 + 3) + \tilde{W}_2 (\tilde{W}_2^2 + 3) + \arctg \tilde{W}_1 + \arctg \tilde{W}_2 \right) + C_1 \tilde{W}_1 - C_2 \tilde{W}_2
$$

Equations (104)-(105) being Hamiltonian implies that the phase space can only have two types of fixed points: elliptic and hyperbolic fixed points. This can be observed through a qualitative analysis of the system by linearizing the right-hand sides of equations (104)-(105) near fixed points, determining their type, and constructing a phase portrait. Through this analysis, we have identified four fixed points, two of which are hyperbolic and two of which are elliptic. The phase portrait of the dynamic system of equations (104)-(105) with parameters $C_1 = -1, C_2 = 1, D = Ra = 2$ and $f_0 = 10$ is shown in Fig. 11, which allows us to qualitatively describe possible stationary solutions. The phase portrait also reveals the presence of closed trajectories around elliptic points and separatrices connecting hyperbolic points. Closed trajectories correspond to nonlinear periodic solutions or nonlinear waves (see Fig. 12a), while separatrices correspond to localized kink-type vortex structures (see Fig. 12b), which are the most interesting localized solutions.

**Figure 11.** The phase plane for the dynamic system of equations (104)-(105) under the condition $C_1 = -1$ and $C_2 = 1$. Here you can see the presence of closed trajectories around elliptical points and separatrices that connect hyperbolic points.

**Figure 12.** a) The phase plane displays a non-linear helical wave, which corresponds to a closed trajectory. b) Localized nonlinear vortex structure (kink), which corresponds to the separatrix on the phase plane ($C_1 = -1, C_2 = 1, D = Ra = 2$).

5. NONLINEAR VORTEX DYNAMO IN A ROTATING STRATIFIED MOIST ATMOSPHERE

A moist atmosphere is composed of dry air, water vapor, and fluid water droplets. If the specific humidity value is below saturation, the atmosphere behaves like a binary mixture of dry air and water vapor, following the usual
hydrodynamic equations. However, when the specific humidity reaches saturation, excess water vapor condenses and forms a new substance called water content. This process releases a large amount of energy, although we only consider its energy effect here as describing a phase transition is a difficult task. This section presents the results of large-scale instability in a rotating stratified moist atmosphere with small-scale helicity at low Reynolds numbers, as described in [31]. The small-scale helicity is induced by an external force that considers the influence of Coriolis force and stratification in a moist atmosphere. The method of multiscale asymptotic expansions was applied in [31], resulting in averaged nonlinear equations for large-scale fields in the third order of Reynolds number in a rotating moist atmosphere. The instability of the hydrodynamic $\alpha$-effect was obtained for small amplitudes of large-scale velocity perturbations, and the criteria for the development of this instability were determined based on the rotation and stratification of the medium. The numerical estimates of the characteristic times and scales of instability given in [31] may explain the origin of the large-scale spiral structure of cloud mesovortices and typhoons at the initial stage of their development. Furthermore, a numerical analysis of the nonlinear equations in the stationary regime was conducted in [31], which revealed the existence of localized helical vortex structures of the kink type.

5.1. Statement of the problem and basic equations for large-scale vortex fields

The problem statement is as follows: Consider a layer of the atmosphere where the specific humidity is equal to the saturated humidity. The negative gradient of the saturated value of specific humidity in the atmosphere is determined by the stationary vertical gradients of temperature and pressure. When ascending air flows, twisted by the Coriolis force, condense water vapor and release latent thermal energy. In this medium, small-scale non-spiral turbulence is present, which is modeled by an external small-scale force. The main objective of this section is to understand how moisture phase transitions affect the dynamics of large-scale or averaged fields. To describe the process of wet convection, we use the well-known Boussinesq approximation to write hydrodynamic equations for perturbations of velocity $\vec{V}$, temperature $T$, pressure $P$, and specific water content $m$ in a rotating coordinate system.

\[
\frac{\partial \bar{V}_i}{\partial t} + V_j \frac{\partial \bar{V}_i}{\partial x_j} = \nu \frac{\partial^2 \bar{V}_i}{\partial x_j^2} + 2e_{ikl} \frac{\partial \bar{V}_k}{\partial x_j} + \frac{\partial P}{\partial x_j} + 2e_{ikl} \frac{\partial \bar{W}_i}{\partial x_j} + \ge_i (\beta T + \beta m) + F_i^0, \tag{107}
\]

\[
\frac{\partial T}{\partial t} + V_j \frac{\partial T}{\partial x_j} - A e_i \bar{V}_i = \chi \Delta T + \frac{L}{c_p} K, \tag{108}
\]

\[
\frac{\partial m}{\partial t} + V_j \frac{\partial m}{\partial x_j} - B e_i \bar{V}_i = d \Delta m + K, \tag{109}
\]

\[
\frac{\partial \bar{V}_i}{\partial x_i} = 0 \tag{110}
\]

The system of equations (107)-(110) describes the evolution of disturbances against the background of the main equilibrium state $\bar{T}(z)$, $\bar{\rho}(z)$, $\bar{m}(z)$, specified by a constant temperature gradient $\nabla \bar{T} = -A \bar{e}$ ($A > 0$) (heating from below), an equilibrium gradient of specific water content $\nabla \bar{m} = -B \bar{e}$ ($B < 0$), and hydrostatic pressure: $\nabla \bar{P} = \bar{\rho} \bar{g} - \left[\bar{\Omega} \times \left[\bar{\Omega} \times \bar{r}\right]\right]$, where $\bar{r}$ is the radius vector of the fluid element. Here $\bar{g} = (0, 0, -g)$ is the gravitational acceleration vector directed along the OZ axis. The angular velocity vector $\bar{\Omega}$ is constant, which means that the medium is rotating as a solid body around the OZ axis. The direction of the vector is also along the OZ axis, which means that the rotation is around a vertical axis. The constant rotation is an assumption of the problem, which simplifies the analysis of the equations and allows us to study the effects of moisture phase transitions on the large-scale dynamics. The heat balance equation (108) includes the source of latent heat release from saturated air condensation [18]:

\[
Q = \frac{L}{c_p} K = \frac{L}{c_p} c A e_i \bar{V}_i, \quad e = \frac{dq}{dT}, \tag{111}
\]

where $L$ is the specific heat of condensation of water vapor, $c_p$ is the heat capacity of dry air at constant pressure, $K$ is the rate of condensation, and $q_s$ is the specific saturated humidity or mass fraction of saturated steam. $e = (0, 0, 1)$ is a unit vector in the direction of the Z axis directed vertically upwards, $\beta$ is the coefficient of thermal expansion, $\beta_i = -\frac{1}{\bar{\rho}} \left(\frac{\partial \bar{\rho}}{\partial T}\right)_{\bar{\rho}, \bar{m}}$ and $d$ is the diffusion coefficient.

The Navier-Stokes equation (107) includes an external small-scale force $F_i^0$, which models the excitation source in the medium of small-scale and high-frequency pulsations of the velocity field $\bar{V}_i$ with a small Reynolds number
$R = \frac{v_0 l_0}{\lambda_0} \ll 1$. The main role of this force is to maintain a small level of small-scale motions in the presence of dissipation. Here we consider a small-scale external force of the form (25) with properties (3). Applying the usual dimensionless procedure to the variables $x, t, V, P, F_0, T$, as well as to perturbations of the specific water content $m \to m/\lambda_0 B$, we write equations (107)-(110) in a dimensionless form:

$$\frac{\partial V_i}{\partial t} + RV_i \frac{\partial V_i}{\partial x_k} = \Delta V_i - \frac{\partial P}{\partial x_i} + D\varepsilon_{ij} V_j + e_i \left( \tilde{R} a T + \tilde{R} m \right) + F_0''$$

(112)

$$\frac{\partial T}{\partial t} + RV_k \frac{\partial T}{\partial x_i} - \alpha \varepsilon_i V_k = Pr^{-1} \Delta T$$

(113)

$$\frac{\partial m}{\partial t} + RV_i \frac{\partial m}{\partial x_k} - be \varepsilon_i V_k = S^{-1} \Delta m$$

(114)

$$\frac{\partial V_i}{\partial x_i} = 0$$

(115)

Here, new dimensionless parameters have appeared that are characteristic of a moist atmosphere: $\tilde{R}_m = \frac{R_m}{S}$, $R_a = \frac{g \beta B \lambda_0^4}{\nu d}$ is the diffusion analogue of the Rayleigh number on the scale $\lambda_0$; $S = \frac{v}{d}$ is the Schmidt number, $a = 1 + \frac{c L}{\nu d}$, $b = 1 + \frac{c A}{B}$. The small parameter of the asymptotic expansion will be the Reynolds number $R$ of small-scale motions, and the parameters $Ra$, $R_m$, and $D$ will be considered arbitrary, not affecting the expansion scheme.

Consider the problem statement below. Moist air found in certain parts of the atmosphere is made up of dry air, water vapor, and fluid water droplets. This environment experiences small-scale, high-frequency movements supported by an external force. The Coriolis force twists ascending airflows, leading to the condensation of water vapor into water and the release of latent thermal energy. The negative gradient of the saturated value of specific humidity in the atmosphere is determined by stationary vertical gradients of temperature and pressure. The impact of moisture phase transitions can significantly affect the dynamics of large-scale or averaged fields. To obtain equations for large-scale fields, the multiscale asymptotic expansion method is used. This method identifies the equations for large-scale perturbations by separating them from the hierarchy of perturbations. By using the technique described in the previous sections, the spatial and temporal derivatives in the system (112)-(115) are represented as an expansion (6). The variables $\tilde{V}, P, T$ are represented as an asymptotic series (7) and (76). In constructing a nonlinear theory, perturbations of specific water content $m$ are also represented as an asymptotic series.

$$m(x,t) = \frac{1}{R} M_{-1} (X) + m_1 (x_o) + R m_2 + R^2 m_3 + \cdots$$

(116)

The algebraic structure of the asymptotic expansion of equations (112)-(115) in various orders $R$ is given in [31]. It is also shown that it is in order $R^3$ that the main secular equations, or equations for large-scale fields in a moist atmosphere, are obtained:

$$\partial_t W_{i-1} - \Delta W_{i-1} + \nabla_i \left[ \frac{v_{0} v_{0}'}{v_{0}'} \right] = -\nabla_i P_1$$

(117)

$$\partial_t T_{-1} - Pr^{-1} \Delta T_{-1} = -\nabla_i \left( \frac{v_{0} T_0}{v_{0}'} \right)$$

(118)

$$\partial_t M_{-1} - S^{-1} \Delta M_{-1} = -\nabla_i \left( \frac{v_{0} m_0}{v_{0}'} \right)$$

(119)

Equations (117)-(119) are supplemented by the following secular equations:

$$-\nabla_i P_1 + \tilde{R} \varepsilon_{i} T_{-1} + e_i \tilde{R}_m M + D\varepsilon_{ij} W_{-1}^{i} = 0, \quad W_{-1}^{i} \nabla_i W_{-1}^{i} = -\nabla_i P_1, \quad W_{-1}^{i} \nabla_i T_{-1} = 0$$

$$W_{-1}^{i} \nabla_i M_{-1} = 0, \quad \nabla_i W_{-1}^{i} = 0, \quad W_{-1}^{i} = 0.$$
These equations are satisfied by large-scale fields of the Beltrami type:

\[
\vec{W}_i = (W_i^x(Z), W_i^y(Z), 0), M_{11} = M_{11}(Z), T_{1i} = T_{1i}(Z), P_{11} = \text{const}
\]  

(120)

In the framework of the “quasi-two-dimensional” problem, when large-scale derivatives with \( Z \) are preferable,

\[
\nabla_Z = \frac{\partial}{\partial Z} \Rightarrow \frac{\partial}{\partial X} \cdot \frac{\partial}{\partial Y}
\]

the system of equations (117)-(119) is simplified and takes the following form:

\[
\begin{align*}
&\partial_T W_1 - \nabla^2 W_1 + \nabla_Z \left( \nu_0^i \nu_0^i \right) = 0, \quad W_1 = W_{1i}^x, \\
&\partial_T W_2 - \nabla^2 W_2 + \nabla_Z \left( \nu_0^i \nu_0^i \right) = 0, \quad W_2 = W_{1i}^y, \\
&\partial_T M_{11} - S^{-1} \Delta M_{11} + \nabla_Z \left( \nu_0^i \nu_0^i \right) = 0
\end{align*}
\]

(121) \hspace{1cm} (122) \hspace{1cm} (123) \hspace{1cm} (124)

\begin{align*}
\end{align*}

The system of equations (121)-(124) describes the evolution of large-scale disturbances in a rotating moist atmosphere within the framework of the condensation heat release model. To study the dynamics of a large-scale vortex field, it is necessary to obtain equations (121)-(122) in a closed form, i.e., to calculate the Reynolds stresses \( \nu_0 \left( \nu_0^i \nu_0^j \right) \).

It is clear that in order to solve this problem, it is necessary to find solutions for a small-scale velocity field \( \vec{v}_0 \).

5.2. Small-scale fields in zero order by \( R \)

Let us consider the equations for zero order in \( R \) equations (112)-(115)

\[
\begin{align*}
&\vec{D}_0 \nu_0 = -\partial_i P_0 + D\epsilon_{ik} \nu_0^i \nu_0^k + \widetilde{Rae} T_0 + \widetilde{Rae} m_0 + F_0' \\
&\vec{D}_m m_0 = be \nu_0^k \\
&\vec{D}_0 T_0 = ac \nu_0^k
\end{align*}
\]

(125) \hspace{1cm} (126) \hspace{1cm} (127)

where the notation for the operators is introduced

\[
\vec{D}_0 = \partial_i - \partial^2 + W^i_0 \partial_i, \quad \vec{D}_m = \partial_i - S^{-1} \partial^2 + W^i_0 \partial_i, \quad \vec{D}_0 = \partial_i - Pr^{-1} \partial^2 + W^i_0 \partial_i.
\]

Using the condition of solenoidality of the fields \( \vec{v}_0 \) and \( \vec{F}_0' \), we exclude from equation (125) the pressure \( P_0 \)

\[
P_0 = \frac{D \left( \partial_i \nu_0^i - \partial_j \nu_0^j \right)}{\partial^2} + \frac{\widetilde{Rae} \partial_0 T_0}{\partial^2} + \frac{\widetilde{Rae} \partial_0 m_0}{\partial^2}
\]

(128)

From equations (126)-(127) we find expressions for small-scale temperature \( T_0 \) and specific water content \( m_0 \):

\[
T_0 = \frac{a \nu_0^i}{\vec{D}_0}, \quad m_0 = \frac{b \nu_0^i}{\vec{D}_m}
\]

(129)

Putting (129) into (128), we get

\[
P_0 = \frac{D \left( \partial_i \nu_0^i - \partial_j \nu_0^j \right)}{\partial^2} + \left( \frac{a \widetilde{Rae}}{\partial^2 \vec{D}_0} + \frac{b \widetilde{Rae}}{\partial^2 \vec{D}_m} \right) \partial_j \nu_0^j.
\]

(130)

As a result of substituting (130) into (125), we obtain a system of equations for finding the velocity field of the zero approximation:
The tensor components \( \hat{\mathbf{p}}_{ij} \) are as follows:

\[
\begin{align*}
\hat{p}_{11} &= \hat{D}_0 - D \frac{\partial^2}{\partial^2 z}, \quad \hat{p}_{12} = D \frac{\partial^2}{\partial^2 z} - D \frac{\partial^2}{\partial^2 x}, \quad \hat{p}_{13} = \left( \frac{aRa}{D_0} + \frac{bR_m}{D_m} \right) \frac{\partial^2}{\partial^2 z}, \\
\hat{p}_{22} &= \hat{D}_0 + D \frac{\partial^2}{\partial^2 x}, \quad \hat{p}_{23} = \left( \frac{aRa}{D_0} + \frac{bR_m}{D_m} \right) \frac{\partial^2}{\partial^2 x}, \quad \hat{p}_{33} = -D \frac{\partial^2}{\partial^2 x}, \\
\hat{p}_{21} &= -\left( D \frac{\partial^2}{\partial^2 x} - D \frac{\partial^2}{\partial^2 y} \right), \quad \hat{p}_{32} = D \frac{\partial^2}{\partial^2 y}, \quad \hat{p}_{33} = \hat{D}_0 + \left( \frac{aRa}{D_0} + \frac{bR_m}{D_m} \right) \left( \frac{\partial^2}{\partial^2 y} - 1 \right)
\end{align*}
\]

In equation system (131), we utilize the explicit form of the external helical force \( F_0 \), which is determined by expression (25). The small-scale velocity fields \( (v_0^\prime, v_0^\prime, v_0^\prime) \) are obtained by applying Cramer's rule to the components of the external helical force, as described in equations (26)-(28). Following similar procedures as in section 2.3, we determine the zero-approximation velocity field in \( R \):

\[
\begin{align*}
u_o &= C_1 e^{ib \phi} + A_1 e^{ib \phi} + c.c. = u_{01} + u_{02} + u_{03} + u_{04} \\
v_o &= A_1 e^{ib \phi} - C_1 e^{ib \phi} + c.c. = v_{01} + v_{02} + v_{03} + v_{04} \\
w_o &= -C_1 e^{ib \phi} + C_2 e^{ib \phi} + c.c. = w_{01} + w_{02} + w_{03} + w_{04}
\end{align*}
\]

Here \( w_{02} = (w_{01})^*, \quad w_{04} = (w_{03})^*, \quad v_{02} = (v_{01})^*, \quad v_{04} = (v_{03})^*, \quad u_{02} = (u_{01})^*, \quad u_{04} = (u_{03})^* \), and new designations are introduced:

\[
A_{1,2} = \frac{f_0}{2} \left( \frac{aRa}{D_{h,2}} + \frac{bR_m}{D_{m,2}} \right) , \quad C_{1,2} = \frac{f_0}{4} \left( D - \frac{\partial^2}{\partial^2 y} \right) , \quad D_{1,2} = \frac{f_0}{2} \left( \frac{aRa}{D_{h,2}} + \frac{bR_m}{D_{m,2}} \right) + \frac{D^2}{2} , \quad D_{1,2} = \frac{f_0}{2} \left( \frac{aRa}{D_{h,2}} + \frac{bR_m}{D_{m,2}} \right) - \frac{D^2}{2}
\]

In contrast to the case of a homogeneous medium examined in Section 2, the small-scale velocity field (132)-(134) is influenced by the temperature gradient, specific water content gradient, and processes related to heat release during vapor condensation. This matter will be further addressed when analyzing the stability of small perturbations of a large-scale velocity field \( \tilde{W} \).

5.3. Nonlinear vortex dynamo equations and large-scale instability

To close the system of equations (121)-(122) describing the evolution of large-scale velocity fields \( \tilde{W} \), it is necessary to calculate the correlators of the following form:

\[
\begin{align*}
T^{31} &= w_{01} u_{01} + w_{01} (u_{01})^* + w_{01} (u_{01})^* + (w_{01})^* u_{01} + (w_{01})^* (u_{01})^* + (w_{01})^* (u_{01})^* \\
T^{32} &= w_{01} v_{01} + w_{01} (v_{01})^* + (w_{01})^* v_{01} + (w_{01})^* (v_{01})^* + (w_{01})^* (v_{01})^*
\end{align*}
\]

Formulas (136), (137) determine the Reynolds stresses, for which we need expressions for small-scale velocity fields (132)-(134). After substituting these expressions into formulas (136)-(137), we find:

\[
\begin{align*}
T^{31} &= -2 (C_1 A_1^* + C_2 A_2^* + C_1 A_2 + C_2 A_1) \\
T^{32} &= -2 (C_1^* A_1^* - (C_2 A_2^* + C_1 A_1^*))
\end{align*}
\]

Substituting expressions (135) into formulas (138), we find expressions for the Reynolds stresses:
As a result, equations (121)-(122) take a closed form. If the properties of the medium are such that the Prandtl number is equal to one, we find

\[
T^{31} = -\frac{f_0}{8} \left[ D^2 \frac{D^2}{\Delta_1 + 3} - \frac{D^2}{2} \left( \frac{R}{2D_1} - \frac{R_1}{2D_1} \right) \right]
\]

(139)

\[
T^{32} = -\frac{f_0}{8} \left[ D^2 \frac{D^2}{\Delta_1 + 3} - \frac{D^2}{2} \left( \frac{R}{2D_1} - \frac{R_1}{2D_1} \right) \right]
\]

(140)

As a result, equations (121)-(122) take a closed form. If the properties of the medium are such that the Prandtl number is equal to one, we find

\[
T^{31} = -\frac{f_0}{8} \left[ D^2 \frac{4 + \tilde{W}_1^2}{16\tilde{W}_1^2 + \left( \frac{D^2}{2} + 4 - \tilde{W}_1^2 \right)^2 + \tilde{R}^2} \right] - \tilde{R} \left( 16 - \tilde{W}_1^2 \right) - D^2 \frac{R}{2} \left( 4 - \tilde{W}_1^2 \right)
\]

(141)

\[
T^{32} = -\frac{f_0}{8} \left[ D^2 \frac{4 + \tilde{W}_2^2}{16\tilde{W}_2^2 + \left( \frac{D^2}{2} + 4 - \tilde{W}_2^2 \right)^2 + \tilde{R}^2} \right] - \tilde{R} \left( 16 - \tilde{W}_2^2 \right) - D^2 \frac{R}{2} \left( 4 - \tilde{W}_2^2 \right)
\]

(142)

In formulas (141)-(142), the following designation is adopted: \( \tilde{R} = aR_a + bR_w \). As a rule, in atmospheric convection, the equilibrium gradient of specific water content is small \( \frac{\beta}{c_p} \) and taking into account that the expression \( \frac{L}{c_p} \gg \frac{\beta}{c_p} \) for \( \tilde{R} \) can be represented as a sum \( \tilde{R} = \left( 1 + \frac{L}{c_p} \right) R_a = R_a + R_g \), where \( R_a = \frac{g \beta A_{H_a}^4}{c_p} \) is the Rayleigh number for "dry" convection at \( V = \lambda = d \), \( R_g = \frac{g \beta (\gamma_m - \gamma_a)}{c_p} \) is a number characterizing the intensity of condensation heat release, and \( \gamma_m \) is a wet adiabatic and \( \gamma_a \) is a dry adiabatic gradient related by the relation [19]:

\[
\gamma_m = \gamma_a + \frac{L}{c_p} \frac{dq_a}{dz}
\]

(143)

Please note that when the medium is homogeneous (\( \frac{R_a}{\Delta_1} = \frac{R_w}{\Delta_1} = 0 \)), equations (141)-(142) are equivalent to the findings presented in reference [30]. Equations (121)-(122) describe the nonlinear vortex dynamo equations in a humid,
rotating atmosphere with a small external force on a small scale. In case of the disappearance of the rotational effect \((\Omega = 0)\) or the external forces amplitude is zero \((f_0 = 0)\), the large-scale fields will undergo conventional diffusion spreading.

Initially, we examine the stability of small perturbations, followed by investigating the likelihood of stationary structures. When the \(W_{1,2}\) values are small, the Reynolds stresses (141)-(142) can be expanded into a series in \(W_{1,2}\), resulting in linearized equations (121)-(122).

\[
\frac{\partial}{\partial z} W_1 - \nabla_z W_1 = \alpha_1 \nabla_z W_1 - \alpha_2 \nabla_z W_1 \quad (144)
\]

\[
\frac{\partial}{\partial z} W_2 - \nabla_z W_2 = \alpha_1 \nabla_z W_2 + \alpha_2 \nabla_z W_1 \quad (145)
\]

Here

\[
\alpha_1 = f_0^2 \frac{D^2 \alpha}{8}, \quad \alpha_2 = \frac{f_0^2}{2} D \left[ \alpha \left( 1 - \frac{\tilde{R}}{10} \right) - \alpha_0 \frac{\tilde{R}}{25} \right], \quad (146)
\]

\[
\alpha_0 = \frac{4}{\left( D^2 + 6 \right)^2 + 64 + \tilde{R} \left( 1 + \frac{D^2}{10} \right)}
\]

We seek a solution to the linear system of equations (144)-(145) in the form of plane waves with wave vector \(k = O\). This results in a dispersion equation of the form (45). The solutions of this equation demonstrate the existence of unstable oscillatory solutions for large-scale vortex disturbances. It is important to note that the gain \(\alpha_2\) for small amplitudes of large-scale disturbances depends on the amplitude of the external force \(f_0\) (turbulence intensity), the rotation parameter \(D\), and the stratification parameter \(\tilde{R}\), which takes into account the characteristics of \(Ra\) “dry” and \(R_v\) “wet” convection. To start, we examine how the values of coefficient \(\alpha_2\) change with the parameter \(\tilde{R}\), for a fixed rotation parameter \(D = 1\) and external force amplitude \(f_0 = 10\). The functional dependence \(\alpha_2(\tilde{R})\) is illustrated in Fig. 13a. The coefficient \(\alpha_2\) at \(\tilde{R} = 0\) corresponds to a homogeneous medium where the generation of large-scale vortex disturbances is caused by the Coriolis force and the action of an external small-scale force [30]. Fig. 13a illustrates that the presence of temperature stratification \((Ra \neq 0)\) and an additional source of condensation heat release \((R_v \neq 0)\) can increase the coefficient \(\alpha_2\), resulting in faster generation of large-scale vortex disturbances than in a homogeneous medium. At a critical value of the stratification parameter \(\tilde{R} = \tilde{R}_0\), the generation of perturbations ceases because \(\alpha_2 = 0\). Beyond this point, for \(\tilde{R} > \tilde{R}_0\), the sign of the gain \(\alpha_2\) changes. The rising mode becomes damped, and vice versa. Additionally, we examine the influence of the medium’s rotational effect on the gain or the process of generating large-scale disturbances by fixing the value of parameter \(\tilde{R} = 2\) and the external force amplitude \(f_0 = 10\). The functional dependence \(\alpha_2(D)\) is illustrated on the right side of Fig. 13. An analysis of the dependence on the rotation parameter \(\alpha_2(D)\) reveals that the coefficient \(\alpha_2 \rightarrow 0\) decreases with “fast” rotation \(D \rightarrow \infty\), implying that the \(\alpha\)-effect is suppressed.

Figure 13. a) Plot of dependence of \(\alpha\) - effect on medium stratification parameter \(\tilde{R}\). b) Plot of dependence of \(\alpha\) - effect on medium rotation parameter \(D\).

The graph depicting the dependency \(\alpha_2(D)\) shows that there are certain parameter \(D\) values at which the generation of vortex disturbances ceases \((\alpha_2 = 0)\). Fig. 14a illustrates a graphic representation of the combined...
influence of rotation and stratification in the plane \((D, \tilde{R})\), highlighting the region of instability \(\alpha_2 > 0\) in gray. The maximum instability increment \(\Gamma_{\text{max}} = \frac{\alpha_2^2}{4}\) is attained at the wavenumbers \(K_{\text{max}} = \frac{\alpha_2}{2}\). The dependence graph (Fig. 14b) of the instability increment \(\Gamma\) on the wavenumbers \(K\) has a standard form, typical of the \(\alpha\)-effect. As a consequence of the development of large-scale instability in a rotating humid atmosphere, large-scale spiral circularly polarized vortices of the Beltrami type are generated.

Figure 14. a) The plot illustrates the values of coefficient \(\alpha_2\) in the \((D, \tilde{R})\) plane, where the area corresponding to unstable solutions (positive values of \(\alpha_2\)) is shaded in gray, and the area corresponding to stable solutions (negative values of \(\alpha_2\)) is shown in white. b) The plot shows the dependence of instability increment on wavenumbers \(K\) for parameters \(D = 1, \tilde{R} = 2\) and \(f_0 = 10\).

In conclusion to this section, we can estimate the typical spatial \(L_{\text{max}} \sim 1/\alpha_2\) and time \(T_{\text{max}} \sim 1/\alpha_2^2\) scales of the unstable mode and its growth under the conditions of the hydrodynamic \(\alpha\)-effect in a rotating moist atmosphere. To achieve this, we calculate the coefficient \(\alpha_2\) using the standard characteristics of atmospheric turbulence, such as the characteristic velocity \(v_0 \approx 0.1\) m/s, the scale of fluctuations \(\lambda_0 \approx 10^3\) in meters, and the turbulent viscosity \(\nu \approx 10^{-5}\) in m/s, as described in references [5] and [18].

Hence the characteristic time of turbulent pulsations \(t_0 = \lambda_0^2 / \nu \approx 10\) s and the value of the rotation parameter \(D = 2\Omega\lambda_0^2 / \nu \approx 1.4 \cdot 10^{-5}\) (the angular velocity of the Earth's rotation \(\Omega \approx 7 \cdot 10^{-5}\) s\(^{-1}\)) and the Reynolds number \(R = v_0\lambda_0 / \nu \approx 10^{-3}\). Let’s compare the dimensionless parameters \(D, Ra, R_m\) with respect to the Reynolds number \(R\):

\[
D / R > 1, Ra / R = \beta A \cdot 10^6 > 1, R_m / R = \beta B \cdot 10^6 > 1,
\]

which is consistent with the asymptotic expansion scheme used here. The smallness of the rotation parameter \(D\) makes it possible to neglect the terms of order \(D^2\) when estimating the coefficient \(\alpha_2\):

\[
\alpha_2 = \frac{f_0^2}{2} D K, \quad (147)
\]

where the value of \(K = 4.5 \cdot 10^{-5}\) is calculated according to formulas (146) for the stratification parameter \(\tilde{R} = 5\).

Let us express the hydrodynamic helicity \(\alpha_r = (i_0/3)\overline{v_0 \text{rot} v_0}\) (see, for example, [11]) in terms of the dimensionless source amplitude:

\[
\alpha_r = \frac{t_0 v_0^3}{3 \lambda_0} f_0^2, \quad (148)
\]

Here \(f_0\) is the dimensionless amplitude of the external force included in formula (147). When deriving this formula, it is assumed that there is a balance between the source and dissipation, which corresponds to the stationary case. Substituting (148) into (147), we find expressions for the characteristic spatial and temporal scales:

\[
L_{\text{max}} = \frac{2 \alpha D K}{3 v_0 R} = 106 \text{ km},
\]

\[
T_{\text{max}} = \frac{4 \lambda_0 v_0 R}{9 \alpha^2 D^2 K^2} = 1.3 \text{ days}. \quad (149)
\]

Here, the hydrodynamic helicity coefficient \(\alpha_r \approx 10^{-2}\) m/s was considered [5]. Thus, quite acceptable estimates (149) of the characteristic scales of instability have been obtained, which can explain the origin of the large-scale spiral structure of cloudy mesovortices and typhoons at the initial stage of development.
5.4. Stationary nonlinear vortex structures

Clearly, with an increase in the amplitude of perturbations $W_{1,2}$, the nonlinear terms decrease and the instability saturates. As a result, nonlinear vortex structures are formed. Next, we put $\partial_r = 0$ in equations (121)-(122) and integrate the equations once over $Z$, and we get a system of nonlinear equations of the following form:

$$\frac{d\tilde{W}_1}{dZ} = -\frac{D^2 f_0^2}{8}(4 + \tilde{W}_1^2) + \left(4 + \tilde{W}_1^2\right) \left[16\tilde{W}_1^4 + \left(D_1^2 + 4\tilde{W}_1^2\right) + \frac{R}{4} - \tilde{R}\left(16 - \tilde{W}_1^4\right) - D^2 \frac{R}{2}(4 - \tilde{W}_1^2)\right]$$

$$+ \frac{Df_0^2}{2}\left(4 + \tilde{W}_1^2 - \frac{R}{2}\right) + C_1 \quad (150)$$

$$\frac{d\tilde{W}_2}{dZ} = -\frac{D^2 f_0^2}{8}(4 + \tilde{W}_2^2) - \left(4 + \tilde{W}_1^2\right) \left[16\tilde{W}_2^4 + \left(D_1^2 + 4\tilde{W}_1^2\right) + \frac{R}{4} - \tilde{R}\left(16 - \tilde{W}_1^4\right) - D^2 \frac{R}{2}(4 - \tilde{W}_1^2)\right]$$

$$- \frac{Df_0^2}{2}\left(4 + \tilde{W}_2^2 - \frac{R}{2}\right) + C_2 \quad (151)$$

Here, $C_1, C_2$ are arbitrary constants of integration. Let us now find out what types of stationary vortex structures are described by the system of equations (150)-(151). Let's start a qualitative analysis of the system of equations (150)-(151), assuming for simplicity of calculations that the dimensionless parameters are $f_0 = D = 1, \tilde{R} = 2$.

For a given set of values of the parameters, the phase portrait of equations (150)-(151) can be determined based on the constants $C_1$ and $C_2$. It has been established using standard methods that the system of equations has four fixed points in the region shown in Fig. 15. No fixed points exist outside of this region, and degenerate cases are observed on the boundary, resulting in two fixed points. When the parameter values $D$ are slightly modified, the region of existence of four fixed points is slightly deformed, altering its size and shape. Linearizing the vector field (150)-(151) in the neighborhood of the fixed points for the values of constants $C_1$ and $C_2$ (as shown in Fig. 15) where there are four fixed points, we can determine the type of fixed points. For four fixed points, two are hyperbolic, and the remaining two are stable and unstable focus. The position and type of the fixed points are used to construct the phase portrait of the system (150)-(151). The phase portrait enables us to describe all possible stationary vortex solutions qualitatively. Fig. 16 illustrates the phase portrait of the system of equations (150)-(151). The most interesting localized solutions are those that correspond to the phase portrait trajectories connecting fixed points on the phase plane. For instance, a separatrix linking a hyperbolic singular point with a stable focus corresponds to a solution for a localized kink-type vortex structure with rotation.

![Figure 15](image)

**Figure 15.** The boundary of the parameter region $(C_1, C_2)$ in the phase portrait is marked by the dashed line. Within this region, there are two hyperbolic fixed points, as well as a stable and an unstable focus. Outside of this region, there are no fixed points. This area was constructed numerically for a value of $f_0 = D = 1, \tilde{R} = 2$. 
Figure 16. Phase portrait of the system of equations (150)-(151) at $f_0 = D = 1$, $\bar{R} = 2$, $C_1 = -0.01$ and $C_2 = 0.01$. One can see the presence of two hyperbolic singular points and stable and unstable foci.

Fig. 17a illustrates the solution obtained through numerical integration. It corresponds to a spiral kink of one type. Another type of spiral kink is represented by the solution in Fig. 17b, for which the separatrix on the phase plane connects the unstable and stable focus. These solutions result in large-scale localized vortex structures, including kinks with rotation, which are produced by the instability of the $\alpha$-effect.

6. VORTEX DYNAMO IN A ROTATING MOIST ATMOSPHERE WITH A SMALL-SCALE NON-HELICAL FORCE

This section presents the findings of a study conducted in [35] on a large-scale instability in a rotating stratified humid atmosphere subjected to a small-scale non-helical force. The previous section explored helical turbulence. Helical turbulence in natural conditions is typically attributed to the influence of the Coriolis force on the previously uniform, isotropic, and mirror-symmetric (non-spiral) turbulent motion of the medium. This raises a question about the origin of helicity itself. The natural hypothesis is that helicity arises due to the Coriolis force acting on convective turbulence. In this scenario, large-scale instabilities in the atmosphere should emerge self-consistently, without additional assumptions.

The turbulence in reference [35] was simulated by utilizing an external small-scale force that had no helicity $\bar{F}_0 = 0$ and induced velocity fluctuations with a low Reynolds number $R = \frac{\nu_0 f_0}{\lambda_0} \ll 1$. Additionally, the medium's rotation axis was assumed to deviate from the vertical direction. The authors employed the method of multiscale asymptotic expansions and derived the equations of a nonlinear vortex dynamo. The study investigated linear instability and stationary nonlinear regimes and resulted in the discovery of localized vortex structures, namely nonlinear Beltrami waves and kinks.

6.1. Closed equations for large-scale vortex fields

We utilize equations (112)-(115) in the Boussinesq approximation with an external non-helical force $\bar{F}_0$ to describe the generation of large-scale vortex structures, such as tropical cyclones. This approach differs from the method used in Section 5, which involved a helical force as the source of turbulence for a vortex dynamo in a moist atmosphere (see Fig. 18).

Instead, we use an external non-helical force of the form (49) with properties (50). To understand how the small-scale motions created by this non-helical force influence the dynamics of large-scale perturbations, we apply the method of multiscale asymptotic expansion. The algebraic structure of the asymptotic expansion of equations (112)-(115) in different orders in is presented in [35]. By considering the third order of the asymptotic expansion in the Reynolds number $R$, we obtain the basic equations for the evolution of the vortex field in “quasi-two-dimensional” geometry, which take the form (121)-(124).


To derive these equations in a closed form, it is necessary to calculate the Reynolds stresses $\nabla (v^i v^j)$ by first obtaining solutions for a small-scale velocity field $\tilde{v}_0$. It is important to note that this velocity field will differ from the one found in Section 5.2 for two reasons. Firstly, because a non-helical external force is being considered, and secondly, because all projections of the Coriolis force (oblique rotation) are taken into account. To reflect this difference, the term $De_0 v^i e_j$ in equation (125) is replaced with $e_0 v^i D_j$. By performing the same mathematical operations as in Section 5.2, we obtain the zero approximation velocity field:

$$u_0 = \frac{f_0}{2} \frac{\tilde{A}_2^*}{\tilde{A}_2} e^{i\Omega_0} + c.c. = u_{03} + u_{04}$$  \hspace{1cm} (152)

$$v_0 = \frac{f_0}{2} \frac{\tilde{A}_1^*}{\tilde{A}_1} e^{i\Omega_0} + c.c. = v_{03} + v_{02}$$  \hspace{1cm} (153)

$$w_0 = -\frac{f_0}{2} \frac{D_1}{\tilde{A}_1} e^{i\Omega_0} + \frac{f_0}{2} \frac{D_2}{\tilde{A}_2} e^{i\Omega_0} + c.c. = w_{03} + w_{02} + w_{01} + w_{04}$$  \hspace{1cm} (154)

where

$$\tilde{A}_{1,2} = \frac{\tilde{A}_{1,2}}{\Delta_{1,2}} - \frac{aR_A}{\Delta_{1,2}} \frac{bR_A}{\Delta_{1,2}}$$  \hspace{1cm} (155)

This indicates that the component of the rotation parameter $D_j$ is eliminated due to the choice of an external force of the form (49). The resulting small-scale velocity field $\tilde{v}_0$ (152)-(154) has a non-trivial topology due to the rotation of the medium, which gives rise to the topological characteristic of helicity $H = \tilde{v}_0 \cdot rot \tilde{v}_0$. Helicity is a measure of the “knotting” of the field lines of force [5]. We will now demonstrate that an external force without helicity $F^i = 0$, when combined with the Coriolis force, generates an average helicity $H \neq 0$. In coordinate representation, the average helicity is defined as follows:

$$H = u_0 \frac{\partial w_0}{\partial x} - w_0 \frac{\partial u_0}{\partial x} + w_0 \frac{\partial v_0}{\partial x} - v_0 \frac{\partial w_0}{\partial x}$$

or after substituting formulas (152)-(154)

$$H = 2i(u_{04} w_{03} - u_{03} w_{04} + w_{03} v_{01} - w_{02} v_{01}) = \frac{f_0^2}{2} \frac{D_2 (A_2 - \tilde{A}_2)}{A_2 \tilde{D}_2 + D_2^2} + \frac{D_1 (A_1 - \tilde{A}_1)}{A_1 \tilde{D}_1 + D_1^2}$$

For the Prandtl and Schmidt numbers $Pr = S = 1$, the average helicity $H$ takes the form:

$$H = -f_0^2 \left[ \frac{D_1 (1 + \tilde{W}_2^2 + \tilde{R})}{(1 + \tilde{W}_2^2)(1 + \tilde{W}_2^2)^2 + (D_2^2 - \tilde{R})(1 - \tilde{W}_2^2) + (D_2^2 - \tilde{R})^2} \right] +$$

$$+ \frac{D_1 (1 + \tilde{W}_2^2 + \tilde{R})}{(1 + \tilde{W}_2^2)(1 + \tilde{W}_2^2)^2 + (D_2^2 - \tilde{R})(1 - \tilde{W}_2^2) + (D_2^2 - \tilde{R})^2}$$  \hspace{1cm} (156)
Reynolds stresses are calculated by formulas (136)-(137), using expressions (152)-(155) we obtain

\[
T^{11} = \frac{f_0^2}{4} \frac{D_1 (A_2 + \tilde{A}_2^*)}{A_2 \tilde{D}_2 + D_2^*}, \quad T^{12} = -\frac{f_0^2}{4} \frac{D_1 (\tilde{A}_1 + \tilde{A}_1^*)}{A_1 \tilde{D}_1 + D_1^*},
\]

(157)

If the properties of the medium are such that the Prandtl number \( \text{Pr} \) and the Schmidt number \( S \) are equal to one, then the expressions for the Reynolds stress components will be simplified:

\[
T^{11} = \frac{f_0^2}{2} \frac{1 + \tilde{W}_2^* - \tilde{R}}{(1 + \tilde{W}_2^*)(1 + \tilde{W}_2^*) + 2(\tilde{D}_2^* - \tilde{R})(1 - \tilde{W}_2^*) + (\tilde{D}_2^* - \tilde{R})^2},
\]

(158)

\[
T^{12} = -\frac{f_0^2}{2} \frac{1 + \tilde{W}_1^* - \tilde{R}}{(1 + \tilde{W}_1^*)(1 + \tilde{W}_1^*) + 2(\tilde{D}_1^* - \tilde{R})(1 - \tilde{W}_1^*) + (\tilde{D}_1^* - \tilde{R})^2},
\]

(159)

where \( \tilde{R} = aR + bR_w \).

As a result, the equations for the components of the large-scale velocity field \( \tilde{W} \) take a closed form:

\[
(\partial_t - \nabla_z^2)\tilde{W}_1 = \frac{f_0^2}{2} \frac{D_2^*}{D_2} \nabla_z \left[ \frac{1 + \tilde{W}_2^* - \tilde{R}}{(1 + \tilde{W}_2^*)(1 + \tilde{W}_2^*) + 2(\tilde{D}_2^* - \tilde{R})(1 - \tilde{W}_2^*) + (\tilde{D}_2^* - \tilde{R})^2} \right]
\]

(160)

\[
(\partial_t - \nabla_z^2)\tilde{W}_2 = -\frac{f_0^2}{2} \frac{D_1^*}{D_1} \nabla_z \left[ \frac{1 + \tilde{W}_1^* - \tilde{R}}{(1 + \tilde{W}_1^*)(1 + \tilde{W}_1^*) + 2(\tilde{D}_1^* - \tilde{R})(1 - \tilde{W}_1^*) + (\tilde{D}_1^* - \tilde{R})^2} \right]
\]

(161)

Equations (160)-(161) represent the equations of a nonlinear vortex dynamo in a rotating stratified moist atmosphere with a small-scale non-helical force. It is important to note that this vortex dynamo effect occurs only in a turbulent medium that is undergoing rotation. Equations (160)-(161) have a similar form to equations (98)-(99), except that the stratification parameter in equations (160)-(161) contains the parameters of both dry and wet convection:

\[
\tilde{R} = \left(1 + \frac{\epsilon c}{c_p} R \right) R_a + R_w. \quad \text{When there is no rotation (} \Omega = 0 \text{) or external force (} F_0 = 0 \text{), the large-scale fields are}
\]

damped by viscous dissipation. In the limit of a dry atmosphere \( R_w = 0 \), equations (160)-(161) are identical to equations (98)-(99), and in the limit of a homogeneous fluid \( \tilde{R} = 0 \), equations (160)-(161) are identical to equations (60) when \( f_0 = 1 \).

### 6.2. Large scale instability

Let us consider the initial stage of the evolution of vortex disturbances \( W_{1,2} \). Then, for small perturbations \( \tilde{W}_{1,2} \), expression (156) can be linearized:

\[
H = H_{01} + H_{02} - f_0^2 2D_1 \cdot \frac{(-D_1^2 + \tilde{R} + 2)(\tilde{R} + 2) + \tilde{R}/4 (4 + (\tilde{D}_1^2 - \tilde{R})^2)}{(4 + (\tilde{D}_1^2 - \tilde{R})^2)^2} \cdot W_1 -
\]

\[
- f_0^2 2D_2 \cdot \frac{(-D_2^2 + \tilde{R} + 2)(\tilde{R} + 2) + \tilde{R}/4 (4 + (\tilde{D}_2^2 - \tilde{R})^2)}{(4 + (\tilde{D}_2^2 - \tilde{R})^2)^2} \cdot W_2,
\]

where \( H_{01} + H_{02} \) is the constant average helicity of the small-scale field for very small perturbations \( (W_1, W_2) \to 0 \):

\[
H_{01} + H_{02} = -\frac{f_0^2}{2} \left( D_1 \frac{\tilde{R} + 2}{4 + (\tilde{D}_1^2 - \tilde{R})^2} + D_2 \frac{\tilde{R} + 2}{4 + (\tilde{D}_2^2 - \tilde{R})^2} \right)
\]

(162)

This indicates that the helicity of a velocity field on a small scale in a moist atmosphere that is rotating is influenced by both the Coriolis force and an external force that lacks helicity. As a result, the rotation of the medium produces helicity and suggests the emergence of a hydrodynamic \( \alpha \)-effect, which is responsible for creating large-scale vortices. When the values are small \( W_{1,2} \), equations (160)-(161) become linearized, reducing to the following set of linear equations:
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\begin{align}
\begin{cases}
\partial_t W_1 - \nabla^2 W_1 - \alpha_1 \nabla_j W_2 = 0 \\
\partial_t W_2 - \nabla^2 W_2 + \alpha_2 \nabla_j W_1 = 0
\end{cases}
\end{align}

(163)

where the following notation is introduced for the coefficients

\[
\alpha_i = -2H_{01} \left[ \frac{(D_i^2 - \bar{R} - 2)(2 - \bar{R}) + \bar{R}}{4} (4 + (D_i^2 - \bar{R})^2) \right], \quad \alpha_2 = -2H_{12} \left[ \frac{(D_2^2 - \bar{R} - 2)(2 - \bar{R}) + \bar{R}}{4} (4 + (D_2^2 - \bar{R})^2) \right]
\]

(164)

The above statement suggests that the amplification coefficients \( \alpha_{1,2} \) consist of a fixed average helicity \( H_{01,02} \). Equations (163) bear a resemblance to the equations used to describe vortex dynamos in media that have helical turbulence [5]. In order to analyze the large-scale instability that is described by the system of equations (163), we opt to use perturbations in the form of plane waves that have a wave vector \( \vec{K} \parallel OZ \), which can be represented as \( W_{1,2} \sim \exp(-i\alpha x + iK Z) \). By applying this approach to the system of equations (163), we derive the dispersion equation.

\[
(-i\omega + K^2) - \alpha_1 \alpha_2 K^2 = 0
\]

(165)

Representing \( \omega = \omega_0 + i\Gamma \), from equation (165) we find

\[
\Gamma = \Im \omega = \pm i\alpha_1 \alpha_2 K - K^2
\]

(166)

The solutions presented in (166) demonstrate that large-scale vortex disturbances exhibit instability when \( \alpha_1 \alpha_2 > 0 \). On the other hand, if \( \alpha_1 \alpha_2 < 0 \), damped oscillations with frequency \( \omega_0 = \sqrt{\alpha_1 \alpha_2} K \) are observed instead of instabilities. Positive feedback between the velocity components is established through the projections of the Coriolis force, facilitated by the coefficients \( \alpha_1 \) and \( \alpha_2 \). It is worth noting that in the linear theory being discussed here, the coefficients \( \alpha_1 \) and \( \alpha_2 \) are independent of the field amplitudes but rather depend on the rotation parameters \( D_1, D_2 \), the total Rayleigh number \( \bar{R} \), and the amplitude of the external force \( f_0 \). When examining the coefficients \( \alpha_1 \) and \( \alpha_2 \), it is convenient to switch from Cartesian projections to their projections in the spherical coordinate system \((D, \varphi, \theta)\), where the coordinate surface \( D = \text{const} \) represents a sphere, with \( \theta \) representing latitude \( (\theta \in [0, \pi]) \) and \( \varphi \) representing longitude \( (\varphi \in [0, 2\pi]) \). In this case, the rotation parameters \( D_1 \) and \( D_2 \) in the amplification coefficients of vortex disturbances \( \alpha_1 \) and \( \alpha_2 \) are

\[
D_1 = D \sin \varphi \cos \theta, \quad D_2 = D \sin \varphi \sin \theta.
\]

By setting the rotation parameter \( D \), the stratification parameter \( \bar{R} \), and the amplitude of the external force \( f_0 \) to fixed values, we can determine the relationship between the gain and the latitude \( \theta \) and longitude \( \phi \) (as shown in Figure 19).

Figure 19. Contour plot for gain \( \alpha \) versus longitude \( \varphi \) and latitude \( \theta \) with increasing stratification parameters: a) \( \bar{R} = 3 \); b) \( \bar{R} = 5 \); c) \( \bar{R} = 15 \). The calculations were carried out for \( D = 2 \) and \( f_0 = 10 \).

Figure 19 indicates that as the stratification parameter \( \bar{R} \) increases, the maximum gain \( \alpha \) shifts towards the equator (latitude \( \theta = \pi/2 \)) and longitude \( \varphi = \pi/4 \). It is less effective to generate large-scale vortex disturbances at the poles \( (\theta = 0, \varphi = \pi) \) (where \( \alpha \to 0 \)), which is consistent with meteorological observations [4], [8] that indicate the absence of large-scale cyclones at the Earth's poles. Subsequent calculations will focus on latitude \( \theta = \pi/2 \) and
longitude $\phi = \pi / 4$ Next, we will examine the impact of the medium rotation $D$ on the gain $\alpha$ or the process of generating large-scale perturbations by setting the value of the number $\tilde{R} = 5$.

On the left side of Fig. 20a it is shown that at a certain value of the rotation parameter $D$, the coefficient $\alpha$ reaches its maximum value $\alpha_{\text{max}}$. Further, as the number $D$ increases, the coefficient $\alpha$ gradually tends to zero, i.e., the $\alpha$-effect is suppressed. The dependence of the coefficient $\alpha$ on the medium stratification parameter $\tilde{R}$ at a fixed value of the number $D = 3$ is also shown in Fig. 20. The case of a homogeneous medium $\tilde{R} = 0$ is shown in Fig. 20b, where the generation of large-scale vortex disturbances is due to the action of an external small-scale non-helical force and the Coriolis force [32]. From Fig. 20c we see that the presence of stratification for “dry” and “wet” convection ($\tilde{R} \neq 0$) can lead to a significant increase in the coefficient $\alpha$ and, as a result, faster generation of large-scale vortex disturbances than in a homogeneous medium. Further, with an increase in the Rayleigh numbers $\tilde{R}$, a decrease in the values of the coefficient $\alpha$ is observed. Fig. 21 is a graph showing the combined effect of rotation and stratification in the $(D, \tilde{R})$ plane. Here, the region of instability $\alpha > 0$ is highlighted in grey. The graph of the dependence (see the right side of Fig. 21) of the instability increment $\Gamma$ on the wave numbers $K$ has a standard form, typical for the $\alpha$-effect.
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**Figure 20.** a) plot of the dependence of the $\alpha$-effect on medium rotation parameter $D$; b) the graph shows the value in the case of a homogeneous medium $\tilde{R} = 0$; c) plot of the $\alpha$-effect versus the medium stratification parameter $\tilde{R}$. The calculations were carried out for $f_0 = 10$.
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**Figure 21.** On the left is a graph for $\alpha$ in the $(D, \tilde{R})$ plane, where the area corresponding to positive values of $\alpha$ (unstable solutions) is shown in grey and the area corresponding to negative values of $\alpha$ is shown in white; on the right is a graph of the dependence of the instability increment $\Gamma$ on the wave numbers $K$ for the parameters $D = 3$, $\tilde{R} = 5$.

### 6.3. Stationary nonlinear vortex structures

It is evident that the exponential growth of small perturbations $W_{i,2}$ resulting from the development of large-scale instability eventually saturates. This is attributed to the emergence of nonlinear effects, which weaken the coefficient of the nonlinear $\alpha$-effect ($\alpha \sim 1/W_{i,2}^2$) and increase the amplitude of perturbations. Consequently, nonlinear vortex structures are formed. To search for stationary structures, we substitute into equations (160)-(161) $\partial_x = 0$ and integrate these equations once over $Z$. We focus on the case of the maximum value of $\alpha_{\text{max}}$, where latitude $\theta = \pi / 2$ and longitude $\phi = \pi / 4$ This results in a system of nonlinear equations in the following form:

$$
\frac{d\tilde{W}_1}{dZ} = -f_0^2 D \sqrt{2} \frac{1 + \tilde{W}_2^2 - \tilde{R}}{(1 + \tilde{W}_2^2)(4(1 + \tilde{W}_2^2)^2 + 4(D^2 - 2\tilde{R})(1 - \tilde{W}_2^2) + (D^2 - 2\tilde{R})^2)} + C_1
$$

$$
\frac{d\tilde{W}_2}{dZ} = f_0^2 D \sqrt{2} \frac{1 + \tilde{W}_1^2 - \tilde{R}}{(1 + \tilde{W}_1^2)(4(1 + \tilde{W}_1^2)^2 + 4(D^2 - 2\tilde{R})(1 - \tilde{W}_1^2) + (D^2 - 2\tilde{R})^2)} + C_2
$$

(167)

(168)
Here $C_1, C_2$ are arbitrary constants of integration. Note that the dynamic system of equations (167)-(168) is conservative and therefore Hamiltonian. It is easy to find it by writing equations (167)-(168) in the Hamiltonian form:

$$\frac{d\widetilde{W}_1}{dZ} = -\frac{dH}{d\widetilde{W}_2}, \quad \frac{d\widetilde{W}_2}{dZ} = \frac{dH}{d\widetilde{W}_1},$$

where the Hamiltonian $H$ has the form:

$$H = H_1(\widetilde{W}_1) + H_2(\widetilde{W}_2) + C_2 \widetilde{W}_1 - C_1 \widetilde{W}_2$$

(169)

the functions $H_{1,2}$ are

$$H_{1,2} = f_0^2 D \sqrt{2} \int \frac{(1 + \widetilde{W}_{1,2}^2 - \tilde{R})d\tilde{W}_{1,2}}{(1 + \widetilde{W}_{1,2}^2)(4(1 + \widetilde{W}_{1,2}^2)^2 + 4(D^2 - 2R)(1 - \widetilde{W}_{1,2}^2) + (D^2 - 2R)^2)}$$

The integral in the Hamiltonian $H_{1,2}$ is not calculated exactly in quadratures, so we calculate it for fixed rotation parameters $D = \sqrt{10}$ and stratification $\tilde{R} = 5$, which were used in the linear theory. Under these conditions, Hamiltonian (169) takes the form:

$$H = -\frac{25}{4} \sqrt{5} \left( \frac{\widetilde{W}_1(11\widetilde{W}_1^2 + 21)}{(\widetilde{W}_1 + 1)^2} + \frac{\widetilde{W}_2(11\widetilde{W}_2^2 + 21)}{(\widetilde{W}_2 + 1)^2} + 11(\arctg \widetilde{W}_1 + \arctg \widetilde{W}_2) \right) + C_2 \widetilde{W}_1 - C_1 \widetilde{W}_2$$

After performing a qualitative analysis of the system of equations (167)-(168), we found that only two types of fixed points can be observed in the phase space: elliptic and hyperbolic fixed points. By linearizing the right-hand side of equations (167)-(168) in the vicinity of fixed points, we determined their type and constructed a phase portrait. Through this analysis, we identified the presence of four fixed points, two of which are hyperbolic and two are elliptic. The phase portrait of the dynamic system of equations (167)-(168) for constants $C_1 = -0.05$, $C_2 = 0.05$ and parameters $D = \sqrt{10}$, $\tilde{R} = 5$ and $f_0 = 10$ is displayed in Fig. 22. This figure shows the existence of closed trajectories on the phase plane around elliptical points and separatrices that link hyperbolic points. The closed trajectories correspond to nonlinear periodic solutions or nonlinear waves, while the separatrices correspond to localized kink-type vortex structures (as depicted in Fig. 23).

**Figure 22.** Phase plane for the dynamic system of equations (167)-(168) under the conditions $C_1 = -0.05$ and $C_2 = 0.05$. Here you can see the presence of closed trajectories around elliptical points and separatrices that connect hyperbolic points.

**Figure 23.** On the left is a non-linear spiral wave that corresponds to a closed trajectory on the phase plane; on the right is a localized non-linear vortex structure (kink), which corresponds to a separatrix on the phase plane.
7. VORTEX DYNAMO IN AN OBLIQUELY ROTATING STRATIFIED NANOFLUID WITH A SMALL-SCALE NON-HELICAL FORCE

An important factor to consider is the impact of small particles present in the hydrodynamic medium, which is of interest due to its prevalence in both technological and natural environments. The presence of nanoparticles in the medium results in what is commonly referred to as a nanofluid. One issue that arises with nanofluids is the generation of large-scale structures, which is discussed in this section based on the results of a study (reference [36]). The study revealed the occurrence of a large-scale instability in an obliquely rotating stratified nanofluid, caused by an external small-scale non-helical force. Nonlinear equations for large-scale motions were obtained using a method of multiscale asymptotic expansions, and a linear large-scale instability was examined as a function of rotation parameters \( D \), temperature stratification \( Ra \), and nanoparticle concentration \( nR \). The study also discovered a new effect of LSVS generation in a nanofluid associated with an increase in nanoparticle concentration. This effect resulted in the formation of circularly polarized Beltrami vortices. The saturation mode of the large-scale instability was studied, and a dynamic system of equations for large-scale perturbations of the velocity field was obtained in the stationary regime. Numerical solutions of this system of equations were found, which showed the existence of localized vortex structures in the form of nonlinear Beltrami waves and kinks.

7.1. Equations and Statement of the Problem

The system being considered is an infinite horizontal layer of an incompressible nanofluid that undergoes constant rotation at a fixed angular velocity \( \bar{\Omega} = (\bar{\Omega}_1, \bar{\Omega}_2, \bar{\Omega}_3) \), with inclination in relation to the \((X,Y)\) plane, as illustrated in Fig. 24.
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Figure 24. The angular velocity \( \bar{\Omega} \) is inclined with respect to the plane \((X,Y)\) in which the external force \( \vec{F}_e \) is located.

The nanofluid is contained between two parallel planes, \( z = 0 \) and \( z = h \), where the temperature and volume fraction of nanoparticles remain constant:

\[
T = T_e, \phi = \phi_e \quad \text{при} \quad z = 0, \quad T_c = T_c, \phi = \phi_c \quad \text{при} \quad z = h, \quad (170)
\]

at \( T_e > T_c, \phi_e > \phi_c \). Both boundary surfaces are assumed to be free. The hydrodynamic equations governing the behavior of a viscous, incompressible, rotating nanofluid under the Boussinesq approximation are given by the following expressions (as seen, for instance, in references [40]-[41]):

\[
\rho \frac{\partial \vec{V}}{\partial t} + \rho \vec{V} \cdot \nabla \vec{V} = -\nabla P + \rho \vec{V}^2 \vec{V} + [\phi \rho (1 - \phi) \rho_0 (1 - \beta(T - T_c))] \vec{g} + 2 \rho_0 \vec{V} \times \bar{\Omega} + \vec{F}_e \quad (171)
\]

\[
(\rho c)_f \left( \frac{\partial T}{\partial t} + \vec{V} \cdot \nabla T \right) = \kappa \nabla^2 T + (\rho c)_f \left( D_\phi \nabla^2 \phi + \frac{D_T}{T_e} \nabla \cdot \frac{\nabla T}{T_e} \right) \quad (172)
\]

\[
\frac{\partial \phi}{\partial t} + \vec{V} \nabla \phi = D_\phi \nabla^2 \phi + \frac{D_T}{T_e} \nabla \cdot \frac{\nabla T}{T_e} \quad (173)
\]

\[
\nabla \vec{V} = 0 \quad (174)
\]

Equations (171)-(174) are accompanied by boundary conditions for the velocity of the nanofluid. The vertical impermeability condition of the layer boundaries and the absence of tangential stresses at these boundaries result in the following boundary conditions for the velocity:

\[
V_z = 0, \quad \frac{\partial^2 V_z}{\partial z^2} = 0, \quad \text{при} \quad z = 0, h \quad (175)
\]
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Here, $\rho_{00} = \phi \rho_f + (1-\phi) \rho_s$ is the density of the nanofluid at the control temperature $T_0$, $\rho_f$ is the density of the nanoparticles, $\rho_s$ is the density of the base fluid at the temperature $T_0$, $\phi$ is the volume fraction of the nanoparticles, and $\beta$ is the coefficient of thermal expansion. The unit vector $\hat{e} = (0,0,1)$ is directed towards the positive Z axis. Gravity is directed vertically downwards $g = (0,0,-g)$; $(\rho c)_e$ is the effective heat capacity of the base fluid and nanoparticles; $D_B$ - Brownian diffusion coefficient, $D_T$ - thermophoretic diffusion coefficient. The signs of the coefficients and are positive, and they are respectively equal:

$$D_B = \frac{k_s T}{3 \pi d_f}$$
$$D_T = \left( \frac{\mu_f}{\rho_f} \right) \left( \frac{0.26 k_f}{2 k_f + k_s} \right),$$

where $d_f$ is the diameter of the nanoparticles, $k_s$ is the Boltzmann constant, $k_f$, $k_s$ is the thermal conductivity of the base fluid and nanoparticles, and $\mu_f$ is the viscosity of the base fluid. Equation (171) includes an external force $F_0$, which simulates an excitation source in the medium of small-scale and high-frequency fluctuations of the velocity field with a small Reynolds number $R = \frac{v_d d_f}{\lambda_0} \ll 1$, where $\lambda_0$ is the characteristic scale, $t_0$ is the characteristic time. Let us pass in equations (171)-(174) and boundary conditions (170), (175) to dimensionless variables, which we denote by an asterisk (*):

$$(x', y', z') = \left( \frac{x}{h}, \frac{y}{h}, \frac{z}{h} \right), \vec{V} = \left( V_x', V_y', V_z' \right) = \left( V_x, V_y, V_z \right), \bar{t}' = \frac{t \cdot \lambda_f}{h^2}, \bar{P}' = \frac{P \cdot h^2}{\bar{X}_f},$$
$$\bar{\Omega}' = \frac{\bar{\Omega}_0}{\Lambda_0}, \phi' = \frac{\phi - \phi_0}{\phi_0 - \phi_a}, T' = \frac{T - T_0}{T_a - T_0}, T_0 = \frac{h^3}{\bar{X}_f \mu}, \bar{X}_f = \frac{k_f}{(\rho c)_f}.$$

Omitting the asterisk (*) in the system of dimensionless equations (176)-(179) and boundary conditions (180), we get

$$\frac{1}{\Pr} \left( \frac{\partial \bar{V}}{\partial \bar{t}} + \bar{V} \cdot \nabla \bar{V} \right) = -\nabla P + \bar{V}^2 \bar{V} - 2 \bar{R} \phi - 2 \bar{R}_n + 2 \bar{R}_a T + \sqrt{Ta} (\bar{V} \times \bar{\Omega}) + \bar{F}_0 \tag{176}$$

$$\frac{\partial T}{\partial \bar{t}} + \bar{V} \cdot \nabla T = \bar{V}^2 T + \frac{N_s}{L_v} (\nabla \phi \cdot \nabla T) + \frac{N_s N_s}{L_v} (\nabla T \cdot \nabla T) \tag{177}$$

$$\frac{\partial \phi}{\partial \bar{t}} + \bar{V} \cdot \nabla \phi = \frac{1}{L_v} \bar{X}_f \phi' + \frac{N_s}{L_v} \bar{X}_f \bar{X}_f \tag{178}$$

$$\nabla \cdot \bar{V} = 0 \tag{179}$$

$$T_0 = 1, \phi_0 = 0, V_z = \frac{\partial^2 V_z}{\partial z^2} = 0 \quad \text{при} \quad z = 0, \tag{180}$$

$$T_0 = 0, \phi_0 = 1, V_z = \frac{\partial^2 V_z}{\partial z^2} = 0 \quad \text{при} \quad z = 1,$$

where $Pr = \mu / \rho_{00} \bar{X}_f$ is the Prandtl number, $R_n = (\rho_f - \rho_s) (\phi_0 - \phi_a) gh^3 / \mu \bar{X}_f$ is the concentration Rayleigh number, $R_s = (\rho_f \phi_0 + \rho_s (1-\phi_0)) gh^3 / \mu \bar{X}_f$ is the Rayleigh number of the base density, $Ra = (T_0 - T_n) \rho_{00} \beta T_0^3 / \mu \bar{X}_f$ is the Rayleigh number, $Ta = 4 \Omega_0^2 h^3 \rho_{00}^2 / \mu^2$ is the Taylor number, $L_v = \bar{X}_f / D_B$ is the Lewis number, $N_s = (\phi_0 - \phi_a - (\rho c)_f \bar{X}_f)$ is the modified diffusion coefficient. Let us represent all the quantities in equations (176)-(179) as the sum of the ground (stationary) state and the perturbed one:

$$\bar{V} = \bar{V}_0 + \Delta \bar{V}, T = T_0 + \Delta T, \phi = \phi_0 + \Delta \phi, P = P_0 + \Delta P.$$

After substituting (181) into equations (176)-(179), we find the evolution equations for the perturbed quantities $\bar{V}_0, \Delta \bar{V}, \Delta T, \phi$:

$$\frac{1}{\Pr} \left( \frac{\partial \Delta \bar{V}}{\partial \Delta \bar{t}} + \Delta \bar{V} \cdot \nabla \bar{V}_0 \right) = -\nabla \Delta P + \bar{V}_0^2 \Delta \bar{V} - 2 \bar{R} \Delta \phi - 2 \bar{R}_n + 2 \bar{R}_a T + \sqrt{Ta} (\bar{V}_0 \times \bar{\Omega}) + \bar{F}_0 \tag{181}$$
against the background of the main equilibrium state, set by constant gradients of temperature and volume fraction of nanoparticles:

\[ 0 = -\frac{dP_b}{dz} - R_s - R_v b + Ra T_b \]

\[ 0 = \frac{d^2 T_b}{dz^2} + \frac{N_b}{L_v} \left( \frac{d\phi}{dz} \right) + \frac{N_s N_b}{L_v} \left( \frac{dT_b}{dz} \right)^2 \]

\[ 0 = \frac{d^2 \phi}{dz^2} + N_s \frac{d^2 T_b}{dz^2}. \]

Using boundary conditions (180), from equations (183) we find solutions for \( T_b \) and \( \phi_b \), which have a linear dependence on \( z \).

Let the external force \( \vec{F}_0 \) have the form (49) and satisfy the properties (50). The simple physical form of the external force (49) can be easily implemented in laboratory experiments. Let us rescale the variables in the equations for perturbations (182):

\[ \bar{x} = \frac{x}{l_0}, t = \frac{t}{t_0}, \bar{V} = \frac{V}{V_0}, P = \frac{P}{p_0}, F_0 = \frac{F_0}{f_0}, T = \frac{T}{R}, \phi = \frac{\phi}{R}, p_0 = \frac{f_0}{v_0} = \frac{l_0}{\lambda_0} = 1. \]

As a result, we obtain the following system of equations for perturbations:

\[ \frac{1}{Pr} \left( \frac{\partial \bar{V}}{\partial t} + R \bar{V} \cdot \nabla \bar{V} \right) = -\nabla P + \nabla^2 \bar{V} - c \bar{R}_s \phi + c \bar{Ra} T + \bar{V} \times \bar{D} + \bar{F}_0 \]

\[ \frac{\partial \bar{T}}{\partial t} + R \bar{V} \cdot \nabla \bar{T} - \bar{V} = \nabla^2 \bar{T} + R \frac{N_s}{L_v} (\nabla \phi \cdot \nabla T) + \frac{N_s}{L_v} \left( \frac{d\phi}{dz} \right) + \frac{N_s N_b}{L_v} \frac{d\phi}{dz} \]

\[ + R \frac{N_s N_b}{L_v} (\nabla T \cdot \nabla T) - \frac{2N_s N_b}{L_v} \frac{d\phi}{dz} \]

\[ \frac{\partial \phi}{\partial t} + R \bar{V} \cdot \nabla \phi + \bar{V} = \nabla^2 \phi + \frac{N_s}{L_v} \nabla^2 T \]

where new designations are introduced

\[ D = \frac{2k^2}{\mu} \rho_0 \omega_0^2 \Omega, \quad \bar{R}_s = R \omega_0, \quad \bar{Ra} = R \omega_0. \]

In equations (184)-(186), we treat the Reynolds number \( R = \frac{\nu_0 n_0}{\lambda_0} \ll 1 \) as a small parameter for the purpose of asymptotic expansion, while considering the other parameters \( D, \bar{R}_s, \bar{Ra} \) as arbitrary and not impacting the expansion scheme. An external force acting on the equilibrium state results in small-scale and high-frequency velocity oscillations. Although the average values of these oscillations are zero, nonlinear interactions generate terms in certain orders of the perturbation theory that do not cancel out upon averaging.

### 7.2. Large scale instability

By employing the method of multiscale asymptotic expansions in the context of the “quasi-two-dimensional” problem, we derived a closed system of equations for the large-scale velocity field \( W \). This system has the form of equations (80)-(81), and the expressions for the Reynolds stress components at \( Pr = 1 \) are given by:
Vortex Dynamo in Rotating Media

\[
T^{31} = \frac{f_0^2 D_0 k_0^2 (k_0^4 + \tilde{\omega}_0^2 - \widetilde{\alpha}a - l_n)}{2(k_0^4 + \tilde{\omega}_0^2)((k_0^4 + \tilde{\omega}_0^2)^2 + 2(D_0^2 - \widetilde{\alpha}a)(k_0^4 - \tilde{\omega}_0^2) + (D_0^2 - \widetilde{\alpha}a)^2) + r_n(k_0^4 + \tilde{\omega}_0^2) + 2 p_n D_0^2},
\]

\[
T^{32} = -\frac{f_0^2 D_0 k_0^2 (k_0^4 + \tilde{\omega}_0^2 - \widetilde{\alpha}a - l_n)}{2(k_0^4 + \tilde{\omega}_0^2)((k_0^4 + \tilde{\omega}_0^2)^2 + 2(D_0^2 - \widetilde{\alpha}a)(k_0^4 - \tilde{\omega}_0^2) + (D_0^2 - \widetilde{\alpha}a)^2) + r_n(k_0^4 + \tilde{\omega}_0^2) + 2 p_n D_0^2},
\]

(187)

where \(\tilde{\alpha}_n = \alpha_n - k_j W_{j,1}\). The expressions for the coefficients \(l_{n,2}, p_{n,2}, r_{n,2}\) have a very cumbersome form and are given in [36].

When the amplitude \((W_1, W_1)\) is small, the nonlinear equations for \(\tilde{W}\) can be approximated by linear vortex dynamo equations similar to system (100). The solutions of this linear system describe circularly polarized plane waves, known as Beltrami waves. The amplitude of these waves grows exponentially over time. The large-scale velocity field satisfies the Beltrami flow, which satisfies the following condition:

\[
\tilde{W} \times \text{rot} \tilde{W} = 0
\]

To determine the conditions under which a large-scale vortex instability occurs, we first examine the dependence of the amplification \(\alpha_{nf}\) on the angle \(\theta\) of inclination of the axis of rotation of the nanofluid. The solid line in Fig. 25 represents this dependence for fixed values of

\[
D = 2, \widetilde{\alpha}a = 2, k_0 = \alpha_0 = 1, Pr = 5, \widetilde{\alpha}a = 0.122, N_\alpha = 5, L_\alpha = 5000.
\]

**Figure 25.** The solid line shows the dependence of the gain \(\alpha_{nf}\) for a nanofluid on the angle of inclination \(\theta\), and the dashed line shows the dependence of the gain \(\alpha_{nf}\) for a pure fluid on the angle of inclination \(\theta\). Graphs a) are built for the Prandtl number \(Pr = 5\), and graphs b) for \(Pr = 1\).

The values of the nanofluid parameters \(Pr, \widetilde{\alpha}a, N_\alpha, L_\alpha\) (\(Al_2O_3\)-water) are taken from [40]. As can be seen from Fig. 25a, the maximum value \(\alpha_{nf}\) for a nanofluid is the angle of inclination \(\theta_{max} = \pi/5\), and the minimum value is \(\theta_{min} = \pi/2 + \pi n\). The dashed line in Fig. 25a corresponds to the dependence \(\alpha_{nf}\) for a “pure” fluid with the Prandtl number \(Pr = 5\). The graphs in Fig. 25a show that the maximum amplification coefficient \(\alpha_{nf} = (\alpha_{nf})_{\alpha_0 = 0}\) for a “pure” fluid is greater than that for a nanofluid. The same conclusion remains valid for the Prandtl numbers \(Pr = 1\). In this case, the maximum gains in nano- and “pure” fluids are at the deflection angles \(\theta = \pi/2 + \pi n\) (see Fig. 25b).

Hence, it follows that the characteristic time \(T_{nf}\) and characteristic scale \(L_{nf}\) of large-scale vortices generated in a nanofluid exceed the corresponding scales \(T_\alpha, L_\alpha\) in a “pure” fluid:

\[
T_{nf} \gg T_\alpha, \quad L_{nf} \gg L_\alpha, \quad T_{nf} = (\alpha_{nf}^2 / 4)^{-1}, \quad L_{nf} = (\alpha_{nf}^2 / 4)^{-1}, \quad T_\alpha = (\alpha_{nf}^2 / 2)^{-1}, \quad L_\alpha = (\alpha_{nf}^2 / 2)^{-1}
\]

Let us consider the influence of the nanofluid rotation effect on the amplification factor \(\alpha_{nf}\) or the process of large-scale vortex generation. For these purposes, we fix the nanofluid parameters \(Pr, \widetilde{\alpha}a, N_\alpha, L_\alpha\), and the Rayleigh number \(Ra = 2\).

The incline angle chosen is \(\theta_{max} = 0.645 \sim \pi / 5\), which corresponds to the maximum values of the gain (see Fig. 26a). As can be seen from Fig. 26a, at a certain value of the rotation parameter \(D\), the coefficient \(\alpha_{nf}(\alpha_{nf})\)
reaches its maximum value $\alpha_{\text{max}}^{(nf,b)}$. Further, as the number $D$ increases, the gains gradually tend to zero, i.e., the $\alpha$-effect is suppressed.

**Figure 26.** a) The solid line shows the dependence of the gain $\alpha_{nf}$ for a nanofluid on the rotation parameter $D$, and the dashed line shows the dependence of the gain $\alpha_{nf}$ for a pure fluid on the rotation parameter $D$; b) The solid line shows the dependence of the gain $\alpha_{nf}$ for a nanofluid on the Rayleigh number $Ra$, and the dashed line shows the dependence of the gain $\alpha_{nf}$ for a “pure” fluid on the Rayleigh number $Ra$; c) Point 1 corresponds to the value $\alpha_{nf}$ (nanofluid) at $Ra = 0$, and Point 2 corresponds to the value $\alpha_{nf}$ (“pure” fluid) at $Ra = 0$.

Further, fixing the nanofluid parameters $Pr, N, L, \theta = 2, \alpha_{\text{max}} = 0.645$, we determine the dependence of the coefficient $\alpha_{nf}$ on the Rayleigh number $Ra$. It can be seen from Fig. 26b that the maximum value of the gain $\alpha_{nf}$ corresponds to small Rayleigh numbers $Ra$. Large-scale vortices are efficiently generated in the range of Rayleigh numbers $Ra \in [0, 3]$; this means that at high Rayleigh numbers $Ra$, large-scale instability does not occur in nano- and ordinary fluids, but ordinary convective instability arises. Under the condition when there is no heating $Ra = 0$, the amplification factor in pure fluid $\alpha_{nf}$ (point 2 in Fig. 26c) is less than that in nanofluid $\alpha_{nf}$ (point 1 in Fig. 26c): $\alpha_{nf} > \alpha_{nf}$. On Figs. 26a-26b it is also observed that the maximum gain $\alpha_{b} = (\alpha_{nf})_{\text{max}} = 0$ for a “pure” liquid is greater than that for a nanofluid. On Fig. 27a is a graph showing the combined effect of rotation and temperature stratification in the $(D, Ra)$ plane. Here, the region of instability $\alpha_{nf} > 0$ is highlighted in grey. Curve 1 corresponds to the instability boundary for a nanofluid ($\tilde{R}_F = 0.122$), and curve 2 corresponds to the instability boundary for a pure fluid ($\tilde{R}_F = 0$).

**Figure 27.** a) Plot $\alpha_{nf}$ in the plane $(D, Ra)$, where the area corresponding to positive values $\alpha_{nf}$ (unstable solutions) is shown in grey and negative values are shown in white. Curve 1 corresponds to the instability boundary for a nanofluid ($\tilde{R}_F = 0.122$), and curve 2 corresponds to the instability boundary for a pure fluid ($\tilde{R}_F = 0$). b) A graph of the $\alpha_{nf}$-effect versus the Rayleigh number $Ra$.

Now let's analyze the influence of the Rayleigh concentration number $\tilde{R}_F$ on the gain or generation of the LSVS for the following fixed parameters: $D = 2, \tilde{R}_F = 3, k = 0, \theta = 1, Pr = 5, N = 5, L = 5000, \theta = 0.645$. On Fig. 27b, the intersection of the graphs (curve 1 and curve 2) is at point $C(R_F^{(0)}, \alpha_{nf}^{(0)})$. Curve 1 is constructed for the case when there
is a temperature gradient $\tilde{Ra} = 3$. At $\tilde{R}_s = 0$, curve 1 shows the maximum value $\alpha_{nf}^c$ (point A) which corresponds to a “pure” stratified fluid. A further increase in the concentration of nanoparticles leads to a decrease in $\alpha_{nf}$. Curve 2 is plotted for the case when there is no temperature gradient. It can be seen from the behaviour of curve 2 that an increase in the concentration of nanoparticles first leads to an increase $\alpha_{nf}$ and then to a decrease. At $\tilde{R}_s = 0$, curve 2 shows the maximum value $\alpha_{nf}^s$ (point B) corresponding to the amplification factor for a homogeneous fluid [32]. Here we see that in a “pure” stratified fluid, the generation of LSVSs is more efficient than in a homogeneous fluid, which is consistent with the conclusions of [34]. Thus, at a certain value of the number $\tilde{Ra}^{(0)}$ (the concentration of nanoparticles), we obtain equal rates of LSVS generation (point C in Fig. 27b) in the nanofluid both with $\tilde{Ra} \neq 0$ and without a temperature gradient $\tilde{Ra} = 0$. Physically, this process can be explained as follows. An increase in the concentration of nanoparticles on the upper surface layer leads to the appearance of a flow due to the gravitational segregation of nanoparticles on the lower surface. In turn, in the presence of a temperature gradient, a heat flux $q \sim \nabla(T_0 - T_e)/h$ arises that prevents the nanoparticles from settling on the lower surface layer. With an increase in the concentration of nanoparticles $\tilde{R}_s$, a decrease in the proportion of heat flux occurs and, as a result, a decrease in the gain $\alpha_{nf}$. On the charts in Fig. 28, the dependence of the instability increment $\Gamma$ on the wave numbers $K$ for the hydrodynamic $nf$-effect in a nanofluid at constant parameters $D = 2, \tilde{Ra} = 2, Pr = 5, \tilde{R}_s = 0.122, N_0 = 5, L_c = 5000, \theta = 0.645$ is shown.

As can be seen from Fig. 28a, with an increase in the frequency $\omega_0$ of the external force $F_0$ at $k_0 = 1$, the maximum growth rate $\Gamma_{max}$ of large-scale vortex disturbances decreases. Fixing the frequency of the external force at $\omega_0 = 1$, we plot the growth rate (see Fig. 28b) as the small-scale wavenumber $k_0$ changes. For numbers $k_0 < 1$, one can observe both an increase in the maximum growth rate $\Gamma_{max}$ of large-scale vortex disturbances ($k_0 = 0.8$) relative to the level $\Gamma_{max}$ at $k_0 = 1$, and a decrease in the maximum growth rate of large-scale vortex disturbances at $k_0 = 0.5$. This behavior is due to the structural dependence of the coefficient $\alpha_{nf}$ on small-scale parameters of the external force $(\omega_0, k_0)$.

Figure 28. a) Plot of the dependence of the instability increment $\Gamma$ on the wave numbers $K$ for different frequencies $\omega_0$ of the external force $F_0$ at $k_0 = 1$. b) Plot of the dependence of the instability increment $\Gamma$ on the wave numbers $K$ for different wave numbers $k_0$ of the external force $F_0$ at $\omega_0 = 1$.

7.3. Instability saturation and nonlinear structures

An increase in $W_1$ and $W_2$ leads to saturation of the instability. As a result of the development and stabilization of the instability, nonlinear structures arise. In the stationary case, these structures are described by nonlinear equations in the Hamiltonian form

$$\frac{dW_1}{dZ} = \frac{dH}{dW_1}$$

$$\frac{dW_2}{dZ} = \frac{dH}{dW_2}$$

where the Hamiltonian $H$ has the form:

$$H = H_1(W_1) + H_2(W_2) + C_2W_1^2 - C_1W_1$$

and the functions $H_{1,2}$ are
$H_{1,2} = \frac{f_0^2 \sqrt{2}}{4} \sin \theta \int \frac{k_2^2 (k_0^2 + \omega_2^2 - \tau - \omega_2) \, dW_{1,2}}{2 \Pr (k_1^4 + \omega_1^2) A_{1,2}}$. (189)

The integral in the Hamiltonian $H_{1,2}$ is not calculated exactly in quadratures. We used the values of nanofluid parameters $Pr = 1$, $Re = 0.122$, $N_a = 5$, $L_c = 5000$ (Al$_2$O$_3$ - water) [40]. As a result of the analysis of nonlinear equations, four fixed points were found, two of which are of the hyperbolic type and two of the elliptic type.

The figure in Fig. 29 depicts the phase portrait of a dynamic system of equations, which bears resemblance to equations (104)-(105), given certain constants $C_1 = -0.005$ and $C_2 = 0.005$, parameters $D = \tilde{R}a = 2$, $k_0 = \omega_2 = 1$, $f_0 = 10$. Through the phase portrait, we can qualitatively describe potential stationary solutions. Of particular interest are localized solutions that can be found in the phase portrait trajectories connecting fixed (singular) points on the phase plane. As shown in Fig. 29, closed trajectories are present on the phase plane surrounding elliptical points and separatrices that link hyperbolic points. Nonlinear periodic solutions, such as nonlinear waves, correspond to closed trajectories, while localized kink-type vortex structures (as seen in Fig. 30) correspond to separatrices.

Figure 29. Phase plane of the dynamic system of equations (188) for constants $C_1 = -0.05$ and $C_2 = 0.05$. Here you can see the presence of closed trajectories around elliptical points and separatrices that connect hyperbolic points.

Figure 30. On the left is a non-linear spiral wave that corresponds to a closed trajectory on the phase plane; on the right is a localized non-linear vortex structure (kink), which corresponds to a separatrix on the phase plane.

8. CONCLUSIONS

The review paper presents the theoretical findings of the authors [30]-[36] in the area of vortex dynamo in rotating media. The focus is on the mechanisms behind the generation of large-scale vortex structures resulting from both non-helical external forces and the Coriolis force. A comprehensive analysis of closed systems of nonlinear equations describing the linear and nonlinear stages of the growth of large-scale vortex flows in rotating turbulent media has been conducted. The authors have obtained reasonable estimates of the characteristic scales of instability in a rotating moist atmosphere, which can explain the formation of the large-scale spiral structure of cloudy mesovortices and typhoons at the initial stage of their development. A promising direction in the development of the vortex dynamo theory for rotating nanofluid media containing floating microorganisms. For these media, the theory of large-scale instability can also be developed using the asymptotic method of multiscale expansions. We can anticipate the discovery of new large-scale stationary vortex structures in rotating porous media saturated with nanofluids. The investigation of these structures is not only useful for geophysical applications but also for a variety of technological problems.
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В огляді висвітлено основні досягнення теорії вихрового динамо в середовищах, що обертаються. Обговорюються різні моделі вихрового динамо в таких середовищах: однорідна в'язка рідина, температурно-стратифікована рідина, волога атмосфера і стратифікована нанорідина. Наведено основні аналітичні та чисельні результати для цих моделей, що отримані методом багатомасштабних асимптотичних розкладів. Головна увага приділяється моделям із неспіральною зовнішньою силою. Для вологої атмосфери, що обертається, отримані характерні оцінки просторового і часового масштабів вихрових структур. Виявлено нові ефекти вихрового динамо у стратифікованій нанорідині, що обертается, які виникають за рахунок термофорезу та броунівського руху наночастинок. Результати аналізу нелінійних рівнянь вихрового динамо у стаціонарному режимі приводять до існування спіральних кінців, періодичних нелінійних хвиль та солітонів.

Ключові слова: теорія динамо; великомасштабна нестійкість; сила Коріольса; багатомасштабні асимптотичні розкладання; $\alpha$-ефект; солітони; кінки