ISSN 2074-8922 IIpob6iemu imxeHepHo-nieaaroriuaoi oceitu. 2025. Bumyck 85

https://doi.org/10.26565/2074-8922-2025-85-13
VJIK (UDC): 378+004.896

C.B. KO3IBPOI[A1, KaHJUIaT MeJarorivHuX HayK, JOICHT,
TOTICHT KadeApH KOMIT FOTEePHUX TEXHOJIOTIH
e-mail: cerg.kozibroda@tnpu.edu.ua ORCID ID: https://orcid.org/0000-0003-4218-0671
10. I1. (I)PAHKol, KaHJU/IaT TCXHIYHUX HayK, JOIICHT,
3aBigyBad Kadeapu KOMIT IOTEPHUX TEXHOIIOTIN
e-mail: franko@tnpu.edu.ua ORCID ID: https://orcid.org/0000-0002-1464-1162
. L. KJIYBKO', acIipaHT,
acHCTEHT Kadeapr KOMII'TOTEPHHIX TEXHOJIOT 1
e-mail: klubko_di@tnpu.edu.ua ORCID ID: https://orcid.org/0009-0001-7063-2818
T ePHONINbCLKULL HAYIOHATbHUL Nedazociunull yHigepcumem imeni Bonooumupa I'namioka,
Bysl. Makcuma Kpuonoca, 2, M. Tepromninb, 46027, Ykpaina

BUKOPUCTAHHS BIBJIIOTEK TENSORFLOW/KERAS JIJI51 HABYAHHS HEHPOHHUX
MEPEX Y HIAIOTOBIII BAKAJIABPIB 3 IPO®ECIMHOI OCBITA KOMII'IOTEPHOI'O
MNPO®LIIO

Merta. MeTow MOCHIKCHHS € aHalli3 MOTEHIiany BHKOpucTaHHsA OiOmiorek TensorFlow i Keras y
npoleci HaBYaHHS HEHMPOHHMX MEpPEeX M Yac MiATOTOBKHM OakayiaBpiB 3 MpodeciiHOT OCBITH KOMI IOTEPHOTO
npodimo, a TakoK po3poOIeHHS METOOWKH iX edekTuBHOI iHTerpamii B ocBiTHIX mporec. OcobnuBy yBary
30CepeHKEHO Ha TOMY, SK MPAKTUIHE 3aCTOCYBaHHS IMX O0i0mioTek copuse (OpMYBaHHIO ITUPPOBHX
KOMIETEHTHOCTEH 1 pO3BUTKY aHAIITHIHOTO MHUCJICHHS MalOyTHIX 1HKCHEPiB-TIEIaroriB.

Metoau. JJocnimKeHHS IPOBEICHO HA OCHOBI CHCTEMATHYHOTO aHaJi3y HAyKOBUX IyONiKamii 3a mepiox
20192025 pokiB y 6azax manux Scopus, Web of Science ta Google Scholar, mpucesyenux nuTaHHIM
BukopuctanHas TensorFlow i Keras B ocBiti. 3acTocOBaHO NOPIBHAIBHUNA aHAII3 BITIU3HSIHOTO Ta 3apy0iKHOTO
JIOCBIly TMIATOTOBKH (haxiBIliB y rajy3i MITYYHOTO IHTEJIEKTY, a TAKOX METO]] MEIArorivHOTO0 MOJCIIOBAHHS, Y
MeKax SIKOTO po3po0IeHO METOANKY HaBUYAHHS CTY/ICHTIB CTBOPEHHIO, HABYAHHIO Ta OLIHI{I HEHPOHHHUX MEpex i3
BUKopUcTaHHsM Gidmiorek TensorFlow i Keras.

PesyabraTtu. Y X0zl JOCHIDKEHHS OOIPYHTOBAaHO METOJMKY IJTOTOBKH CTYAEHTIB 1O pOOOTH 3
HEeWpOHHMMH Mepekamu Ha ocHoBi Oibmiorex TensorFlow i Keras. Bona nependauae moeranne onaHyBaHHS
npoueciB MoOyIOBYM, HaBYaHHA Ta OLHIOBaHHS MOJEJCH MAIIMHHOTO HABYaHHSA, LIO CIpPUSE€ PO3BUTKY
NPaKTHYHUX HABUYOK MPOTPAMHOI peanisalii iHTeJIeKTyallbHUX CHCTEM. 3alpOlOHOBaHa METO/MKA CIIPSIMOBaHA
Ha (QOpMYyBaHHS Yy CTYACHTIB PO3YMIHHA apXiTeKTypH HEHPOHHHX Mepex, MPUHIUINB iX ONTHMI3amlii Ta
MPaKTUYHOTO 3aCTOCYBaHHS Y MpodeciiiHii qisTbHOCTI.

BucnoBku. Bukopucranns 6i0miorek TensorFlow i Keras y migrorosui 6akanaBpis 3 mpogeciiiHol ocBiTh
KOMII'FOTEPHOTO TIPO(II0 BiIKPHBAE HOBI MOMJIMBOCTI IJISI MPAKTHYHOTO 3aCBOEHHS TEXHOJOTIH INTYYHOTO
IHTEJIEKTY Ta PO3BUTKY IH)XKEHEPHO-TEJaroriYHuX KOMIETEHTHOCTeH. [lepCreKkTHBH MOAANbIINX JOCIIKEHb
MOJISITAl0Th Y BU3HAYEHHI MEIarorivHuX yMOB €()E€KTHBHOTO BIIPOBA/PKEHHS PO3pOOJICHOT METOAMKH, OLHLI ii
BIUIMBY Ha SIKICTh mNpodeciiHOl MiArOTOBKM Ta MOXJIMBOCTSAX ajanTauii B IHIIMX OCBITHIX Hporpamax
TEXHIYHOTO CIPSIMYBaHHS.

KJIFOUYOBI CJIOBA: TensorFlow, Keras, netipouni mepedxci, npogeciiina oceima, yugposi mexnonoaii,
Wmy4HULl iHmenexm, MauuHHe HaAGUAHHSL.
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CydacHa  cdepa  irdopmamiiHux
TEXHOJIOTIH Ta KiOEpHETHUKHU TTePEKUBAE TICPIOJ
IHTCHCUBHOTO PO3BHUTKY, y SKOMY MpPOBiAHY
poONb  BImIrparOTh  HANPSAMH  MAaIOITUHHOTO
HaBYaHHA Ta DIuOokoro HaBuaHHa (Deep
Learning). Meroau, 3aCHOBaHi1 Ha
BUKOPHUCTaHHI IITYYHUX HEUPOHHHX MEPEK,
BIIKPWJIM HOBI MOXJIMBOCTI JUISI BHIPIIICHHS
CKJIQJIHUX TIPUKJIAJHUX 3aBIaHb, 30KpeMa y
chepax aHamizy BEIUKUX OOCSTIB JaHUX,
po3mi3HaBaHHS 00pa3iB, MPOTHO3YBaHHSA Ta
aBroMaru3amii mporiecis. Lled TexHOMOTIUHAN
nporpec 3yMOBUB 3pOCTaHHS TONMUTY Ha
BUCOKOKBaJiikoBaHUX  (axiBLiB, 3AaTHUX
po3poliiATH, HaBYaTH ¥  yNpOBaKyBaTu
IHTENIeKTyaJIbHi CUCTEMH HOBOTO MOKOJIiHHSI.

st pearnizarii anropuTMiB CTBOPSHHS
Ta HAaBYAaHHS HEHPOHHUX MEpEeX KIFOYOBHMHU
IHCTpyMEHTaMuU cTanu crieriani3oBaHi
0i0ioTeKH, cepell SKWUX MPOBIAHI IO3MUINT
nocigatote TensorFlow Ta Keras. TensorFlow
BUCTYIIA€ TIOTY)XHUM  (DpeHMBOPKOM ISt
BEJIMKOMACIITA0HOTO MAalIMHHOTO HaBYaHHS,
mo 3a0e3nedyye BUCOKY  OOYMCIIOBAJIbHY
e(DeKTUBHICT, Ta MATPUMKY amapaTHOTO
npuckopenHs. Haromicte Keras — me
3pY4HHUH, BHCOKOAOCTpakTHHH  iHTepdeiic
MpOrpaMyBaHHS NONATKiB, OpPI€EHTOBaHWI Ha
IIBU/IKE TPOTOTHUIYBAHHS MOJEINeH, 30KpeMa
nocinigoBaux (Sequential). OOuaBI 6i0II0TEKH
IHTErpyIOTBCS 3  MOBOIO  IIPOTPaMyBaHHS
Python, sika crorogHi € cTaHmapToM y ramysi
HITYYHOTO IHTETIeKTY Ta AKTHBHO
BUKOPUCTOBYETHCS B OCBITHBOMY IMPOIIECI JIJIst
miarotoBkyu Qaxiemis IT-Hanpsmis.

[Tonpu HasBHICTP IMX MOTY)XHUX
3aco0iB, cucreMa mpodeciitHol OocBITH B
VYkpaiHi, 30KkpeMa MiATOTOBKa OakalaBpiB 3
npoheciiHOl OCBITH KOMIT FOTEPHOTO MPOQiIIo
(iHKeHepiB-TIeIaroriB), CTUKAETHCS 3 HHU3KOIO
npo0ieM, IO CTBOPIOIOTh CYTTEBUH PpO3PUB
MIX aKaJIeMigYHOO TiITOTOBKOIO Ta CYYaCHUMHU
BUMOTaMH 1HAYCTPIi.

[o-mepe, CTIOCTEpITaeThCs
HEBIAMOBIIHICTh MIX 3allUTaMH PUHKY Mpari

Ta piBHEM MiJTOTOBKH BHITyCKHHKIB. BHCOKi
BUMOTH 10 ITM(HPOBOi  KOMIIETEHTHOCTI,
AaHAMITHYHOTO  MHCJICHHS W BOJOMIHHS
cyqacammu  [T-3acobamm  HE  3aBXIU
KOPEIIOI0Th 13 pealbHUM piBHEM 3HaHb
CTYACHTIB, SIKI 4acTO NEMOHCTPYIOTh CepelnHi
ado HHM3BKI pe3ydabTaTd nOpu  podoTi 3

CYy4YaCHUMH TEXHOJIOTiIMU MAIUHHOTO
HABUYAHHS.

[Mo-npyre, 3MicT i MeTOAM HAaBYAHHS
OTPeOYIOThH MoOJepHizarii. Tpamutitiai

ITiTXOMIH, 3aCHOBaHI Ha PENPOTyKTHBHOMY THII1
OISUIBHOCTI, HE  BIANOBIZAIOTHL  JUHAMII
po3Butky IT-ramysi. HeoOxigaum  crae
BIIPOBA/KCHHSI 1HHOBAIIMHUX TIEIArOTIdHIX
TEXHOJIOTiH — TpoOIEeMHOr0, MPOEKTHOTO Ta
JIOCIITHUIIBKOTO HAaBYaHHS, IO CIPUSIIOTH

PO3BUTKY  TBOPYOTO  Ta  AHAIITHYHOTO
MUCJICHHSL.

[lo-Tpete,  BiACYTHIH  CHUCTEMHHI
METOANIHUH CYTpOBIZ BUKOPUCTAHHS

oibmiorexk TensorFlow Ta Keras y mpomeci
I ATOTOBKHU IH)KEHEPIB-TIearoris.
Hespaxkaroun Ha T€, IO Il IHCTPYMEHTH CTaJIA
IHAYCTpiaIbHUMH CTaHAapTaMH, 1X TOTEHIIial
y TOpodeciiiHii OCBITI YacTO 3aJUIIAETHCS
HEBHKOPUCTAaHUM uepe3 Opak HaBYaJILHO-
METOAMYHUX MarepialiB, MPaKTUIHUX 3aBIaHb
i maboparopHuX poOiT, OpiEHTOBaHWX Ha
(dopMyBaHHS OIEpaIiifHOI KOMIIETEHTHOCTI
CTYIICHTIB.

OTtxe, pobnema iHTerpauii Cy4acHuX
010J1i0TeK MalIMHHOTO HAaBYaHHS B OCBITHIH
npoliec MiroTOBKH OakalaBpiB 3 mpodeciitHol
OCBITH KOMIT FOTEpHOTO rpodisto €
Ha/I3BUYAIHO aKTyaJlbHOIO.

Mera Hamoro mOCTiIKEeHHS —
[poaHaji3yBaTl IOTEHLiaJ]l BUKOPUCTAHHS
oiomiorex TensorFlow 1 Keras y mnpomeci
HABYaHHS HEWPOHHHX MeEpeX Vy MiAroTOBII
OakamnaBpiB 3 npodeciitoi OCBITH
KOMIT IOTEPHOTO P00, a TAKOXK pO3poOHUTH
MPaKTUYHI peKOMEHAIi s iX edeKTUBHOI
iHTerparii.

006°’ekmu ma memoou

Buxopucranns 0i6miorek TensorFlow i
Keras y mpormeci miaroroBku OakajaBpiB 3
npodeciifiHoi 0CBITH KOMII IOTEPHOTr0 Npodisro
€ CKJIAaJHAM  IIeJaroriyHO-TeXHOJIOTIYHUM
SIBUIIIEM, 1110 IMOEIHYE OCBITHIH, 1H)XKEHEPHHUU
Ta JIOCHITHUIBKUN acmekTH. Y  [bOMY
JOCTIDKeHHI 00 €KTaMM aHalli3y BUCTYIAIOTh

MeIaroriyHi YMOBH, 1HCTPYMEHTAJIbHI 3aco0u
Ta  OCBITHI  NpaKkTUKW, TMOB’s3aHI 3
YIPOBADKCHHSIM ~ TEXHOJIOTIH  MAaIIMHHOTO
HABUaHHA Yy HaB4albHUU mporiec. OCHOBHA
yBara  OPUAUISETBCS  TPhOM  KIFOUYOBUM
acreKTam:

® TEXHIYHUM MOXXJINBOCTAM
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oiomiorek TensorFlow i Keras y xoHTekcti
HaBYaHHS HEHPOHHHUX MEPEXK;

e iXHIi iHTEerpaIii B OCBITHIH mporec
IIATOTOBKH 1H)KCHEPIB-TICaroriB;

® BIUIUBY BUKOPHCTAHHS X
IHCTpYMEHTIB Ha (opMyBaHHSI NpodeciiHux
KOMIIETEHTHOCTeW  CTymeHTIB y  cdepi
KOMIT FOTEPHUX TEXHOJIOTIH.

OO0’ekTaMy JOCIIHKEHHS € OCBITHBLO-
TEXHOJIOT1YHI CHCTEMH, 1[0 3aCTOCOBYIOTHCS B
i ITOTOBIIL (haxiBIiB KOMII’ FOTEPHOTO
npodpimto.  [lo-mepmie, 1e  cepemoBmia
nporpaMyBaHHS ~ Ta  MOJCNIOBaHHS  —
PyCharm, Jupyter Notebook, Google Colab, y
AKX peali3yloThCs TMPAKTHYHI 3aBOaHHS 3
TensorFlow/Keras.  Bouu  3a0e3meuyroTh
CTYyACHTaM MOXKITUBICTD CTBOPIOBATH,
TpeHyBaTH Ta TECTyBaTH HEHPOHHI Mepexi
pi3HUX  THIIB  (TMOCHIOBHI,  3TOPTKOBI,
PEKYPEHTHI TOIIO).

[lo-npyre, me ocwiTHI mmarpopmu Ta
KypCH, OpPI€HTOBaHI HAa BWBYCHHS INTYYHOTO
inTenekty, 30kpema  Coursera, Kaggle,
TensorFlow Hub, 1o BHCTYTIAIOTh
JOAAaTKOBUMH pecypcaMu Uit  (OpMyBaHHS
HaBUYOK CaMOCTIIHOTO HaBYaHHS u
aHAJITAYHOTO MUCIICHHSI.

[lo-Tpere, wMeTommuHi TiAxXomAHM [0
HaBYaHHS, SKi TMepeadayaroTh BUKOPUCTAHHS
MPOEKTHOTO METOLY, npo0ieMHo-
OpIEHTOBAHOTO HaBYaHHS Ta J1a0OpaTOPHUX
NPaKTUKYMiB, CHPSMOBAaHMX Ha CTBOPEHHS
CTYJIEHTCHKUX MIHICTapTamiB ad0 HaBUAJIbHHUX
MIPOEKTIB 13 pO3POOIEHHA IHTENEKTyaTbHUX
CHCTEM.

YMOBHU aHai3y BKIIOYAIOTh Cy4acHHH
cTaH cucteMH HpodeciiiHOi OcBiTH B YKpaiHi
craHoM Ha 2025 pik, y Mexax sIKOl TpUBae

uugpoBa TpaHcopmalrlis MeAaroriaHol
OCBITH. 3Ha4yHy yBary PUALICHO
YKpalHCBKOMY KOHTEKCTY, 1€ YHIBEpCHTETH
HIOCTYTIOBO BIPOBA/KYIOTh HaBYaJIbHI

MUACHUIUTIHK, TIOB’S3aHi 3  TEXHOJIOTISIMH
HITYYHOTO  IHTENIEKTY, Ta MIXKHAPOJHOMY
JIOCBiY, IO BimoOpakae MepesioBi MPaKTUKA
inTerpanii TensorFlow i Keras y miarorosky
¢axiBiiB IT-HampsmiB (3okpema, y CIIA,
Kanani, BenuxoOpuranii Ta I3paini). O0’ektu
aHanmizy BigOupanmcs 3a KpUTEpisIMH iXHBOI
MOIIUPEHOCT], MeIaroriyHoi JOI[JILHOCTI Ta
NPaKTUYHOI  3HAYYIIOCTi,  MiATBEPIPKEHUX
CYy4aCHUMH HayKOBHMHU ITyOITiKaIlisIMH.
Metoau gochipkeHHS oOpaHO 3
ypaxyBaHHSIM  KOMIUIEKCHOTO  XapakTepy
poboTH, 110 3a0e3NeUyI0Th LiTICHE PO3YMiHHS

rpouecy ¢dopmyBaHHs npodeciiftHnx
KOMITETEHTHOCTEH MalOyTHIX OakamaBpiB 3
npodeciitaoi OCBITH KOMIT FOTEPHOTO

npodinto. [ng gocsrHeHHS NOCTaBIEHOI METH
3aCTOCOBAHO TPH B3a€MOTIOB’ sI3aHI METOH, SKi
B CYKYHNHOCTI  JIO3BOJNIWJIM  KOMILJIEKCHO
PO3KpUTH IOCimKyBaHy npobnemy. Hepuium
Memooom CTaB aHami3 1 cUcTeMaTu3allis
HAayKOBUX JDKEpes, IO IependadyaB BUBUCHHS
myOumikariif 3a 2019-2025 poku y 6a3ax qaHmx
Scopus, Web of Science, SpringerLink Ta
Google Scholar. Ilomyk 3milicHroBaBcs 3a
kaouoBuMu  cioBamu:  “TensorFlow  in
education”, “Keras-based neural network
learning”, “Al in vocational education”,
“machine learning pedagogy”. Lleit meTon nas
3MOTYy  BWU3HAQUUTH  TEHJCHIII  PO3BUTKY
BukopucTanHs 6i0miorex TensorFlow i Keras y
HaBYaHHI HEHPOHHUX MEpeX, Yy3aralbHUTH
migxoou OO  iHTerpamii  iHCTpYMEHTIB
IHOOKOTO HaBuaHHiA y  mpodeciiiny
MiATOTOBKY, a TaKOX OKPECIUTH HayKOBO-
METOAWYHI TPOTaTWHHW, M0 ICHYIOTh V
BITYM3HSAHIN TiemaroriuHiii mpakruui. /pyzum
MEmooom BHUCTYITIIIO JTOCITIJKCHHS
0COOIIMBOCTEMH 3aCTOCYBaHHS OibmoTex
TensorFlow i Keras y mpoueci miaroroBku
OakamnaBpiB 3 npodeciitnoi OCBITH
KOMIT 10TepHOTO Tpodimo. Ha mpomy erami
NPOAHANIi30BaHO  CTPYKTYpPY  HaBYAIBHHX
nporpam, JabopaTOpHUX KYpCiB 1 METOIUYHHUX
MaTepiajiB, CHPSIMOBAaHMX Ha (OpMyBaHHS
HaBHYOK CTBOPEHHsSI, HABYAHHS Ta TECTYBaHHS
HelpoHHnx  Mepex.  OcobmuBy — yBary
NOPUJIIJICHO  [MEJarorivHUM  YMOBaM, IO
3a0e3MeuyIoTh e(eKTUBHE 3aCBOEHHS
CTyIEHTaMH NPHUHIMIIB TOOYJOBH Mojenei
IMOOKOTO HaBYaHHS, 30KpeMa IO€HAHHIO
TEOPETHYHOTO IOSCHEHHS 3 MPAaKTHYHUM
BUKOHAaHHSM 3aBJaHb y ceperoBumi Python,
BUKOPHCTAHHIO Bi3yalli3allifHUX 1HCTPYMEHTIB
Ta 1HTEPAKTUBHHUX JIAOOPATOPHUX CIICHAPIiB.
Tpemim MEMOOOM CcTaB MOJIEJIbHUN
MeIarOTiYHUIN EeKCTIEPUMEHT, CIPSIMOBAaHHUN Ha
pPO3pOOJICHHS METOIUKUA IMOOYIOBH MOJIEII
HaBYaHHS HEHPOHHOT Mepexi 3
BukopuctanaaM 0i6miorek TensorFlow i Keras
Ta OIIHKY iXHBOIO IMOTEHIIady Y IiArOTOBII
MaiOyTHIX iH)KEHepiB-miefaroris. Y Mexax
LBOTO eTary OyJlo 3MOIENbOBAHO HAaBYAJIbHUN
IpoIiec, MO OXOIUTIOE CTBOPEHHS HABYABHHUX
JaracetiB, BHOIp  apXiTEeKTypu  MeEpexi,
HaJIAIITyBaHHS TapaMeTpiB HABYAHHS, OLIHKY
pe3ynbratiB 1 (hopMyBaHHS BHCHOBKIB IIOJIO
e(eKTHBHOCTI 3aCTOCYBaHHS IMX OiOIiOTEK y
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npodeciiHid  TiATOTOBII. Ha  ocHoBi
OTPHUMaHUX pe3ynbTaTiB po3polIIeHO
MPaKTHIHI peKOMeH Al 0110
YAOCKOHAJIEHHS nabopaTopHUX pooiT,

CTPYKTYpH Kypcy Ta METOANIHOTO
3a0e3medYeHHs Uil IHTerparii TEeXHOJOTIH
TensorFlow i Keras y HaB4aHHS MITy4HOTO
IHTEIICKTY.

AHaNMITHYHI 1HCTPYMEHTH BKIIOYAIN
BukopucTtanas Python-6i6miorex ams oOpoOku
manux (Pandas, NumPy, Matplotlib) Ta
Bisyaurizarii HaBYaJIFHIX pe3yIbTaTiB

CTY[CHTIB, IO JIO3BOJIMJIO OIIIHUTH pPiBEHb
cthopmoBaHOCTI KOMIICTCHTHOCTEH i
e(DeKTUBHICTh METOMUIHHX PIllICHb.

Takuii miaxig J03BOJIMB BpaxyBaTh sK
I00abHI  TEHAEHII PO3BUTKY TEXHOJIOTIH
MTYYHOTO IHTENEeKTY, TaK 1 HalioHAIbHI
0Co0IMBOCTI npodeciitnoi OCBITH,
CIpsSIMOBaHOI Ha ()OPMYBaHHS y CTYACHTIB
3MATHOCTI TpamioBaTd 3  IHCTPYMEHTaMHU

02130 Haykoeux oxcepen

AHami3 CcydacHHX HAyKOBHX IIpaib
CBIAYUTH, W1I0 MHUTAHHI  BHUKOPUCTAHHS
0ibmioTek IMOOKOrO HaBYaHHS, 30KpeMa
TensorFlow i Keras, y mpodeciiiHiii ocBiTi
KOMIT'1OTepHOTO  mpodimo  mepeOyBae Ha
MEPETHHI JTBOX HAMpPSIMIB — TEXHOJOTi9HOTO
PO3BUTKY 1HCTPYMEHTIB INTYYHOTO IiHTEIEKTY
Ta IENaroriyHoro 3ades3neyeHHs IIATOTOBKU
MaiiOyTHIX (axiBIIiB.

Y  Hmsmi  gocmimkeHs  [4, 5]
HaroJIONIYETHCS HA HEOOX1HOCTI (POpMyBaHHS
KOHKYPEHTOCIIPOMOXKHOCTI MaROyTHIX
OakamaBpiB 4epe3 pO3BUTOK I1HHOBAIIITHOTO
MUCIICHHsI, [U(POBOi  TPaMOTHOCTI  Ta
37aTHOCTI 3acTocoByBaTH cydacHi [T-3acobu y
npodeciiHii AisUTEHOCTI. ABTOpH BU3HAYAIOTh,
1110 HiIBUAICHHS SKOCT1 podeciitaol
MiJTOTOBKK ~ O€3MOCEPEIHbO  3aJISKHUTh  BiJ
BIPOBA/KEHHS NPaKTUKOOPi€EHTOBAHUX
HaBYaJIbHUX KypCiB, 30KpemMa 3
BUKOPDHUCTaHHSM  IHCTPYMEHTIB  IITYYHOTO
IHTETIeKTY Ta HEHPOHHUX MEPEXK.

HocmimkeHHs 3iHOB’€BOI [1],
Kpuoxatu Ta I'eBoprsina [3] cuctemMarusyoTh
NporpaMHi 3aco0M sl OOYIOBH i HaBYaHHS
HEWPOHHUX MEpekK, Cepel SKHX OCOOIUBY
yBary npuniiero TensorFlow i Keras. ABropu
MiIKPECITIOITh IXHIO THYUYKICTh, MOAYJBHICTS 1
BIIKPUTICTh JUIS HABYAJIbHHUX I[JICH, 1110
poOuth 1i OiOMiOTEKM TNPUAATHUMH IS
IHTerpamii y HaBYalbHI JAWCHUIUIIHA 3
NpOrpaMyBaHHs, WITYYHOTO IHTENEKTy Ta
aHamiTUKK MaHuX. Slpemenko i TapaceHko [8]
3OICHWIN TIOPIBHSUIBHME aHai3  0i0miorek
Jutst Kiacugikallii TeKCTOBUX JTaHMX, TOBIBIIIH,
mo 3B’si3ka TensorFlow—Keras 3a0e3neuye
BUCOKY TOUHICTh 1 HPOCTOTY HaJalITyBaHHS
MoOJeJied  HaBiThb [y  KOPUCTyBadiB  0e3
[IMOOKHX 3HAaHb Y MaTeMaTHUIll Y4 CTaTUCTHII],
II0 € BaXIUBUM Yy KOHTEKCTI IEAaroridyHoi
[MiATOTOBKU.

DIMOOKOr0  HaBYaHHS, 110  BIANOBIJaE
Cy4YaCHHMM BUKITUKAM PUHKY ITpalli.
3apyOixHi JIOCITi IPKEHHS

MiATBEPUKYIOTh aKTYaJIbHICTh 3aCTOCYBaHHS
nux 0ibmioTek y pizHUX cepax, Mo po3KpUBae
iX moTeHmian SK YyHiBepCallbHHX OCBITHIX
inctpymenriB. Tak, Watson Ta iHmm [16]
OTHCYIOTh MOYKJIHBOCTI (hpeiiMBOpKiB
KerasCV 1 KerasNLP, sxi moeqHyoOTh
KpocIuiaT(OpPMEHiCTh, MAacCIITa0OBaHICTh 1
MIATPUMKY MYJABTUMOAAJIBHUX MOJENeH, 10
BIIKPHMBA€E HOBI MEPCHEKTUBYU LIS HABYAJIbHUX
EKCTIIEPUMEHTIB 3 00POOKH TEKCTY, 300paxeHs i
Bineo. Gupta [13] nemoHCTpye peanizalliro
knacuyaux apxitekryp (SegNet, FCN, UNet,
PSPNet) y Keras, Haromomyiouu Ha
BaKJIMBOCTI Bi3yaJi3allii mpoIeciB cerMeHTarlii
300paXeHb  UIsI ~ HAaBYaHHA  CTYHNCHTIB
KOMIT IOTEpHUX crieniajdbHocTel. Dragan Ta
THII [4mocnimxytoTh 3aCTOCYBaHHS
TensorFlow/Keras y cdepi OioiHpopmaTukwy,
10 JNOBOIWTH  YHIBEpCANBHICTH  LHUX
IHCTPYMEHTIB 1 TIATBEPIXKYE JIOUIJIBHICTH
iXHBOrO BUKOPUCTAHHS Y MIXKIUCIHIUTIHAPHUX
OCBITHIX TTporpamax.

Orsin po6it Chicho i Sallow [11], a
takok Yapici i Topaloglu [17] moka3sye, mo
Keras 3anummaerscs HaWOUIBII JTOCTYIHUM
(peliMBOPKOM Al HABYaHHA HEWPOHHHX
Mepexx 3aBIskd  iHTyiTHBHOMY APl Ta
MIATPUMII IIBUAKOTO MNPOTOTHIyBaHHS. Lle
pobuTh rioro e(heKTHBHUM 3acoboM
(hopMyBaHHS TPAKTUYHUX KOMIIETEHTHOCTEH
CTYACHTIB Wil 4Yac BHBYCHHS  OCHOB
MAaIIMHHOTO HaBYaHHSI.

VY mpansix yKpaiHCHKHX HAyKOBLIB [7,
6, 10] oOrpyHTOBaHO POJIb OHTOJIOTIYHOIO
MiAXOMy Ta MOJENIOBaHHS 3HaHb y MiATOTOBII
MaiiOyTHIX  iH)KeHepiB-Tiedaroris.  ABTOpHU
JIOBOJISITh, IO HABYAJBHUU TIpolleC Mae OyTH
OpIEHTOBAaHWI Ha CTBOPEHHS W BHKOPHCTAHHSI
MoOJZIeTIeH, SIKi BiZOOpasKaroTh JIOTIKY pealbHUX
CHCTEM, IIO Y3TOJDKYEThCS 3 MiAXOJaMH JI0
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NPOEKTYBaHHS Ta HAaBYAaHHA HEUPOHHHX
mepex. Lli mpari GhopMyrOTh MeTOHOIOTidHE
MiATPYHTS U1 TOOYIOBH  OCBITHIX KypCiB,
opieHTOBaHMX Ha 3acTocyBaHHs TensorFlow i
Keras y mporieci HaBgaHHSL.

JocmmkeHHs MenpHUKa [15],
MpUCBAYeHe BHKOpHcTaHHIO Mmoxenet GPT y
CHUCTEMax OILIHIOBaHHA 3HaHb, JEMOHCTPYE
MPaKTUYIHI TpHUKIamd BrpoBamkeHHs I B
OCBITHI TIPOIIECH, IO IMICHUIIOE MOIIILHICT
PO3LIMPEHHS TakUX MHiIXoAiB 1 Ha cdepy
HEHPOHHMX MepeX. Y IHIUX TpaIsx
Mensauka [14] Ta Amn#gpiecekoro [9],
HAayKOBII aKLUEHTYIOTh yBary Ha iHTerpamii
MaTeMaTUYHOTO MOJENIOBAaHHS, OHTOJOTIM Ta
IHTENIeKTyallbHUX  CHUCTeM, 1m0  QopMmye
MIXKIUCIUTUTIHAPHUHA KOHTEKCT TS
3actocyBaHHst TensorFlow/Keras y HaByanHi

CTYIEHTIB TEXHIYHUAX i eIaroriyamux
CIIeliaIbHOCTEH.

3HaYHMH  BHECOK Yy  PO3BHUTOK
METOMIONOTii  MiAroToBKM  ¢axiBmiB 13

npodeciiinoi ocBitu 3podmnu Kosanenko O.,

Koamenko ., bproxamoa H. Ta
Mensanderko  O. [2], sKi  BHU3HAYIIHA
CTPYKTYpPY OCBITHIX TIporpaMm 1 KJIFO4OBIi
CKJIQJIOBI KOMITETCHTHICHOI Mozeni ¢axiBist. 3
OISy HAa I, BUKOPUCTaHHA 0i0mioTeK
TensorFlow i Keras y HaBuajgpHHX Kypcax
MOXE PO3MISAATHCA SIK Cy4acHUH iHCTPYMEHT
peastizanii NPakKTUKOOPIEHTOBAHOTO MiAXOMy B
I ITOTOBITI OaKayiaBpiB.

VY3aranpHIOIOYN PE3yNIbTaTd  aHAII3Yy,
MOXKHa CTBEp/XKYBaTH, 1[0 HAYKOBA CIIiIBHOTA
Bu3Hae Oibmiorekn TensorFlow 1 Keras
e(heKTUBHUMH 3aco0aMU HaBYAHHS TPUHIIUIIB
LITyYHOTO 1HTENEKTY, MpPOTE IXHE CHCTEMHE
3aCTOCYBaHHS B YKpaiHCBKiH MenaroriuHii
ocBiTi mumre ¢opmyerbes. IcHye morpeba B
MCETOANYHOMY OCMI/ICHCHHi MMpoucCy HaBYaHHA
HEHUPOHHHUX MEPEK, pO3pobieHHi
MEAArOTiYHAX CIeHapiiB BUKOPUCTAHHA ITHX
0i10i0oTeK Ta CTBOPEHHI HABYAJIHHUX MOJEINEH 1
nabopaTopHUX POOIT, aJanTOBaHUX 10 PiBHSA
MiArOTOBKY OakajaBpiB i3 mpodeciitHoi ocBiTh
KOMIT IOTEPHOTO TPOhiIFO0.

Ocobnusocmi 3acmocysanns oioniomex TensorFlow i Keras y npoyeci niocomoexu dakanaspie 3
npocpeciiinoi oceéimu Komn’romepHnozo npoginio

CyuacHa mTiAroTOBKa OakajaBpiB 3
npoeciiHOl OCBITH KOMIT FOTEPHOTO MPOQiIIo
notrpedye iHTerparii iHCTPyMEHTIB IITYYHOTO
IHTETIeKTY, SIKi JO3BOJISIIOTH HE JIMIIEe BHUBYATH
TEOPETUYHI 3acajd TOOYIOBH HEHPOHHHUX
Mepex, a W (opMyBaTH NPAKTUYHI HABUUKU
CTBOPEHHS, TPEHYBaHHS Ta  OI[IHFOBaHHS
monenerd. OmHumMu 3 Hale(eKTHUBHINIMX
CepeloBHIN JUIsl I[LOTO BHU3HAHO Oi0IiOTEKH
TensorFlow 1 Keras, ski 3a0e3nedyoTh
3pY4YHUM, MOAYJABHHHA 1 BIAKPUTHH MiaXij 10
MOJIETTIOBAHHS TIHOWHHOTO HaBwaHHs [11,
c. 49].

Biomioreka TensorFlow BuKOHYE POIb
0a30BOro0  IHCTPYMEHTY S  YUCEIbHHX
obuncnens i3 marpumroro GPU-06poOkwu, 1o
Ja€ 3MOTYy CTYAEHTaM EKCIIEPUMEHTYBaTH 3
BEJIMKUMHM Ha0OpaMu JaHUX 1 CKJIaJHUMHU
apxiTekTypamMu Mojiesiell. 1i BHKOpHCTaHHs
CIpusie PO3BUTKY KOMIIETEHTHOCTEH y raiysi
oTTUMI3allii, aHaizy MOXHOOK Ta
IHTEepTpeTalii pe3yabTariB, 0 € HeOOXiTHUMU
st axiBLiB KOMI'tOTepHOTO mpodimo [17,
c.2].

KpiMm Toro cdepu  MammHHOTO
HaBYaHHS,  pO3Mi3HaBaHHS  o0Opa3iB  Ta
KOMIT'IOTEPHOTO 30pY € HaUBaKIMBIIMMHU
obnacTsaMu JOCHIJKEHb Cy4acHOi
KibepHeTHKU. MeTonu ™HMOOKOro HaBYaHHS

(HeMpoHHI  Mepexi) JO3BOJIMIM  JOCSTTH
3HAYHUX VCHIXiB y KOMIT FOTEPHOMY 30pi,
00po01Ii pupoaHOi MOBH Ta aymio [1, c. 159].
biGmioTekn HEHPOHHHMX MeEpeK €
BOKJIMBAMHU CKJIAJJOBUMH CYyYaCHHX MOJIeNei
IMOOKOrO HaBYaHHS. BOHM mpHCKOpIOIOTH Ta
CIIPOIIYIOTh POOOTY 3 alTOPUTMAMH, & TaKOK
CTBOPCHHSI Ta HaBYaHHS HEHPOHHUX MEPEK.
TensorFlow — e Bizkputa mporpamHa
0i0ioTeKa CHMBOIIEHOTO MPOTpPaMyBaHHS IS
MAIIMHHOTO HABYaHHS Ta TIIMOOKOTO HAaBYaHHS,
po3pobiena komianiero Google.
Tomy, BapToO BHJIUTATH HACTYITHI
xapakrepuctuku TensorFlow, siki BIuiMBaroTh
Ha Ipollec HaBYaHHs OakanaBpiB:

* Macmra0oBaHicTh Ta
edeKTUBHICTB: TF BUKOPHUCTOBYE
ONTHMI30BaHI OOYMCIICHHSA Juis poldoTH 3
BEIMKUMH O0CSraMH JaHWX Ta BEIUKUMHU
MOJENSIME HEWpPOHHHX Mepex. Bin Moxe
BUKOpHCTOBYBaTH Tpadiuni npouecopu (GPU)
ta TeH3opHi mpomecopu  (TPU)  mmsa
MIPUCKOPEHHS 0OYHCIICHB.

* Po3nonmineni  o0umcaennsi: TF
MIATPUMYE PO3MOMIJICHI OOYHMCICHHS, IIO0
JO3BOJISIE ~ HAaBYAaTH  BEJMYE3HI  HEHpOHHI
Mepexi Ha HEHMOBIpHO BelMKUX Habopax
JAHUX, PO3IOJIISIOUN OOUYHMCIICHHS TI0 COTHSIX
cepBepiB. lle KkpuTHuHO AN PO3YyMiHHS
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CTYACHTAMH BEIIMKOMACIITA0HOTO MAalIMHHOTO
HaBYAHHSI.

* I'HyuKicTB: bibmioreka  Hamae
IHCTpYMEHTH Ta iHTepdeiich Al CTBOPEHHS Ta
HAJTAIITYBaHHS PI3HOMaHITHUX THIIIB MOJIEIIEH,
BKJIFOUAIOYM  3BWYAWHI  TmapoBani  HM,
sroptkoBi (CNN) Tta pekypentni (RNN)
HEHPOHHI MepexKi.

* I'padu 004YHC/IeHb: Momeni
MpeacTaBleHl y BUDAIl TpadiB TOTOKIB
JaHWX, e omepauii (By3mH) 0OpOOIAIOTH
TeH3opu (OararoBumipHi Matpumi). TF wmae
IHCTpyMEeHTH Ui Bisyamizamii  rpadis
o0uucieHb, IO  JOMOMAara€  CTyJeHTaM
PO3YMITH Ta aHaJi3yBaTh CTPYKTYPY MOJCIEH.

e IlinTpumMka MOB TpOrpamMyBaHHsI:
TF miaTpumye pizHi MOBH, BKiItovatoun Python
(ocuoBna), C++, Java Ta maBite JavaScript
(TensorFlow.js).

Y cBowo uepry, Keras 3aBmsxu
BHCOKOMY DPIBHIO aOCTpaKIIii CIPOIIye MpoIleC
CTBOPEHHS HEHPOHHHX MEpEeX, JO3BOISIOUN
CTYICHTAM  IIBUAKO  TEPEXOTUTH  BiJ
TEOPETUYHUX  KOHICMIIA OO0 NPaKTUIHOI
peamizanii. SIk 3a3HayaroTh Watson Ta iHImi
[16], cyuacui momyni KerasCV i KerasNLP
PO3IINPIOIOTH MOYKJTMBOCTI 0i0moTekw,
YMOKJIUBITIOIOYM BUKOPHUCTAHHS TIOTEPETHBO
HAaTPEHOBAHUX MOZENEH M1 PO3B’SI3aHHA
3aBJaHb KOMIT IOTEPHOTO 30py Ta OOpoOKH
npuponHoi  MoBu. Ile mae  3mory B
HABYAJILHOMY TPOIIECi TIOETHYBATH TEOPETHYHI
3HAHHA 31 CTBOPEHHSIM BIACHHUX OCBITHIX a0o
JTOCITITHUIIBKUX TIPOEKTIB HA OCHOBI peajibHUX
nanux. [i ocobmuBocTi pobnaATh i imeansHO0
JUIS HABYALHOTO TMpOIeCy, [0 BHMAarae
IIBHKOTO OCBOEHHS CKIAIHUX KOHIemmii [11,
c. 52]:

* [IpocTtora  BUKOpHCTAaHHS  Ta
monyabHicTh (Ease-of-use and Modularity):
Keras po3pobiieHa JUTSL HIBHJIKOTO
eKCTIePUMEHTYBaHHS  Ta  NPOTPECHBHOTO
PO3KpUTTA  ckiagHocTi. BoHa  103BOJIsE
CTBOPIOBATH Ta KOH(QIrypyBaTd HEUpOHHI
Mmepexi 3 serkictio. [lapu B Keras nmop’si3ani
Mix coboro sk Onokm Lego, mo 3abesmeuye
OXalHy Ta 3pO3yMIiTy MOJIEIb.

* BucokopiBueBa adcrpakuis: Keras
MacKye 0araro HH3bKOPIBHEBHX CKJIATHOIIIIB,
NOB'A3aHUX 3 MOOYI0BOI DIMOOKUX MEpex 3
HYIs, 1O JO3BOJNSIE  30CEpeUTHCS  Ha
TEXHOJIOTIUHIi peamizamii, a He Ha Po3pooiIIi
anroputMiB. [[ng HaBuaHHS e O3HAYae, IO
CTYJICHTH MOXYTh IIBHJIKO CIIpoOyBaTH Oarato
pI3HUX BapiaHTIB apxXiTEKTypH HEHPOHHUX

MEpPEeXK.

* API gas mopeneii: Keras Hagae
MOCHIIOBHY ~Moaens  Sequential — (JmiHilHA
CYKYNHICTh IIapiB, HAWMpOCTIIMH TUO) Ta
¢ysakmionanpanii API (Functional API) ms
CTBOPEHHsSI  OLIBIN  CKJIAmHUX, T'padoBuX
CTPYKTYP.

* Multi-backend (MyabTu-6eken):
Xoua Keras Haifgacrimme mparfoe Ha OCHOBI
TensorFlow (ax #ioro HamOymoBa), BiH TaKOXK
Moxe BukopuctoByBatd JAX, PyTorch abo
Theano. g ¢ynkmis mo3Bomsie ¢daxiBIsaM
MpaIioBaTi 3 pi3HUMHU (ppeliMBOpKaMHu, HE
3MIHIOIOYH 3HAYHO KOJI.

[Ipaktuune 3actocyBaHHst TensorFlow
i Keras y HaBuagpHOMY TMpOIeCi BigIOBiIa€
BHUMOIaM KOMITIETEHTHICHOTO M IXOY,
OCKIJIBKH JI03BOJISIE peaitizyBaTu
MDKAHCIHATUTIHAPHI 3B’ 3K MDK
MaTeMaTHIHUM MOJIEITFOBAHHSAM,
1H(OPMAaTHKOIO Ta nearoriyHuM
npoektyBaHHAM. Hampuknaa, MenpHuk Ta
cmiBaBTopu [16, c. 999] migxpecmo0Th, IO
BUKOpUCTaHHs Moxeneld Ha ocHosi LI y
TECTYBaHHI  3HaHb  CTYACHTIB  CIpHUSE
MMIIBUIICHHIO SKOCTI OCBITHIX pE3yJbTaTIB i
(dbopMye  3maTHICTH  MaiOyTHIX  (haXiBIIiB
OpaIioBaTd 3 I1HTENEKTyalbHUMH CHCTEMaMHU
OLIIHIOBAHHS.

BaxnuBuMm € i Te, 110 BIPOBAIKEHHS
ux OiOTI0TEK CTBOPIOE YMOBH Ui PO3BHUTKY
MIPOEKTYBAILHUX Ta JIOCITi THUITPKUX
KOMITETEHTHOCTEH, 10  Y3TOMKYEThCS 3
KOHIIEILIE€I0 HiATOTOBKHU [e1aroris
imkenepHoro npodimo [2, 6, 7]. Yepes
CTBOPEHHS HaBYAJbHUX  IPOEKTIB i3
IIPOTHO3YBaHHS, Kiacudikarii qu
pO3Mi3HABaHHS JaHUX CTYJCHTH 3aCBOIOIOTH
NPUHIOUTK  (QYHKI[IOHYBaHHS  HEHPOHHHX
Mepexx 1 3100yBaroTh  JOCBiL poboTu 3
IHCTpYMEHTaMH MPOMUCIIOBOTO PiBHSI, TAKUMHU
sk TensorFlow Hub un Keras Model API.

Takum unHOM, noeaHanHa TensorFlow
i Keras y HaBuanbHOMY TIpOILIECi JO3BOJISIE
peaji3yBaTH HaBYaHHS 3a IPHHIMIOM «BiJl
MOJIeTli IO CHUCTEMHW», A€ CTYACHTH HE JIUILe
CTBODPIOIOTH MOJENi, ajle ¥ IHTerpyrTh iX y
HaBUaJbHi abo HaykoBi 3actocyHku. Lle
(dopMye y HHX 3[aTHICTH [0 CaMOCTIHHOTO
JOCHIKEeHHS, KPUTUYHOTO aHaizy
pPE3YNbTATIB Ta MOAANBINOTO BIPOBAKEHHS
THTETIEKTyaIbHUX TEXHOJIOTIH y cdepi OCBITH i
BUpPOOHMITBA.YpaxyBaHHA  LHUX  acleKTiB
no3Bojsie posnssaatu TensorFlow 1 Keras He
IIPOCTO SIK MPOrPaMHi 3aC00H, a SIK AUJAKTHUHI
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IHCTPYMEHTH, WI0 MiITPUMYIOTh PO3BHTOK
IHKEHEPHOTO MHUCJICHHS, aHAJITHYHUX

HaBUYOK 1 3JaTHOCTI JI0 MTPOEKTHOI JisUTEHOCTI.

Po3pobnenns memoouxu no6yoosu mooeni HAGUAHHA HEUPOHHOT MePeNCi 3 6UKOPUCH AHHAM
oioniomex TensorFlow i Keras ma ouinka ixubo20 nomenuyiany y niozomoeyi 6axanaepis 3
npogeciiinoi oceimu Komn’romeprozo npoginio

VY mpomeci TATOTOBKH OakamaBpiB 3a
cnenianbHicTIoO AS5.39 «IIpodeciiina ocsita
(Iudposi Ttexnonoriin) y TepHOMIBCHKOMY
HaI[IOHAJIbHOMY TIEJaroTiYyHOMY YHIBEPCHUTETI
imeni Bomomummpa I'Hattoka ocobmmBa yBara
OpUAIISETECS  (GOPMYBAHHIO — TPAKTHYHHX
yMiHb MaiOyTHIX 1H)KEHEpiB-TIeNarorie y
rajxy3i KOMIT'IOTepHHX TEeXHONOTid. Y xomi
HaBYAHHSI BUHHUKAE HEOOX1AHICTh
YIPOBAIKEHHA J1a00OpaTOPHOTO TPAKTUKYMY,
CIPSIMOBAaHOTO HA  TOETAalHE  3aCBOEHHS
CTYACHTAMH Cy4YacHHX METOMIB pPO3poOKH H

HaBYaHHS HEHPOHHUX MEpEXK 13
BUKOopuCTaHHAM OiOmiorek  TensorFlow i
Keras. Came B Mexax AUCUMIUTIHA

«TexHonorii po3poOKH ITYYHOTO 1HTENEKTY»
peamizoBaHO Ta0OpaTOpHE 3aHATTS Ha TEMY
«CTBOpeHHS, HAaBYaHHS Ta OI[iHKA MITYYHHX
HEHPOHHMX  MepeX 13  BUKOPUCTAHHSIM
oiomiorek TensorFlow i Keras», y sxomy

i-xuexi-xiangmu-zhon

g-zhinan-dier-ban

pPO3IIAAETECA METOAWKAa TOOYIOBH MOl

HaBYaHHS HEHPOHHOL MEpexKi Ta
BIIMIPAIbOBYIOTHCSA ~ TMPAKTHYHI ~ HAaBUYKH
pobotm 3  IHCTpyMEHTAaMH  MAIIWMHHOTO
HABUYAHHS.

Merto10 11bOTO Ta00PaTOPHOTO 3aHATTS
€ O3HAaHOMJICHHS CTYJACHTIB 3 OCHOBaMH
no0yoBY, HaBYAHHS Ta TECTYBAaHHS INTYYHHX
HEHPOHHUX MEpPEX 3a JIOMOMOIoK 0i0moTeK
TensorFlow i Keras, a Takox QopMyBaHHS
BMiHb peati30oByBaTd TMPOCTI MoOmem st
PO3B’sI3aHHS 3a/1a4 Kiacudikallii Ta perpecii.

Meroauka o0OyIoBU Mozenl
Oa3yeThcsi Ha  moeTamHoMy  (QopMmyBaHHI
KOMITETEHTHOCTEH, HeOOXiqHUX Ui poOOTH 3
iHCprMeHTaMI/I MAalIIMHHOIO HaBYaHHA.
[MpukmnagoM € 3aBOaHHS 3 MPOTHO3YBAaHHS LiH
Ha cMapThOHH, IO mependadac CTBOPEHHS Ta
HaBYaHHSA IPOCTOI HEWPOHHOI Mepexi 3a
noromMororo 016miorek TensorFlow 1 Keras.

] TensorFlow is an epen source machine learning framewaork for everyone.

Author

oogle Inc

Puc. 1 — BcranosienHns HeoOXigHUX 010110TEK
Fig. 1 — Installing the required libraries

Eran 1. IlinrotoBKa cepexoBuina Ta
iMmopT 0idTioTek.

Ha mouarkoBomy erami cTylneHTH
BCTAHOBJIIOIOTH (puc. 1) HeoOXimHI 6iOIIOTEKH
(TensorFlow, Keras, NumPy, scikit-learn) Ta

iMooptytots (puc. 2) ix g0 cepemoBHIIa
nporpamyBanHsi PyCharm. Lle 3aGesneuye
TOTOBHICTE JO  BHKOHAHHS  OOYMCIIEHD,
[OoTIepeIHbOT  00pOOKKM JaHuX 1 MOOYA0BU
MOJICIICH.

~ 155~



ISSN 2074-8922 IIpob6iemu imxeHepHo-nieaaroriuaoi oceitu. 2025. Bumyck 85

ort numpy as

Puc. 2 — IMnopr HeoOXinHUX OiOMiOTEK
Fig. 2 — Importing the required libraries

Eran 2. ®opmyBaHHA IITY4YHOIO
AaTaceTty.

JI71st BUKOHAHHS 3aBJaHHS TEHEPYETHCS
HaBYaJIIbHUM HaOip nanmx (puc. 3), sKUH
MIiCTHTh KITIOUOBI XapaKTePUCTUKU
cMapThoHIB

(obcar  maM’sATi,  YacToTa

Iporecopa, po3Mip eKpaHa TOIIO) 1 BiJIOBIIHI
3Ha4eHHs MiH. CTBOpEHHS Takoro Habopy
maHnx QopMye B CTYACHTIB PO3YyMIHHS
NPUHIMIIB MOOYJOBU pEajbHUX HaBYAIBLHHX
BUOIpOK.

Puc. 3 — I'eHepariis mTyqHOTO AaTaceTy
Fig. 3 — Generating an artificial dataset

Eran 3. MacmradyBanHa Ta
MiATOTOBKA JaHMX.

3 METOX IMABHUINEHHS CTaOUILHOCTI
HABYaHHS BUKOHYETHCS HOPMAITi3allisi BXiJHUX
Ta BUXIIHUX AaHuX (puc. 4) 3a JOMOMOTOIO
3aco0iB scikit-learn. Ilotrim Habip gaHMX

NOAISETHCS Ha TpeHyBaibHYy (80%) 1 TecToBy
(20%) BuOIpKHM 13 BHKOpPHCTAHHAM (QYHKIII
train_test split. Takmii miaxig 3abe3neuye
KOPEKTHY  TEpeBipKy  y3arajJbHIOBAJIBHOI
3aTHOCTI MOJIEIII.

Puc. 4 — MacitaOyBaHHs O3HaK
Fig. 4 — Feature scaling
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Eran 4. Ilo0ynoBa apxiTekTypHu
HelipoHHOI Mepe:ki.

CTyneHTH CTBOPIOKOTH MOJENb THUITY
Sequential (puc. 5) , MO CKIATAETHCSA 3 TPHOX
mapis:

* BXiJTHOTO mapy Dense(64,
activation='"relu’,

input_shape=(X_train.shape[1],)),

* mpuxoBaHoro  mapy  Dense(32,
activation="relu"),

» puximHoro mapy Dense(l) s
MIPOTHO3YBAHHS YHCIIOBOTO 3HAYCHHSI.

Ls apxiTeKTypa 103BOJIsiE CHOPMYBATH
0a3oBe YSBIIEHHS MPO MPHUHIUNN MOOYIOBH

uribHO 3’eqHanux (fully connected) mapis.

Puc. 5 — Ctpykrypa mozmeni Tumy Sequential
Fig. 5 — Structure of the Sequential model

Eran 5. Komninsauis Ta TpeHyBaHHsA
Moaei

Mozens KOMILTIOETbCS  (pUC. 6) 3
BUKOPHUCTaHHSM onTuMizaTopa Adam, QyHKii
Brpar MSE Tta w™merpukn MAE, mo e
CTaHJApTHUMH 17151 3a1a4 perpecii. HaBuanus
3MIMCHIOETBCS 3a gonomoror merony fit() i3

mapamerpamu  epochs=100, batch size=8,
validation_split=0.2. Ilix wac BUKOHaHHS
[BOTO €Tally CTYJCHTH HaOyBalOTh PO3yMiHHS
BIUIMBY KUIBKOCTI €MoX, po3Mipy Oaruy Ta
posznonity JTAHUX Ha
TPEHYBaHHS MOJIEI.

e(heKTUBHICTh

Puc. 6 — Komminsamis Moxeni
Fig. 6 — Model compilation

Etan 6. Amnani3 pe3yabTatiB Ta
OL[iHKA MoAeTi.

ITicaa HaBYaHHSI 3IHCHIOEThCSA
NPOTHO3YBaHHS ~ HA  TECTOBIH  BHOIpII.
BuxonyeThcst oOepHeHe MaciTaOyBaHHS IS
BIJHOBJICHHS peaJbHUX 3HAYeHb MiH, a
pe3yNbTaTH Bi3yali3yloThCs Y BUIVISAI rpadikiB
3MiHM (YHKIIi BTpaT i METPHK IO XOIy
TpeHyBaHHS  HelpoHHOi  Mepexi. Take

[OPIBHSHHSA  J1a€  MOXJIHMBICTH  OL[IHUTH
TOYHICTh MOZAETl Ta 3pO3yMITH HPUIMHHU
MOYJINBUX TIOXHOOK.

Etan 7. Peduexcis Ta oninka
noreHuiaay 6idsiorex.

Ha 3aBepmiasibHOMY eTami CTyIeHTH
aHaNi3yloTh  €(EKTHBHICTh  BHUKOPUCTAHHS
oi6miorex TensorFlow i Keras mis moOynosu
MoJlened HEHpOHHMX Mepex. BusHadaeTbcs
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MOTEHLIal UX 1HCTPYMEHTIB IJIs 1HTerpauii B
HaBYQIbHI  JWCHMILIIHA, IO  CIPHSIOTH

PO3BUTKY aHAIITUYHOTO MUCIICHHS, TEXHIYHOI
KOMIICTCHTHOCTI Ta iIHKEHEPHOT KPEaTUBHOCTI.

%, Figure 1

0.30 9

0.25 4

0.20 4

0.15 4

0.10 4

0.05 4 \

—— Loss (train)
Loss (val)

o] 20

/REP PQE

T
60 80 100

Puc. 7 — I'padik Bizyanizanii 3MiHu (yHKUIT BTpAT 1 METPUKH IO X0y TPEHYBaHHsI HEHPOHHOT Mepexi
Fig. 7 — Visualization plot of loss and metric changes during neural network training

Po3pobnena  merogmka — moOymoBH
MOJENi HaBYaHHS HEHPOHHOI Mepexi 3
BuKopucTanHsM 0i6miorek TensorFlow i Keras
MOXE CIIyTYBaTH OCHOBOIO it (hOpPMYyBaHHS
MPAKTHYHUX  KOMIIETEHTHOCTEW  MalOyTHIX
¢axiBmiB i3 mpodeciiiHoi OCBITH y ramysi
uuppoBUX TEXHOJOTIH. i BIpoBamkeHHS Y
3micT 7a00OpaTOpHHUX 3aHATh JUCIUILTIHA
«TexHomorii po3poOKH IMTYYHOTO IHTEIEKTY»

cnpusic  HaOyTTIO  CTyIEHTaMH  JIOCBiLYy
3aCTOCYBaHHS Cy4acHHX IHCTPYMEHTIB
HITYYHOTO  IHTENEKTy Ui pO3B’SA3aHHS
NPUKJIaTHUX 3aBAaHb Ta CTBOPIOE MEPEAYMOBU
oV} MOZIAJTBIINX TOCITIIPKEHB 010
BU3HAUYE€HHd 11 II€JaroriyHoi JOLIJIBHOCTI,
e()eKTUBHOCTI Ta MOXJIMBOCTEH ajamnTarfii y
CYMIXXHHMX OCBITHIX TpOrpaMax.

Bucnoexu ma nepcnekmueu nooanbvuiux 00caioxceHs

[IpoBeneHe mocmifKeHHs Jajl0 3MOTY
y3arajJbHUTH  TEOPETHMYHI Ta  MPaKTUYHI
acrnekTu BukopuctanHs 6i0miorex TensorFlow
i Keras y mporeci miaroropku 0OakanaBpiB 3
npodeciiHoi OCBITH KOMIT FOTEPHOTO
npodinto. BcTaHoBieHo, Mo iHTErparis mux
IHCTPYMEHTIB y HaBUAJIBHUHA MpPOIEC CIpPUSE
(¢hopMyBaHHIO Yy  CTYICHTIB  IJIHOOKOTO
PO3YMIHHS TIPUHIMUIIB POOOTH HEHPOHHUX
MEpeX, a TaKoK PO3BHTKY  HABHYOK
NporpaMHOi pearizallii Mojenell MallHHHOTO
HaBYaHHS.

AHani3 HayKOBUX JDKepell Ta OCBITHIX
MIPaKTHUK 3aCBI/IUMB, 110 010mioTexKn
TensorFlow 1 Keras MaroTh 3HauHMI ITOTEHITIAI
JUIA  3aCTOCYBaHHS y NpoQeciiiHiii OCBiTi,
OCKLIbKA MOETHYIOTh 3pY4HICTh
BUKOPHCTAHHS, BIJIKPUTICTh KOJY Ta NIMPOKUH
CHEKTp MOMJIMBOCTEH JJIsi MOJENIOBaHHSA,
HABYaHHS U OLIHIOBaHHS HEHPOHHHX MEPEK
PI3HOTO PiBHS CKIaTHOCTI.

VY mporueci miAroToBku OakanaBpiB 3a
cnerianeHicTiI0O 015.39 «IIpodeciiina ocita
(Uudposi  TexHonmoriin)  JOHUILHUM €
CTBOPEHHS J1abOpaTOPHOTO MPaKTHKYMY, KN
3abe3meuye MPAKTHYHY peanizariiro
TEOPETUYHUX 3HAHb CTYIEHTIB Yy CEpeIOBHILI
TensorFlow/Keras. 3anpornoHoBaHa MeTOIUKa
MOXE CTaTd OCHOBOIO i (OpPMyBaHHS B
MaHOyTHIX IHXXEHEePIB-TIeJaroriB YMiHBb
pO3pO0ATH, HAaBYATH Ta aHAJII3yBaTH MOJCII
HITYYHUX HEMPOHHUX MEPEX, 10 € BAKIHBOO
CKJIaJJOBOIO TXHBOT IN(PPOBOi KOMIIETEHTHOCTI.

OTpumaHi  pe3yabTaTH  CTBOPIOIOTH
MIIPYHTS JUIS  MOHAJBIINX  JIOCHIKCHb,
CIOpSMOBAaHMX Ha OLIHKY e(eKTUBHOCTI
BIIPOBADKEHHS 1€l METONMKM y HaBYaJIbHUN
MPOLIEC, BHM3HAYCHHS MEIAroriyHuX yMOB Ii
3aCTOCYBaHHS Ta PO3POOJICHHS pPEKOMEHIALlI
moAo  iHTerpamii  0i0mioTek  TIIMOOKOTO
HABUAHHS Y CUCTEMY MpPOQeCiiHOI MiArOTOBKU
(haxiBIIiB KOMIT IOTEPHOTO MPOQ1LITIO.
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USING TENSORFLOW/KERAS LIBRARIES FOR TRAINING NEURAL
NETWORKS IN THE TRAINING OF BACHELORS IN VOCATIONAL EDUCATION
OF THE COMPUTER SPECIALTY

Purpose. The purpose of the study is to analyze the potential of using TensorFlow and Keras libraries for
training neural networks in the preparation of bachelors in vocational education in computer technologies, as
well as to develop a methodology for their effective integration into the educational process. Special attention is
given to how the practical application of these libraries contributes to the development of digital competencies
and analytical thinking among future engineering educators.

Methods. The study is based on a systematic analysis of scientific publications from 2019 to 2025 in the
Scopus, Web of Science, and Google Scholar databases focusing on the use of TensorFlow and Keras in
education. A comparative analysis of domestic and international experience in preparing specialists in artificial
intelligence is conducted. The method of pedagogical modeling is applied to develop a methodology for teaching
students how to create, train, and evaluate neural networks using TensorFlow and Keras libraries.

Results. The study substantiates a methodology for preparing students to work with neural networks
based on TensorFlow and Keras libraries. It involves step-by-step mastery of building, training, and evaluating
machine learning models, which promotes the development of practical skills in implementing intelligent
systems. The proposed methodology is aimed at forming students’ understanding of neural network
architectures, optimization principles, and practical applications in their professional activities.

Conclusions. The use of TensorFlow and Keras libraries in the preparation of bachelors in vocational
education in computer technologies opens new opportunities for the practical acquisition of artificial intelligence
technologies and the development of engineering and pedagogical competencies. Prospects for further research
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include identifying pedagogical conditions for the effective implementation of the developed methodology,
assessing its impact on the quality of professional training, and exploring possibilities for adaptation in other
technical educational programs.

KEY WORDS: TensorFlow, Keras, neural networks, vocational education, digital technologies,
artificial intelligence, machine learning.
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