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POJIb ETUYHHUX BUKJIMKIB HITYYHOI'O IHTEJIEKTY IIPU BUKJIAJIAHHI KYPCY
«IHKEHEPHA ETUKA»

Posrnsmaerscst mpobieMa GpopMyBaHHA €THIHHX KOMIETEHTHOCTEH MaiOyTHIX iHXXKCHEPIB y KOHTEKCTI
CTPIMKOTO PO3BHUTKY TexXHoIOTi# mrydHoro iHTenekTy (LI). AkryampHICTh TeMH 3yMOBJICHA THM, IO CydacHa
IHKEHEepHA JISUIbHICTh YK€ He OOMEXKYEThCS TEXHIYHMMH acleKTaMM, a BKJIIOYaE€ 3HA4YHy COLaJIbHY
BIJITIOBIAJIbHICTh, OCOOJHUBO B yMOBAaX BUKOPUCTAHHS aBTOHOMHHX IHTEJICKTYaJIbHUX CUCTEM. 3pOCTa€E MoTpeda
B iHTerpamii eTHYHMX IiJAXO0MAIB J0 MIATOTOBKU (axiBILiB, 3aTHUX aHANI3yBaTH MOpaJbHI AMJIEMH, TIOB’sI3aHi 3
BrpoBapkeHHsM LI, OcobnuBy yBary npuaijieHo HOBUM BHUKJIMKaM, 110 BUHUKAIOTh Y c(epi aBTOMaTH30BaHOTO
NPUHHATTS PillIeHb, aJITOPUTMIYHOT IUCKPUMIHAIIT, BTPAaTH MPUBATHOCTI, 3HW)KEHHS IPO30POCTI Ta MiA3BITHOCTI
H(PPOBUX CUCTEM.

Mertoro JOCHIIKEHHS € OOIPYHTYBaHHS KOMIUIEKCY METOIIB BHKIQJAHHS, SKi CIPHSAIOTH PO3BHTKY
KPUTHIHOTO MUCIICHHS Ta MOPAJIBFHOI YyTIMBOCTI MalOYTHIX iHXKEHEpiB y cepi €TUKH IMTYIHOTO iHTEIEKTY.
HocmimpkeHHss 0a3yeTbcs Ha JOCBiNi BHKIAmaHHA Kypcy «lmkeHepHa eTHka» y JIynbkoMy HaIliOHAIBHOMY
TEXHIYHOMY YHIBepCHTETi. 3aCTOCOBAaHO METOAM aHKETyBaHHS (OMUTaHO 89 CTYACHTIB), aHANi3y CydacHOI
HAYKOBOI JiTepaTypH, MOpiBHAHHS MixkHapoguux etudHux ctaHmapTiB (€C, IEEE, JOHECKO), a Takox keiic-
METOJIIB 1 POJILOBUX irOp Y BUKJIaJaHHi.

PesysnpraTy aHKeTyBaHHSI NOKAa3aJid, IO CTYJACHTH OCOOJIMBO YYTIHMBO CHPUIMAIOTH MPOOIEMH 3aXHCTY
IpaB JIIOJUHU, IPO30POCTI aNTOPUTMIB, 30CPEIKEHHS JFOJCHKOI ABTOHOMII Ta TPUBATHOCTI. BucioBieHi
KOMEHTapi MiJKPECIIOI0Th 3HAYEHHsS JIIOJAWHOLCHTPUYHOTO MiIXOMy Ta HEOOXITHOCTI KOHTPOJIIO 32
aBTOHOMHHMM CHUCTEMaMH. MEHIII IOMITHHUMHU, ajl€ Ba>KJIUBHMH BHUSIBUIMCH TEMH €KOJIOTYHOI BiITOBIJaJILHOCTI
Ta riobanbHOI udpoBoi HepiBHOCTI. L{e Bkasye Ha noTpedy rIUOIIOro PO3KPUTTS LIUX aCIeKTiB Y Kypci.

VY craTTi 3anmpoNOHOBAaHO HU3KY IHHOBAIIMHUX MEAAaroTiYHMX MiIXOMiB 10 BHKiIagaHHs etuku LI: kefic-
CTalli, TUCKYCilHI Ae0aTH, PONBOBI irpH, CUMYIISLIT MPUAHATTS PillleHh Y HEBU3HAUCHIX yMOBaX. TaK0oX aKIEHT
3po0JIEHO Ha MIKIUCIHIDTIHAPHOMY MIiIXOMi i3 3ailydeHHSIM eKchepTiB 3 dimocodii, mpasa, imkenepil ta IT.
3anporoHoBaHa MOJEIb BUKJIAIaHHS CIPHUSE IIIHOMIOMY PO3YMIHHIO CKJIaJHOCTI €TUYHHX PillleHb, OB’ I3aHUX
13 11, ¢popmye 3maTHICTH CTYICHTIB IO €THYHOI pedIeKcii Ta BiANOBIqaIFHOTO MPUHHATTSA PillieHb Y MaiOyTHIN
npodeciifHil TisITBHOCTI.

VY nepcriexTHBi aBTOpH BOAYarOTh JOLIIBHICTH CTBOPEHHS a/IalITOBAHUX OCBITHIX IpOrpaM 1 HaBYaJbHUX
Mmarepiaiis, ski iHTerpyoTh eTuky LI y Bci piBHI iH)XE€HEPHOT OCBITH.

KJIIIOYOBI CJIOBA: inocenepna emuxa, KOMNEMEHMHICMb, WMYYHUL [HMEAeKm, Memoou
BUKNIAOAHHSA, AHKEMYSAHHA.
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Ilocmanoexka npoonemu

Etnka imkeHepHOI IiSIIBHOCTI — II€
CYKYITHICTh MOpPATBHHUX HOPM, NPHUHIMIIB i
CTaHJapTiB, sKi BU3HAYaIOTh MNpoQeciiHy
MOBENIHKY ImKeHepa. BoHa cTocyeThcs He
JIMIIE TEXHIYHOI KOMIIETEHTHOCTI, a M
BIAITOBiAAILHOCTI nepen CYCITIJILCTBOM,
3aMOBHUKAaMH, KOJE€raMH Ta JIOBKLUISAM.
[mkeHeprn CTBOPIOIOTH TEXHOJIOTII, SIKI MAIOTh
MPSIMHIA BITUB Ha Oe31eKy, 3J0pOB’s Ta SIKICTh
KUTTS Jirosied. ToMy TXHS TisUTbHICTh IOBUHHA
ITPYHTYBaTHCSl HE TUTPKA Ha 3HAHHIX, a ¥ Ha
eTUYHUX 3acajax.

OcHoBHI TNPUHIMITN CTHKH B
IHKEHEpHIN AiSTBHOCTI MOKHA BH3HAYUTH
HACTYITHUMH TOHSATTSIMU. Imxenepu

3000B’s3aHi meplI 3a Bce 10atu mpo Oe3meKy,
30poB’s Ta N0OpoOYT mozei. IxHi mpoekTu
HE TIOBWHHI 3aB/IaBaTH IIKOAH CYCIIIbCTBY YU
TMOBKiLTIO. [H)KeHEp Mae MpaIioBaTH TiIbKH B
THX Tay35X, V SIKUX BiH BOJIOJIE JOCTATHBHOIO
kBami(ikamiero Ta JOCBiOM. BukoHaHHS
pobotu 0e3 Halle)KHUX 3HaHb MOXKE TPU3BECTH
JI0 HEeOE3MEeUYHNX HACHIIKIB. [H)KeHep MOBUHEH
OyTH 4YeCHHMM y CBOiX 3BiTaX, pO3paxyHKax,

TeXHIUHIH  gokyMmeHTamii. @ambcudikaris
JaHNX, TPUXOBYBaHHA  nedektiB  abo
nepeOiTbIIeHHST XapaKTePUCTUK MPOAYKTY —
rpy0e mopymieHHs eTHIHNX HOopM. HeoOximHo
IATH €TUYHO y BIJHOCHHAX 3 KOJeraMu, He
NPUBJACHIOBATH  YyXi  11ei, MOBa)XaTu
IHTETIEKTYaJIbHY BJIACHICTb, YHUKATH
KOH(QUIIKTIB 1HTEpECiB Ta HECIpPaBEIINBOI
KoHKypeHIii. Cyd4acHa iH)KEHepHa eTHKa
BKIIIOYa€e A0alMBe CTaBICHHS 10 MPHUPOAH.
[Ipn mpoekTyBaHHI HEOOXiAHO 3BaYKaTH Ha
BIUTMB Ha MOBKUUIS, 3MEHIIYBaTH IIKiITUBI
BUKH[IH, €KOHOMHO BUKOPUCTOBYBATH
pecypcu. IHxeHepu 3000B’s3aHi 30epiratu
KOH(DIIeHIIHHICTh iHGOpMaIlii, OTpUMaHOi Bix
poOOTOAABIIIB YW KIIEHTIB, SKIIO II€ HE
CYIIEPEYHTh Oesmerni moaen abo
3aKOHOJIABCTBY.

OpHi€ro 3 €eTHYHUX MPOOIeM HisSITBHOCTI
iH)KeHepa € eTHKa NpU BUKOPUCTaHHI 3aco0iB
IITYYHOTO 1HTENEKTy. BUXOBaHHS ETHYHHX
MIPUHIAIIB  JaHOTO HAmpsSMKy TOTpedye
peTeapHOro JTOCTIJDKEHHS. oMy
NPUCBSYEHA HAIIa CTATTSL.

Ananiz ocmannix oocnioxcens

Mryuynnit  intenexkt (LII) crpimMko
3MIHIOE BCi cepu JIIOJCHKOI  MisUIBHOCTI,
BKITFOUAIOYH IHXeHepilo. Pazom i3
MOMJIMBOCTSIMH,  SIKi  BIAKPHBAaKOTh  HOBI
TEXHOJIOT1I, TOCTalOTh CEepHO3HI  eTHYHI
Bukivkd. Came TOMYy BHKJIAIAaHHS Kypcy
«lmKeHepHa eTHKa» Ma€ ajanTyBaTHCA 10
HOBUX peanid. AKTyanbHICTh IIi€i TeMHu
3yMOBJICHA HEOOXiNHICTIO (OpPMYBaHHSA Yy
MalOyTHIX iH)KEHepiB He JIMIIe TEXHIYHUX, a i
€TUYHUX KOMIIETEHIIN I BiAMMOBIIAJIBLHOIO
BUKopucranHs 1.

Pa3om i3 UMM BHHHUKAa€ HU3KAa €TUYHHUX
BUKIIMKIB, TIOB’SI3aHUX 13 pO3pPOOKOI0 Ta
3aCTOCYBaHHSIM  alNTOPUTMIB.  AJNTOPUTMHU
YXBAIIOIOThH PIllICHHS, 0 BIUIMBAIOTH Ha JIOJI1
JIoAel: OLIHIOITh KaHAMJATiB Ha poOoTy,
BU3HAYAIOTh KPEIUTOCTIPOMOKHICTB,
CTIPUSIOTH MPOTHO3YBaHHIO MEJINIHUX
nmiaraosiB [10]. Skmio i cUCTeMHU MPaIioTh
yIepekeHo abo 3 MOMWIKaMH, 1€ MOXKe
MPU3BECTH  JO0  CEpHO3HUX  COMIaIbHHUX
HACJiJIKiB. BimoMi BUTIaJKK, KO aJTOPUTMHU
JEMOHCTPYBIM  TEHJEPHI YW  pacoBi
ynepemkenns. [12] Ilpuumna 1BOTO —
HEeoO0 €KTHBHI JJaHi 400 TIOMIIIKH PO3POOHUKIB.
BigmoBinaneHICTF 32  3amo0IraHHs  TakUM

npoOyieMaM JIS)KHTh Ha IHXKeHepax. barato
Cy4acHUX aJrOpUTMIB MPALIOIOTh K '"YOpHI
SIUKA", 1 HaBITh IXHI TBOPII HE MOXYTh
MOSICHATH, YOMY CHCTEMa yXBalWia T€ YH
inme pimenns [7]. e yckmamHioe ixHIO
noBipy Ta perymtoBanHs. LU 3amintoe moneit y
OaraTbox mpodecisx, 10 BUKITUKAE
3aHETIOKOEHHS 11100 MacoBOTo 0e3po0iTTs [2].

HaykoB1i Bce Oinblie 3BepTaloTh yBary
Ha MOpaJIbHI JUIIEMH, 1[0 BUHUKAIOTH ITiJ] 9ac
ynpoBakeHHs LI B imXeHepHY MpPaKTHKY.
Cepe/1 roJIOBHHX ITUTaHb HAYKOBOT'O IOIIYKY B
bOMY HampsMi MOKHA BUIUTUTH TaKi.

BusnaueHus BIITOBIAAJIBHOCTI 3a
pilIeHHS, MPUHHATI aBTOHOMHUMH CUCTEMaMH,
PO3MIISIAETHCS 30KpeMa B gociimkenni [11].
[Ipu 11bOMy HaraoJOUIYETHCS Ha BaKIMBOCTI
(dhopMyBaHHs 3110HOCTEH 70 1[LOTO, aJI€ MUISIXH
TaKoro (popMyBaHHs HE HaBOJASTHCA.

Y  nmocmimkeHHi [6] po3rismaeThCs
rmpoOyieMa TMPO30POCTi ANTOPUTMIB, 3ajadam
TOro, SIK IOSICHUTH ixui mii. Meromuuni mil
mo0 (GopMyBaHHS NaHUX KOMIIETEHTHOCTEH
HE HaBEJICHO.

[IpoGiiemMa yriepeKEHOCTI JaHUX, IO
MOJKE TPU3BECTH JI0 TUCKPUMIHALII, 3aXHUCTY
KOH(DIICHITIHHOCTI KOPUCTYBa4iB, JOBEICHA B
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[3]. baxano Oyno O npuAIIUTH yBary
METOJIaM.

HocmimkeHHss  TakoXX  aHAI3YIOTh
Bukopuctanus LI y BukmaganHi camoro
kypey [1] Buxiagadi  3acTOCOBYIOTH
inctpymertu I mrs amamizy Bigmosinmew,
MIPOBECHHS IHTEpaKTUBHUX cecii,
MOJENIOBaHHS cuTyaniii Tomo. Ilpore ue
TaKO)X CTABUTh ETHYHI IHUTAaHHSI — 30KpeMa
IIOJI0 ABTOHOMHOCTI HABYAJIBHOTO IIPOIIECY,
00’€KTUBHOCTI OIHIOBaHHS Ta BIUIUBY Ha
PO3BUTOK KPUTUYHOTO MUCIICHHSL.

JocnigHuKY HaroJomIyroTh Ha MOTpPeOi
BUXOBYBaTH B CTYJCHTIB HAaBUYKH ETHYHOTO
aHanmizy Ta NOpuHAHATTA pimens. [liaxix mo
BUKJIATaHHS MOBHHEH Oyt
MIXKIACIUTUTIHAPHHUM, OXOILTIOBATH
¢inocodcbki, MpaBoBi, COMIabHI ACHEKTH
BUKOPHUCTaHHS TeXHOJIOTiH [5, 15].

AHami3 JoCHiKEHb JEMOHCTPYE, IO
MoxumBuME nipobiemamu LI B koHTekcTi
IH)KEHEepHOI €THKH MOJKHAa Ha3BaTH IUTaHHS,
Ha 5Ki OakaHO o/Iep)KaTH BiAMOBiIi. 30KpeMa,
IIi MATAHHS MOXYTh BKJIOYaTu Take [9, 11].
XT0 Hece BIAMOBIAAILHICTE 3a Ii1 aBTOHOMHUX
cucreM? Sk 3a0e3neunTH MOSCHIOBAHICTh
pimeHs? Sk 3amobirTM HecHpaBeIMBOCTI Y
pesynabTaTax? Sk 3aXHCTUTH MEPCOHAIBHI
maHi? Ski  HachimkM aBTOMaTH3amii Ui
CYyCITiTbCTBA?

Etnuni  Bukawkm, moB’s3ami 31 I,

MaloTh CYTTEBHIA BIUTHB HAa 1HXXEHEPHY OCBITY.
Kypc «IHxeHepHa eTuKa» MOBUHEH HE JIUILE
O3HAHOMHUTH CTYJICHTIB 3 TEOPECTHUYHHUMHU
3acajaMu  Mopalli, a W TOTyBaTu iX JIiO
peabHOrO KHTTS, JIe JOBOTUTHCS MPHUMATH
pIIIIEHHS B YMOBaxX TEXHIYHOI HEBH3HAYEHOCTI
Ta COLIABHOI BiAMOBigaIbHOCTI. DOpMYBaHHS
E€TUYHOI KyJBTYpPH IHXKEHEpAa € 3alopyKOI0
0C3MEeYHOTO Ta CHPABEIJIMBOTO  PO3BHTKY
TEXHOJIOT1H.

[IpobnemMa  BHIPOBaKCHHS ILOTO
HampsiMy B Kypc «lHXeHepHa eTHKa» €
HAQ/I3BUYAIHO aKTyaJbHOI, OCKIILKU PO3BUTOK
Il Bumepemxae CTBOPEHHS CTHYHUX 1
MPaBOBUX  HOPM  HMOTO  BUKOPUCTAHHI.
[mxeHepn HECyTh BiJMIOBINANbHICTE HE JIHIIE
32 e(eKTHBHICTh ANTOPUTMIB, a ¥ 3a IXHIO
CIPaBEUIMBICTh, MPO30PICTh Ta COLIAJbHI
HACINiZKK. BUBYECHHS IIMX MUTaHb CHPUSITHME
(hopMyBaHHIO ETHYHUX CTaHIApTiB y cdepi
1.

MeTta AoCHiIKeHHsI — OOTPYHTYBaTH
KOMIUIEKC ~ 3aco0iB  mis  QopMyBaHHS
KOMIICTCHTOCTeH Yy  HampsAMy  C€TUYHHX
BUKJIMKIB HITY4HOTO THTETIEKTY npu
BUKIANaHHI Kypcy «lHXCHEpHa  eTHKay.
JlocnipkeHHST  MPOBOAMJIOCS  HA  OCHOBI
BUKJIIQJaHHA Kypcy «lHXeHepHa eTHKa» B
JlynipkOMy ~ HaIliOHAJBHOMY  TEXHIYHOMY
YHIBEPCHUTETI.

Busnauenna emuunux euxknuxie y cgpepi III11

Etnuni Bukimmku y cdepi ITydHOTO
IHTENIEKTY — IIe MOpaJbHi JUJIEMH, MTOB’A3aH1
3 po3pobKoro, BIIPOBA/KCHHSAM i
BuKopucTaHHsaM TexHoioriit I, ski MOXyTh
MaTH BIUIMB Ha JIIOAEH, CYyCHiIbCTBO Ta
HaBKONMINHE  cepepoBuine. Lli  BUKIUKH
CTOCYIOTBCS TaKuX MUTaHb, K
CIIPaBeUINBICTh, TIPO30PICTh, IPHUBATHICTB,
Oesrneka, BiJMOBIANBHICTE 1 KOHTPOJIb HAJ
pimennsimu, sxi  npuiimae LI, OcHoBHI
0COOJIMBOCTI €TUYHUX BHUKIMKIB y cdepi LI
cKilajaroTbess B HactynHomy.  III-cucremu
MOXYTh TpUHUMATH pilmleHHs 0e3 ydJacrTi
moanHu. lle cTBOproE MNUTaHHS: XTO Hece
BignoBiganpHicTs 3a nii LI — po3poOHuk,
KOpHCTYBad 4M cama cucrema?

barato  cywacamx  momeneit LI
(oco0mmBO  MHMOOKOr0 HABYAaHHS) MalOTh
HU3BKY [MOSICHIOBAHICTh — CKJIQIHO
3pO3YyMITH, YOMYy CHCTeMa MpHHH;IA T€ YU
inme pimenHs. Lle yckiagHioe —aynur,
KOHTPOJIb i BCTAHOBJICHHSI CIIPABEJINBOCTI.

I moxe ycmagkoByBaTH abo HaBITh
MiZICKJIIOBATH  COMLIAJbHI  YIEPEKCHHS, SIKI
NpUCyTHI B JaHuX. lle Moke MpU3BOIUTH JI0
JUCKPHIMiHALIIT 32 O3HAKaMH pacH, CTaTi, BiKy,
TOLLIO.

I yacTto 00poOisie BenuKi OOCATH
MIePCOHANBHOT iH(opMartii. Henanexne
BHUKOPUCTAHHS TaKUX JaHUX MOXKE MOPYLIMTH
NpaBoO Ha MPHUBATHICTh, CIPHUATH CTEXKEHHIO
a00 MaHIyJIALIsM.

ABroMaTm3auis, fKky mnpuHocuTs LI,
MOXKE CIPUYMHHUTH BTPaTy POOOYHMX MicCIb,
0co0MBO B pyTHHHUX cepax. Lle migcumioe
€KOHOMIYHY HEpIBHICTH 1 BMMarae ajamraiii
OCBITHIX Ta COLIAJIBHUX CUCTEM.

III MoXHa BHUKOPUCTOBYBAaTH  JUIS
MacoBOTO  CTEKEHHs, CTBOpPEHHS (eiKiB
(deepfake), MaHInyJIsAii ~ TpoMajaChKOIO
JIYMKOIO a00 HaBiTh BeleHHs BikHU. lle
MiJHIMAE TUTAHHS KOHTPOIIO Ta ETHYHOTO
peryJIIoBaHHS TEXHOJIOTIH.

3amiHa JIIOAWHA B €MOLUWHUX abo
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coLianbHO BaXIMBUX cdepax (HampuKIaL,
JOTJISI 32 JIFOABMH TOXHWIIOTO BiKy, OCBITa,
TICUXOTeparis) MOXKe JIeTyMaHi3yBaTh
CTOCYHKH Ta 3HEIIHIOBATH POJIb JIIOIUHH.

Etnuni Bukimukmn y chepi I — me
CKIIa/IHE MO THAHHS TEXHOJIOT19HUX,
couianbHUX 1 QinocoPchkUX MUTaHb, SKi
noTpeOYIOTh MIKAUCIMIUTIHAPHOTO MiAXOMY.
BupimieHHss mUX BHKIHKIB MOXIJIHBE Yepes
pPO3pOOKY eTWYHHX CTaHAApTiB, PETYIALIo,
3aJy4eHHs] TPOMAJICHKOCTi, a TaKOX aKTHBHY
y4acTh PO3POOHWKIB Ta KOPHUCTYBadiB ¥y
¢opMyBaHHI BIJOBIJAIEHOTO CTABJICHHS [0
1.

MoskHa HaBECTH OTJISII MiKHAPOAHUX
eTUYHUX CTaHAApTIB 1 PEKOMEH[AIlil om0
po3poOku mryyHoro intenekty (LI) Ha
NpUKJIaai TPbOX BIUIMBOBHUX OpraHizamii —
€ppomeiickkoro  Corozy (€C), IEEE Ta
KOHECKO.

KitouoBmit  mokymenr €C  Ethics
Guidelines for Trustworthy Al [4] —
MiATOTOBJICHO HE3aJIeXKHOI0 [ pyIioio BHCOKOTO
piBus 3 nmutans LI npu €Bpokomicii, B skomy
HaBEJACHO 7 Bumor pmo "Hapmiiinoro IIII".
Cepen HUX ATEHTHICTh Ta KOHTPOJb JIFOJAWHU
— III moBHMHEH JOMOBHIOBATH, a HE 3aMIiHSITH
moauHy. TexHiuHa HamiAHICTE 1 Oe3meka
BH3HAYa€ CTIMKICTH [0 arak, HamiiHICTb,
BigHOBIIEHHs mmicis 3001B. KoubineHmiHicTh
Ta YOpaBIiHHS JaHUMHU Mepeadadae 3axuct
nepcoHabHUX AaHuX. I[Ipo3opicTe BU3HAYae
MOXJIMBICTh ~ TOsicHeHHs  pimenp 1L
Henuckpuminaris Ta CIIPaBEIMBICTh
BUMAaraloTh  YHUKHECHHS  yIepeIKeHOCTEeH,
1HKII03uBHICTE.  ColjabHe Ta €KOJIOTIYHE
OJyrarormosryddsi BU3HA4Ya€ MiATPUMKA CTajoro
PO3BUTKY. BiINoOBianbHICTh BUMAarae 4YiTke

BU3HAYEHHSI BIANOBIJAJILHUX 34 HACIIIKHA
Bukopuctanss 1.

IEEE (Institute of Electrical and
Electronics Engineers) BumaB JOKyMEHT
Ethically Aligned Design: A Vision for
Prioritizing  Human  Well-being  with
Autonomous and Intelligent Systems [8], sikuit
BHM3HAYa€ OCHOBHI MNPHHLUIH, 30KpeMa
JOAChKa MOOPOOYTHICTh (I Mae CIIyXHUTH
TITHOCTI Ta TpaBaM JIIOAWHH), MIPO30PICTH Ta
BIJIIOB1AAIbHICTD (uiTki MeXaHI3MH
MOSICHEHHST pIMIeHb II1i), TPHUBATHICTH 3a
3aMOBUYYBaHHIM (MPOaKTUBHHNA  3aXHCT
ocobucroi  iHpopmarii),  KOHTpOIb  Ta
yhnpaBiiHHs ~ (KOpUCTyBadi TOBHHHI MaTH
3MOTY BIiAKIMIOUYUTH a00 OOMEXHUTH 1Iini),
SeTHYHHH BIUIMB Ha CYCIUIBCTBO (MiHIMi3allis
HETaTHBHOTO BILIHBY, iATpUMKa
MO3UTUBHOTO). Jlsi  JaHOro  JTOKyMEHTa
XapaKTepHe TTMO0Ke TeXHiYHe OOTpyHTYBaHHS
Ta TICHHH 3B’S30K 3 IHKCHEPHOIO MPAKTHKOO.

IOHECKO  3ampomonyBanmo  miaxifg
Recommendation on the Ethics of Artificial
Intelligence [13], mwimi sKOro BH3HAYCHI, SK
CrBopeHHs MEePIIOTro r100aIEHOTO
HOpPMaTUBHOro JAoKymeHta 3 etuku LI, a
takok [apantii Toro, mo LI cayxure
JIFO/ICTBY Ta CTAJIOMY PO3BHUTKY. JaHWM ITiJIXiJ
periaMeHye noBary Ji0 TpaB JIOJWHH,
rigHOCTi, CcBOOONM,  CIIpaBeNJMBICTH  Ta
IHKJTIO3UBHICTh, sKa mependayae O0opoTh0y 3
urhpoBoIO HEPIBHICTIO. Kpim TOTO,
BiJ[3HAYAETHCSA  BAXKIHUBICTh  BpaxyBaHHS
BIUIUBY Ha JOBKIJUI, @ TaKoX CTBOPEHHS
MEXaHi3MIB HarJIsIIy Ta KOHTPOJIIO.

3arayibHI PUCH MIDKHAPOJHUX ETHYHUX
pexoMeHaIiii HaBeeHi B Ta0mmii 1.

Ta6auns 1.
3araJjibHi pucH Mi>KHAPOJHMX €TUYHHUX PeKOMeHAalii
Table 1.
General features of international ethical recommendations

IHpuHnun €C IEEE IOHECKO
.HI-O}.II/IHO].[CHTpI/I‘lHiCTB + + +
[Ipo3zopicTs i + + +
MOSICHIOBAHICTh
3axucT mpas JIIOUHI + + +
Exonoriuna YaCTKOBO YaCTKOBO +
BIITOBIAAIBHICTE
T'nobansHuii Macmrad BIJICYTHE + +
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Hns MiATBEPHKECHHS OCHOBHHUX
BHKJIIMKIB B cdepi eTHIHMX BHUKIHKIB
MTY9HOTO  IHTENEeKTy OyJ0  TpPOBEACHO
aHkeTyBanHsa 89  crymentiB  Jlympkoro
HAI[IOHAJIFHOTO TEXHIYHOTO YHIBEPCHUTETY.

Crynentam  Oyno  3alpONOHOBAHO
obpaTt KillbKa BapiaHTIiB BiAMOBimeH i3
MepeNiky KIIOYOBUX ETHYHHX  BHUKIIHKIB.
KinpkicHi pe3ynbTaTé aHKETYBaHHS HaBeACHI
B Ta0MI 2.

Taoauns 2.

Pe3y.m,TaTn AHKETYBAHHSA 3 BUBHAYECHHSI OCHOBHUX €TUYHHUX BHKJINKIB HTYYHOT 0 iHTeJIeKTy

Table 2.

Results of a survey to identify the main ethical challenges of artificial intelligence

ETnunnii BUKJINK

KiaskicTs Bignosineii Bixcorox (%)

1. JIroAMHOLICHTPHYHICTE (30€pEIKEHHS JIFOICHKOr0 KOHTPOIII0) 68 76,4%
2. IIpo30opicTk 1 MOSICHIOBAHICTh allTOPUTMIB 63 70,8%
3. 3axucT mpas TOIUHA (IPUBATHICTH, HEAUCKPUMIHAIIIS ) 72 80,9%
4. Exooriyda BIAIIOBigaJIbHICTE 35 39,3%
5. l'noGanpHuii MacmTad i HepiBHUE gocTyn xo 11 40 44 9%

SxicHuit aHai3 pe3ynbTaTiB
AQHKCTYBaHHS AEMOHCTPY€E, IO 3axXHUCT IpaB
JIOMUHM 1€ HAWNPIOPUTCTHINIMNA  BHKIIUK,
CTyoeHTH akTHBHO pearyloTh Ha pU3HKH,
MOB’S3aHI 3  MOPYIIEHHSIM  TPUBATHOCTI,
aNTOPUTMIYHOIO JTUCKPHUMIHAIIIETO,
yIrepeKeHicTio cucteM. KomeHnTtapi cTyaeHTiB
MiATBepKYIOTh 1e. Ilpukimagm KomeHTapiB
cryneHtiB «IlII mae mparmroBaté B iHTEpecax
JIOMUHM, Oe3 MOPYIICHHS TiAHOCTI», «MeHe
XBHJIIOE ~ HEpIBHICTb, fIKy  HiJCHIIOIOTH
AITOPUTMUY.

Monoap Ayxe 4YyTiauBa OO0 TEM
CIPaBEIUIMBOCTI, IHKJIIO3i1 Ta  €TUYHOIO
BUKOPUCTAHHS J1aHUX, OCOOJMBO B KOHTEKCTI
MacoBOT0 CIIOCTEPEKeHHS 4n Al-pexkpyTunry.

Bucoka kinbkicth BHOOpIB BapiaHTa
«(JTIOAMHOLIEHTPUYHICTBY CBiIYMTH npo
nobotoBaHHs mono asroHomii LI, BTpatm
KOHTpON0O  abo  3aMillleHHS  JIFOJICHKOTO
pimennst. [IpuOnu3Hi KOMEHTapi CTYACHTIB:
«lIl He TOBMHEH MpPUIMATH OCTATOYHI
pimeHHst 6e3 y4acti Joauany, «Ham motpibna
BIJIIOBIIAJIbHICTD, SIKY HECE JIIOJWHA, a He
ANTOPUTM.

CryneHtu nparHyTh 30epertu OajnaHc
MiX TEXHOJIOTISIMA Ta JIFOICEKUMU
miHHOCTSIMU.  lle  Tokaszye  BaKJIMBICTH
BUKJIAJaHHS TEMH BIJITOB1aIBHOTO
yrpasiniaas L1

[Ipo3opicTh 1 MOSCHIOBAHICTh BU3HAYAE
notpedy B goBipi. CTyOeHTH mNparHyTh
posymituy, sk npairoe LI, yomy npuitmaroTscs
Ti 4 iHON pimreHHs. Ha#Ginbm mommpeHi

KOMEHTapi 3By4aTh TaK. «AJITOPUTMH MalOTh
OyTH He ‘“‘HOPHOI CKPHHBKOKI’, a YHMOCHh
3po3yMminuM 1 Bigkputam»,  «lloTpiOHO
TIOSICHIOBATH HACJIIIKK BIpoBaKeHHs 11Dy,
Ille neMOHCTpye BaXJIUBICTb  TeM
BIIKpUTHX MOJeNed 1 eTWYHOTO AWu3aiiHy

cuctem. [Ipo3opicTh — OCHOBa JOBIpH JI0
TEXHOJIOTIH.
I'moOansuuit Macirad E€TUYHUX

BUKJIMKIB BU3HAYa€ THMTAHHS CIIPAaBEJIMBOCTI
Mk  kpaiHamu. CTyJeHTH  MiAKpECIHIN
HEPIBHICTh TOCTYIY A0 TEXHOJIOTiH, a TaKOXK
JIOMIHYBaHHS ~ BEJIMKMX  KOpIOpaiid  Ta
po3BHHEHMX KpaiH. Xodya TemMa MEHII
MOMyJIsipHA,  BOHA  BUSIBISIE  PO3YMiHHS
r1o6anpHOI eTHKH, 30kpeMa digital colonialism
Ta MOHOTIOJI3aIlil0 TEXHOJIOTIH.

Exomoriyna BIIITOBIIAJIBHICTD
HEIOOIL[IHEHUH, aje BaXKJIMBUKM BUKIMK. Jluiire
TpPeTHHA CTYACHTIB 3BEpHYJIM yBary Ha
exonoriunuit cmig LI (eneprocnoxuBaHHS
JaTa-IEHTPiB, KapOOHOBUH CIiJ BEIHUKHX
Mojiesei). Xoua TeMa MEHII MOMITHA, BOHA €
BaXIIMBOIO il (OpMYBaHHS  CBIJIOMHX
PO3pOOHHKIB. Heo0ximHo aKTHBHIIIIE
BKJIIOYATH €KOJIOTI1YHY €THKY 10 KYpCiB.

TakyM YWHOM, 3aXHCT TpaB JIIOJUHH,
JIOAVMHOLEHTPUYHICTE 1 MPO30PICTh  —
KIIOYOBI I[IHHOCTi, $IKI CTYAEHTH XOYYTh
Oauntn y Bukiagandi erwku I, Menm
MOMYJISIPHI, ~ aJleé  MEePCHeKTHBHI  HaNpsSMU
(exonoriyHicTh, TI00aJbHA CHPaBEAJIMBICTD)
MOTPeOYIOTh KPAIIOro PO3KPHUTTS B Kypcax.
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Memoou euxnaoanns emuxu LT

CyudacHi OCBITHI MIPAKTHKU
pPEKOMEHIYIOTh BuKopucTaHHA Keic-cTani Ha
OCHOBI peanbHUX NpUKIafiB 3acrocyBanns LI
(Tesla, ChatGPT, w™enu4yHi miarHOCTHYHI
CHCTEMH).

Buknamganus CTHKH HITYYHOTO
inrenekty (LI) yepe3 meron keiic-crani (case
study) — omuH i3 Halfle(heKTHBHILINX CIIOCOOIB
PO3BUBATH KPUTHYHE MHUCICHHS, MOpAIbHY
YyTIUBICTH 1 3JaTHICTh NPUAMATH ETHYHO
oOrpynToBaHi pimeHHsa. HaBegemo ocHOBHI
METOIH, SKi MOXKHAa 3aCTOCOBYBaTH Ha
3aHATTAX 3 eruku Il i3 BHKOpHUCTaHHSAM
peanbHHUX MPHUKIIAJIIB.

[Ipu mpoBeneHHi 3aHATH 13 3aTyYCHHIM
aHaJizy eTHYHHMX JUJIEM Ha OCHOBI pealbHHX
keliciB CTyaeHTaM HaJa€ThCsl OMKC peajbHOT
cuTyarii 3 mpaktuku 3actocyBanHs LI
(manpuknan, ckarman i3 Cambridge Analytica,
ANTOPUTMIYHI YHEPEIKCHHS B PEKPYTUHTOBHX
cuctemax Amazon, un autopilot Tesla). Takox
HaJa€ThCs 3aBIAHHS — BHSBHTH ETHUYHI
npobjeMu,  3allikaBleHi  CTOPOHM  Ta
noTeHmiiHi Hacmiaku. [Ipuknax xeiicy, skuit
MOXE€ [pU  IIbOMY  BIIPOBAJDKYBATHCH,
CKJIaJa€ThCsl Yy  CTBOPEHHI  alNrOPUTMY
NPOTHO3YBaHHA  PEUUAWBY  3JIOYMHHOCTI
COMPAS, SIKUH BUSIBIISIB pacoBy
yHepeIKeHICTh.

JuckyciitHi je0aTH Ha OCHOBI KeEHCiB
IPOBOJSATBECS HAa OCHOBI TOro, IIO TIpymna
minuTbes Ha mosmmii "3a" 1 "mpotu". Koxkna
CTOpOHA 3aXUINAE TIEBHE PIlICHHS, BUXOSYH 3

JIaHOT'O Kecy. 3aHATTS BEIEThCA
MOJIEPaToOpoOM abo BUKJIJaueM,
MiJICYMOBYETHCSI ~ KITIOYOBUMH  €THYHUMHU

npuHimnamu. [Ipuknagom keiicy mMoxe OyTH
po3poOKa CUCTEeMH pO3ITi3HABaHHS OOIWY IS
MyOIIYHOTO MOHITOPHUHTY.

PosiboBi irpu 3 kelc-cTai CKIIaIarThCs
3 TOro, IO CTYJACHTH OepyThb Ha cebe poi
(mampuknan: po3poOHuk LI, mpaBo3axucHUK,
KIIEHT, pEryiasaTop). BoHM 00roBOPIOIOTH
npodjieMy Ta [IyKalOTh CIUJIbBHE ETHYHE
pillIeHHs, 10 JoIoMarae moOauyuTH CHUTYAIilo
3 pi3HMX TOYOK 30py. Mera nmaHoro keiicy —
MOTOJIUTH PaMKH 3aCTOCYBAaHHS TEXHOJOTII,
SK1 BpaXOBYIOTb ITPaBa JIIOJHHU.

Etnune MopnemoBaHHS — pilleHb 3
BUKOPHUCTAHHIM Kelc-TeXHOJIOTiH Tiependavae,
IO MicJsl 03HAWOMIICHHSI 3 KEHCOM CTYJeHTH
3aCTOCOBYIOTh BiZjoMi eTH4yHi  Teopii
(meoHTONIOTISL, YTHIITApU3M, JOOPOUYECHICTH

Tomo). Y paMKax IMX TEOpid CTYACHTH
OOTPYHTOBYIOTH CBOE PIIIICHHS.

3aBeplIaIbHUM €TarnoM KeHCiB MOXKYTh
Oytu PedrexcruBHI ece 3a iX MiICYMKaMH.
[Ticast o6roBopeHHS KEHCYy CTYICHT IHIIE ece,
JIe¢ PO3MIPKOBY€E HaJ TUTAHHSAMHU, IO O BiH
3po0OMB y Mil CUTYyaIllii, SKi I[IHHOCTI BaXJIUBI,
SKi yPOKH MOYKHA BHHECTH.

Metonu BHUKJIAJAHHSA €THKH IITYYHOTO
IHTETIEKTY 3 BUKOPUCTAHHIM NpPU MPOBEICHHI
nebariB, CHUMYJLIIIM Ta pPONBOBHX  Irop
IHTepaKTHUBHHUX HiIXO0dIB CTUMYIIOIOTH
KPUTUYHE MUCIEHHS, €THUHY peduiekcilo Ta
NpaKTUYHI HABUYKH KOMYHIKaIii.

Y mpomeci mpoBeneHHS — nebatiB
CTYICHTH TIOMIISFOTECS HAa KOMaHIHW, KOXKHA 3
SIKUX TPEACTaBIsE KOHKPETHY mo3uiito ("3a"
a6o "mpoTH") 1IOAO ETHYHOTO AaCMEeKTy
3actocyBanHss [II. TIlozumii wmaroTh OyTH
OOTrpyHTOBaHI 3a JOMOMOIOI €TUYHHMX TEOpii
(meoHToMOTIA, YTHITITAPHU3M, Teopis
mobpodecHocTi  Tomo). llicms  BucTymiB
MPOBOJUTLCS  CECis  MUTaHb-BiANOBiIEH i
3arajibHe OOrOBOPEHHS. METa TaKOTO MiJXO.Iy -
HaBYUTH CTYACHTIB aHANi3yBaTH NpoOIeMy 3
PI3HUX CTOpiH, a TaKOX PO3BUBATH 3/aTHICTH
apryMCHTOBAHO 3aXWINATH TIO3UI[iI0, HaBITh
SIKIIO BOHA BIPI3HAETBCA B  0COOMCTOI
JTYMKH.

[Ipu BUKOpHUCTaHHI METOAUKH POJIHOBUX
irTOp CTYIEHTH OTPUMYIOTH pOIli  PI3HHUX
cTeikxonnepiB  (PO3pOOHHMK,  KOPHUCTYBad,
PETYISTOpP, MPaBO3aXUCHHUK, THBECTOP TOIIO).
KoxHa ponmb Mae CBOWO METy Ta I[iHHOCTI.
I'pyma o0roBoproe mpomo3muii Ta IIyKae
pillieHHs, TpWHHATHE A1 Oimbmiocti. Mera
TaKUX METOJIB - cOpMyBaTH eMIIaTiio a0
pI3HHX TOYOK 30pYy, IOKa3aTH, SK CKJIAQJHO

3HANTH KOMITPOMIiC MiX STUYHUMU
MIPUHIUTIAMH, 0i3HECOM, TIpaBoOM i
TEXHOJIOT1SIMH.

Y  mnpoueci cumymsamii  OpUAHATTA
pimeHs CTBOPIOETHCS CIICHAPiH, A€ CTYACHTH
MOBHHHI B pEAJIbHOMY 4aci yXBaJIOBAaTH
pimeHHs ik KoMmaHaa abo xomiteT. Crenapiii
BKJIIOYAa€ 3MiHHI moAil, HOBY iH(opMalilo,
oOMexxeHHs 4acy, KOHQUIIKTH iHTepeciB. [lpu
OPOMY  MOXXHAa  BUKOpHCTAaTH  LUGPOBI
mwiatpopmu abo mnamepoBi cumyisnii. Taxi
METOJM HaMararTbCs HAaBYHTH NpPUHAMATH
CKJaJHI  eTWYHI  pillleHHS B  yMOBax
HEBU3HAYCHOCTi., a TAaKOX IIOKa3aTH BIUIUB
30BHIIIHIX YUHHHUKIB (€KOHOMIKa, IIOJIITHKA,
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colianbHi OYiKyBaHHs) Ha ETHYHICTH JiH.

MeToau BUKIAAHHS €TUKH LITYYHOTO
IHTENIeKTY 3 BHKOPHCTAaHHSM  IHTErparii
¢axiBuiB i3 ramy3eid mpaBa, ¢inocodii,
imkenepii T1a IT  1pyHTyroThCS ~ Ha
MDKIACIUTUTIHAPHOMY MAXO01, SIKAN
JO3BOJIAE  CTYJACHTaM  Kpaie 3pO3yMiTH
CKIIQJIHICT, 1  0araTorpaHHiCTb  CTUYHHX
BuknukiB y cdepi I Ocp sk 1e MoxkHA
Oprafi3yBarTH.

Kypc moninserscs Ha MOAYIi, KOXKEH 3
SAKUX BeJIe eKCIepT i3 BianmoBimHoi ramysi. s
po3miry ¢imocodii BUKIAmAIOTECA OCHOBU
eTHKH, MOpaJlbHi Teopii (yTWUIiTapu3M,
JICOHTOJIOTIsI,  JTOOPOYECHICTh),  KOHIICTITH
BiAMOBiAadbHOCTI Ta cBoOoxu Boui. Po3min
[IPaBO3HABCTBA BKJOUae perymoBanHs [,
3axucT nepcoHanpHuXx nanux (GDPR, 3akonun
mpo 1), BiamoBigansHICTH 3a Ail aBTOHOMHHX
cucteM. Imxenepis Ta IT posrmsimae TexHiuHi
acnektu I, anropurmu, bias, explainable ai,
po3poOKa eTHYHHX CHUCTEM 13 TOYKH 30y
imxeHepiB. Koxken (axiBenp 4mrae rocThOBY
JIEKIIiF0 a00 Bee MOMYJIb KypCy.

MOXIUBHA TakoX PO3IIA] pealbHUX
ab0 TIMOTeTHYHHX CHUTYyallill (HampuKia,
apronuyior Tesla, po3mi3HaBaHHS  00IMY,
ChatGPT y mikineHil OCBiTI) 3 000B’I3KOBOIO
ygacTio excrnepTiB. CTyIeHTH aHali3yloTh
CUTYAIIIO 3 IOPUIUYHOI, eTUYHOI, TEXHIYHOI Ta
comianpHOi nepcriekTuB. OCHOBHE 3aBIIaHHS -
JIATH PEeKOMEHAAIlii, pO3pOOHUTH TONITUKY abo
3alpoONOHYBaTH €TWYHUH npoTokona. Ilpum
IOMY BHKOPHCTOBYETHCS po0OOTa B Tpymnax 3
Npe3eHTaliel0  pe3ynbraTiB. Bukmagadi 3
pi3HUX Tany3eil BelyTh Kypc OJHOYAacHO abo
MIOIIEPEMiHHO, MOCTIHHO KOMEHTYIOUM TEMH 3
TOYKH 30py CBO€i aucuuIutinu. Hampukna,
NPOBOAMUTHCS  OOTOBOPEHHS — alIrOPUTMIYHOI
yrhepemKeHocTi: ¢inocod aHamizye MOHATTS
CIPaBeJIMBOCTI, IOPUCT —  3aKOHOJABYi
HACIIKK, 1H)KEeHep — TexHiuHi npuuuHm, IT-
(haxiBelp — MPAKTUIHY peatizailito.

[IpoekTHEe HaBYaHHS TOJSITAaE B TOMY,
10 CTYJASHTH PO3POOJISIOThH BIACHUH HPOEKT 3i
CTBOPEHHS €TUYHO 00rpyHTOBaHOI Al-cucremu
abo moniTuku perymosanHs. Koxna komanga
OTPUMYy€ KOHCYNbTAaHTIB 3 pi3HUX cdep:
IopHcTa, iKeHepa, ¢inocoda. BpaxoByroTscs
BCi €TUYHI, IPaBOBi i TEXHIUHi aCIIEKTH.

InTerpamis B HaBYaAbHI  IpPOIrpPaMu
imKeHepii mepenadavyae BOYJOBaHI €IEMEHTH
€THKH B YCi TEXHIUHi TUCUUIUIIHYU, IPU LEOMY
3aMpOLIYIOThCS CIIEIAICTH I MIHUICKIIH
a0o0 aHaNi3y NPaKTHYHHUX KEUCIB.

Buknananus eTHKH LITYYHOTO
IHTEJIeKTY 3  BUKODHUCTAHHSAM  €THYHOI'0
ayAuTy SK IHCTPYMEHTY KPHUTHUYHOTO aHali3y
TEXHOJIOTI mependavac HaBUAHHA CTYACHTIB
OIliHIOBaTH Ta TmepeBipsAaTH cucremu LI 3
€TUYHOI TOYKH 30py. ETWuHuMil aymutr nae
3MOTY IHTErpyBaTH TEOPETHYHI 3HAaHHS 3
MPaKTUYHUMH HaBUYKAMH aHaJi3y pealbHUX
TexHONori. Ertnyamid  ayaur — 1e
cucreMatndHa orinka II-cuctem Ha mpenMer
BIJIMOBITHOCTI €THYHUM MPUHITUTIAM, TAKUX SIK
po30picTh  (transparency), CHpaBeINBICTH
(fairness),  mim3BiTHICTE  (accountability),
3aXHCT TPHUBATHOCTI (privacy), YHHKHEHHS
mkoau (non-maleficence), iHKITIO3UBHICTS.

Buxknaganns eruxku I yepe3 eTtnunwmii
aymut  (GopMye KpUTHYHE MUCICHHA Ta
3IATHICTh 3aCTOCOBYBATH E€THYHI pPaMKH 10
KOHKPETHHX TEXHOJIOTIYHUX PillIeHb.

Metoar  BUKIagaHHA Ha  OCHOBI
E€THYHOTO ayJHTy BKJIIOYAIOTH HaBYAHHS Yepe3
aHamiz peampbHHX mnpuKIaniB. CryaeHTam
pornoHyioTs  KoHKpeTHI II-pimenns a6o
wiathopMu (HAMp., aITOPUTMU PEKPYTHHTY,
CHCTEMH TPOTHO3YyBaHHA 3104MHHOCTI, GPT-
0otn). BoHM TpPOBOIATH €THYHWI aymuT Ha
OCHOBI HaJ]aHOTO YeK-TH1cTa ab0 Mi>KHAPOJHUX
cragnaprie (Hanpukian, IEEE, OECD Al
Principles, Al ACT). Amnami3 BKJIIOYa€e
BHUSBIIEHHS TOTEHIIHHUX 3arpo3 1 po3poOKy
peKOMEHMAIil 100 YCYHEHHS eTHYHHX
PU3HUKIB.

IaTEepakTHBHI ceMiHapW 3 CHMYJIAILIEI0
€THYHOTO ayAWuTy, B SKHX BiJIOYBa€ThCS
CUMYJISIIS JISUTBHOCTI €THYHOTO KOMiTeTy abo
ayauTopcekoi rpynu. I'pyma cTyneHTiB rpae
poJli €THYHUX ayJUTOPIB, IHII CTYyIEHTH —
PO3POOHHMKH 11, SIKI MAIOTh «3aXHILATH» CBOIO
cucreMy. AyYAMTOPH CTaBJSTH IUTaHHS,
3allOBHIOIOTH UEK-HCTH, (OPMYIOTH 3BIT Ta
peKoMeHallii.

VY kypcax, e CTYACHTH pO3poOISIOTh
nporotunu  Ull-cucrem, Ha  3aBepLICHHS
MPOEKTY  BBOISATHCS ~ HABUAIBHI  ayJqUTH
BIacHUX MpOeKTiB. CTyAEHTH CaMOCTiHHO
MNPOBOJSATh  KPUTHYHY  OLIHKY  BJIACHOI
PO3poOKH. BpaxoByroTbcs aCIIeKTH:
YIEePe/DKEHICTh JaHWX, PU3UKH MPUBATHOCTI,
MIPO30PIiCTh AITOPUTMIB.

BukopucTtanHs eTnyHHX (PperiMBOpKiB
Ta YEK-JIHMCTIB  mependavyae  3HAHOMCTBO
CTY/ICHTIB 13 TPaKTUYHUMH IHCTPYMEHTAMH
€TUYHOTO aynury, 30KpeMa ALTAI
(Assessment List for Trustworthy Al), Al
Ethics Impact Group checklist, Al Fairness
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360 Toolkit (IBM)

Pednexcusae HaBYaHHS gepes
00TOBOpEHHS ayAWTIB Tepeadadae, MO IMicIs
KOXXHOTO ayJWUTy OPraHi30BYEThCS TPYIIOBA
pedrnekcis 3 BIOMOBIAIMH Ha TWTaHHA SKi
KOH(JIIKTH 1HTEpeciB BHSBICHO, Yu Moxke
TEXHIYHA JIOCKOHAJICTh BHUIIPABAATH MOPAJIbHI

PHU3UKH

Hnst 0oOTpyHTYBaHHS HaWO1TBII
e(PeKTUBHUX METONIB HaBYaHHA 3 ETHUKH
MITYYHOTO  1HTENEKTY Oyno mpoBeneHO

aHkeTyBaHHA cepen 89 crymentiB Jlympkoro

HaI[IOHAJIbHOTO ~ TEXHIYHOTO  YHIBEPCHTETY.
AHKeTyBaHHS Majo Ha MeTi 3’5CyBaTH, SIKi
METOIM HAaBYAHHSI CTYJEGHTH  BBAXalOTh
Halie()eKTUBHIIIIMMH, I[IKABUMU Ta TAKHUMH, 1110
CIPUAIOTH PO3yMiHHIO eTraHUX acnekTis LI

Pesynpratn KLTBKICHOTO aHai3zy
AHKeKTYBaHHA 3  muTaHHA <«Sxuit 13
3allpONOHOBAHMX METOIB BHUKIAJaHHS E€TUKU
IIII Bu BBaxkaere HAWOLTBIN €PEKTUBHUM?)
HaBeneHni B Ta0mumi 3. (MoxHa Oyio odpatu
KiJIbKa BapiaHTiB)

Taoauns 3.

AHaJi3 MeTo/liB HABYAHHS 3 €TUKH IITYYHOTO iHTEJIEeKTY

Table 3.

Analysis of teaching methods for the ethics of artificial intelligence

KinekicTs Bigmosigeit || BigcoTok
Meton BUKIaJaHHS (i3 89) (%)

1. BukopucraHHs Kelic-cTa/li Ha OCHOBI peajlbHUX MPHUKIIAIiB 71 79 8%
(Tesla, ChatGPT Tomro) '

2. IlpoBenenns nedariB, CUMYJISIIIN Ta POJILOBHX irop H54 HGO,?%
3. [aTerpamis ¢axiBmiB i3 ramxyseit npasa, ginocodii ta [T H48 H53,9%
4. BUKOpUCTaHHS €TUYHOTO ayAUTY SIK IHCTPYMEHTY a1 46.1%
KPUTHYHOTO aHANi3y TEXHOJOTIN '

Jnst siKicHOTO PO3yMiHHSI pe3yJbTaTiB
AHKETYBaHHs OyJI0 TPOBEACHO BHOIPKOBE
ONUTYBaHHSA CTYIEHTIB. B pe3ymbraTi Mo)xHA
3pOOUTH TaKi BUCHOBKH.

Kefic-crani —  HalmomynsipHimmn
METO/I.

KomeHTapi CTYAEHTIB JEMOHCTPYIOTb,
mo et meron gomomarae Oa4uTH €TUKY "B
nii" — yepe3 peanbHi MpoOJIeMU Ta HACTIIKA
pukopucranus LI, Moro  mpakTHuna
CIPSIMOBaHICTh Ta 3B’S30K 13 CyYaCHHMH
[oaisAMHU (Tesla, ChatGPT, MeIUYHa
JIIarHOCTHKA) pOOIISITh €TUKY He aOCTPaKTHOIO,
a npukiagHow. OcoOMMBO LIHHUM CTYIEHTH
BB)KAIOTh MOKJIMBICTh KPUTUYHO aHAIII3yBaTH
Il peajbHUX KOMIIAHIW 1 TpuUiMaTh BIacHI
pileHHs.

Jebatu Ta poybOBI IrpU 1€ MOTYXHHN
IHCTPYMEHT aKTHBHOTO 3aTy4eHHSI.

KomeHnrapi cTyJeHTiB MiATBEPIKYIOTb,
mo pfebaTv 3MYIIYIOTH MHUCIUTH IOHpIIE,
3aXUIIATH PI3HI MO3MIIT Ta 0aYUTH KOH(IIKTH
iHTepeciB. Meton ~ crnpuse  pO3BUTKY
KPUTUYHOTO  MHCIICHHS, KOMYHIKaTUBHHMX
HABUYOK Ta €MIAaTil 0 PI3HUX TOYOK 30pYy.

Moro 0coGiMBO CXBaTIOIOTH CTYIEHTH 3
TYMaHiTapHUM  HaxuwioM abo Ti, XTO
MIKABUTHCS IOJITUYHUMHM Ta COLHAJIBHUMA
acniekramu LI

Hns  meromiB  iHTerpamii  ¢axiBuiB
XapaKTepHUN MTOKa3HUK - e
MDKAMCIMIUTIHAPHA TIINOWHA.

B xomeHTapsiX CTYACHTH BiJ3HAUYaIOTh,
10 CTYJCHTU MO3UTHBHO OLIIHUIN MOXIIUBICTh
"[MOYyTH Pi3HI TOJNOCH", aie BiA3HAYWIH, IO
dhopmar TaKuX 3aHITHh Mae OyTH
IHTEPaKTUBHUM — HE JIMIIE JICKIIi1, a Jiajiory,
Bopkmionu. Meron mgo0Ope mpaioe Tpu
Mo€HAHHI 3 Keiicamum abo  TPOEKTHOIO
poboToro.

Etnunuit ayauT MOXKHA
XapaKTHPU3yBaTH, SIK 1HCTPYMEHT TNIMOOKOTO
anamizy. CTyJIeHTH MiATBEPIUKYIOTh, IO
Merton 1ikaBui, ajie HoTpeOye MIATOTOBKH U
MOSICHEHHST 1HCTPYMEHTIB ayauTy. MeHma
KUIBKICTh BIATIOBIZIEH MOXE CBITYHUTH IIPO TE,
o0 METOJ HOBHH ab0 Mallo3po3yMiNud st
yacTUHH cTyAeHTtiB. OpHak Ti, XTO OpaB
y4acTh y HaBYAIIbHUX ayAUTaX, 3a3HAYMIN, 110
e gonomMarae "0aunuTH TEXHOIOTIT KpUTUYHO 1
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cTpyktypoBaHo". IlepcnexkTuBHMI MeTON st
cTapuInx KypciB abo mMarictparypu.
Pesynprati aHKETyBaHHS CBig4aTh PO
T€, U0 TIOEJIHAHHSA METOMIB — KIIOY JI0
e(eKTHBHOTO HaBUaHHS: CTYACHTH HalKparie
CIIPUIIMAIOTh €THYHI MPUHITAIIN, KOJIH Teopis
MOEHYETHCSI 3 TPAKTUKOIO, JUCKYCIEH0 Ta
MbkaucIuIUTiHapHicTIo.  Kedic-crami BapTO
BUKOPHCTOBYBAaTH sIK 0a3y, HaBKOJO SKOI

BHOYJIOBY€ThCS  iHIIE  (nmebatu,  ayauTH,
3ycTpivi 3 (paxiBusmu). Etnunanii aymut cimin
YIPOBaKyBaTU TIOCTYIIOBO, ITOYMHAIOYH 3
MPOCTUX TPHKIAIIB 1 aJanTOBaHUX YEK-
mucTiB. 3amydeHHs (axiBIiB BaXIUBE IS
(hopMyBaHHS KOMITIEKCHOTO OadeHHS ETHKHU
I, ame wmerox mnoTpeOye IHTEPAKTUBHOTO
TiIXOY.

Bucnoexu

ETv4HI BUKIMKY IITYYHOTO iHTENEKTY B
IDKEHEpHI  MISUTBHOCTI €  CKJIaIHUMHU,
OaratorpaHHUMH i MoTpeOyIOTh
MDKIUCHUTUTIHAPHOTO MiIX0AY B X PO3yMiHHI
ta monoisiagHi. IIII Bce Olnblne BIUIMBAaE Ha
KITFOYOBI aCIIEKTH CYCIIIIBHOTO JKUTTS, TOMY
iHKeHepH TOBMHHI HE IUINE BOJIOAITH
TEXHIYHUMH HaBUYKaMH, a W PO3YyMITH
MOpaJbHY BIAMOBITANBHICTH 32 CTBOPEHHS,
YIPOBAa/[UKEHHS Ta  3aCTOCYBaHHS  TaKUX
TEXHOJIOTIH.

JocnijpkeHHs  TOKa3ajo, M0  cepen
CTYJEHTIB-IH)KEHEpIB BUCOKHM €  pIiBEHb
eTHYHOI YyTJIMBOCTI 10 MpoOJieM Mpo30pocTi,
CIPaBEAJIMBOCTI, 3aXUCTy TpaB JIOAWHU Ta
JTIOTUHOLEHTPHYHOCTI. Pasom 3 TuM, MeHII
YCBIIOMJICHUMH  3QJIMINAIOTHCS ~ MUTAaHHS
€KOJIOTYHOI BIAMOBIAAILHOCTI Ta MI00AIBLHOI
cipasemuBocTi y cdepi LI, mo Bkaszye Ha
HEOOXiTHICTh TJIHOIIOTO PO3KPHUTTS IUX TEM Y
Kypcax.

Ycmimne ¢dopmyBaHHs €TUYHOT
KOMIIETEHTHOCTI ~ MOJMJIMBE 332  yYMOBH
AKTUBHOTO  BUKOPHCTAHHS  IHTEPAKTUBHHX
METOZIB HaBuUaHHsS — Keiic-cTami, Ac0artiB,
ponboBUX irop, cumymslid. EdextuBHuM
MiX0I0M € MDKIUCIHIUTIHAPHE BUKIAIAHHSA,
mo 3amydae (axiBIiB 3 CTUKH, IpaBa,
imxenepii ta IT. Takuéi dopmar mo3Boisie
cTylneHTaM (popMyBaTH IIiTiCHE ySBICHHS TIPO
HACIIJIKH IHXEeHepHUX pimeHsb y cdepi 1.

[ligroToBka iHXXEHEpiB, 3aTHUX [iATH
€TUYHO B YMOBax CTPIMKOTO TE€XHOJOTIYHOTO
mporpecy, €  3alopykow  Oe3NevHOro,
CIpaBeAJIMBOTO  Ta  CTAJIOTO  PO3BHUTKY
cycminbctBa. Kype «lmkeHepHa eTukay Mae
cTaTd  TATGOPMOK  JUISI  OCMHMCIICHHS
MOPaTbHUX aCIIeKTIB TEXHOJIOT1H
MalOyTHBOTO 1 BUXOBaHHS CBiIOMUX (haxiBIliB,
SKi MIATAMYTh He Jwuiie e(eKTHBHO, aje iU
BIAIIOBIJAJIBHO.

Kongpnixm inmepecie

ABTOpH 3asBISIOTH, IO KOH(DIIKTY iHTEpECiB MOA0 MyOriKallii mboro pykomucy Hemae. Kpim

TOTO, aBTOPH MOBHICTIO TOTPUMYBAJIMCh ETUYHAX HOPM, BKJIIOYAIOUM IUIariat, Gambcudikaiiito JaHux
Ta MOJBIHHY MyOiKaIlito.
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THE ROLE OF ETHICAL CHALLENGES OF ARTIFICIAL INTELLIGENCE IN
TEACHING THE COURSE «ENGINEERING ETHICS»

The article addresses the issue of developing ethical competencies in future engineers in the context of the
rapid advancement of artificial intelligence (Al) technologies. The relevance of the topic stems from the fact that
modern engineering practice is no longer limited to technical aspects but also encompasses significant social
responsibility, particularly in the context of using autonomous intelligent systems. There is a growing need to
integrate ethical approaches into the training of professionals capable of analyzing moral dilemmas associated
with the implementation of Al. Special attention is given to emerging challenges in the field of automated
decision-making, algorithmic discrimination, loss of privacy, and the decline in transparency and accountability
of digital systems.

The aim of the study is to substantiate a set of teaching methods that foster the development of critical
thinking and moral sensitivity in future engineers within the domain of Al ethics. The research is based on the
experience of teaching the course "Engineering Ethics" at Lutsk National Technical University. The methods
used include a survey (involving 89 students), analysis of contemporary academic literature, comparison of
international ethical standards (EU, IEEE, UNESCO), as well as the use of case studies and role-playing games
in the teaching process.

The results of the survey revealed that students are particularly sensitive to issues related to human rights
protection, algorithmic transparency, and the preservation of human autonomy and privacy. Their comments
emphasized the importance of a human-centered approach and the necessity of maintaining control over
autonomous systems. Less prominent, yet significant, were the topics of environmental responsibility and global
digital inequality. This indicates the need for a deeper exploration of these aspects in the course content.

The article proposes a range of innovative pedagogical approaches to teaching Al ethics, including case
studies, discussion-based debates, role-playing simulations, and decision-making exercises under uncertainty.
Empbhasis is also placed on an interdisciplinary approach involving experts in philosophy, law, engineering, and
IT. The proposed teaching model contributes to a deeper understanding of the complexity of ethical decisions
related to Al and cultivates students’ capacity for ethical reflection and responsible decision-making in their
future professional careers.

Looking ahead, the authors see the necessity of creating adapted educational programs and teaching
materials that integrate Al ethics at all levels of engineering education.

KEY WORDS: engineering ethics, competence, artificial intelligence, teaching methods, questionnaire.
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