ISSN 2519-2310

COMPUTER SCIENCE
AND

CYBERSECURITY

V. N. Karazin Kharkiv National University Publishing




MIHICTEPCTBO OCBITU I HAVKU YKPATHU
MHWHUCTEPCTBO OGPA30BAHIA 1 HAYKN YKPANHDBI
MINISTRY OF EDUCATION AND SCIENCE OF UKRAINE

XAPKIBCBKIjlﬁ HAL[IOHAJH)HI/IE/'I YHIBEPCUTET imeni B.H.KAPA3IHA
XAPbKOBCKHMM HAITMOHAJIbHBIM YHUBEPCUTET umenu B.H. KAPA3NHA
V.N. KARAZIN KHARKIV NATIONAL UNIVERSITY

KOMIMTFOTEPHI HAYKU TA KIBEPBE3MNEKA
KOMMbIOTEPHbIE HAYKU U KNBEPBE3OMACHOCTb
COMPUTER SCIENCE AND CYBERSECURITY
(CS&CS)

Issue 4(8) 2017

3acHoBanuii 2015 poky

MixHapoJHUH e1eKTPOHHUI HayKOBO-TEOPETUYHUH KypHAI
MexnyHapOIHbIN 3JIEKTPOHHBIM HAYYHO-TEOPETUUECKUN KYPHAI
International electronic scientific journal



COMPUTER SCIENCE AND CYBERSECURITY

The journal publishes research articles on theoretical, scientific and technical problems of effective facilities development for com-
puter information communication systems and on information security problems based on advanced mathematical methods, infor-
mation technologies and technical means.

Journal is published quarterly.
Approved for placement on the Internet by Academic Council of the Karazin Kharkiv National University (April 27, 2018,
protocol No.5).

Editor-in-Chief:
Azarenkov Mykola, Karazin Kharkiv National University, Ukraine

Deputy Editors:
Kuznetsov Alexandr, Karazin Kharkiv National University, Ukraine
Rassomakhin Serhii, Karazin Kharkiv National University, Ukraine

Secretary:
Malakhov Serhii, Karazin Kharkiv National University, Ukraine

Editorial board:

Alekseychuk Anton, National Technical University of Ukraine "Kyiv Polytechnic Institute”, Ukraine
Alexandrov Vassil Nikolov, Barcelona Supercomputing Centre, Spain

Babenko Ludmila, Southern Federal University, Russia

Biletsky Anatoliy, Institute of Air Navigation, National Aviation University, Ukraine

Bilogorskiy Nick, Cyphort, USA

Borysenko Oleksiy, Sumy State University, Ukraine

Brumnik Robert, GEA College, Metra Engineering Ltd, Slovenia

Dolgov Viktor, V. N. Karazin Kharkiv National University, Ukraine

Dempe Stephan, Technical University Bergakademie Freiberg, Germany

Geurkov Vadim, Ryerson University, Canada

Gorbenko Ivan, V. N. Karazin Kharkiv National University, Ukraine

lusem Alfredo Noel, Instituto Nacional de Matematica Pura e Aplicada (IMPA), Brazil

Kalashnikov Vyacheslav, Tecnologico University de Monterrey, México

Karpinski Mikotaj, University of Bielsko-Biala, Poland

Kavun Serhii, Kharkiv Educational and Research Institute of the University of Banking, Ukraine
Kazymyrov Oleksandr, EVRY Norge AS, Norway

Kemmerer Richard, University of California, USA

Kharchenko Vyacheslav, Zhukovskiy National Aerospace University (KhAl), Ukraine

Khoma Volodymyr, Institute «Automatics and Informatics», The Opole University of Technology, Poland
Kovalchuk Ludmila, National Technical University of Ukraine "Kyiv Polytechnic Institute”, Ukraine
Krasnobayev Victor, V. N. Karazin Kharkiv National University, Ukraine

Kuklin Volodymyr, V. N. Karazin Kharkiv National University, Ukraine

Lazurik Valentin, V. N. Karazin Kharkiv National University, Ukraine

Lisitska Irina, V. N. Karazin Kharkiv National University, Ukraine

Mashtalir Volodymyr, V. N. Karazin Kharkiv National University, Ukraine

Maxymovych Volodymyr, Lviv Polytechnic National University, Ukraine

Murtagh Fionn, University of Derby, University of London, UK

Niskanen Vesa, University of Helsinki, Finland

Oliynikov Roman, V. N. Karazin Kharkiv National University, Ukraine

Oksiiuk Oleksandr, Taras Shevchenko National University of Kiev, Ukraine

Potii Oleksandr, V. N. Karazin Kharkiv National University, Ukraine

Raddum Havard, Simula Research Laboratory, Norway

Rangan C. Pandu, Indian Institute of Technology, India

Romenskiy Igor, GFal Gesellschaft zur Férderung angewandter Informatik e.V., Deutschland
Stakhov Alexey, International Club of the Golden Section, Canada

Swiatkowska Joanna, CYBERSEC Programme, Kosciuszko Institute, Poland

Toliupa Serhii, Taras Shevchenko National University of Kiev, Ukraine

Velev Dimiter, University of National and World Economy, Bulgaria

Watada Junzo, The Graduate School of Information, Production and Systems (IPS), Waseda University, Japan
Zadiraka Valerii, Glushkov Institute of Cybernetics of National Academy of Sciences of Ukraine, Ukraine
Zholtkevych Grygoriy, V. N. Karazin Kharkiv National University, Ukraine

Editorial office:

Karazin Kharkiv National University

Svobody sq., 6, office 315a, Kharkiv, 61022, Ukraine

Phone: +38 (057) 705-10-83

E-mail:  cscsjournal@karazin.ua

Web-page: http://periodicals.karazin.ua/cscs (Open Journal System)

Published articles have been internally and externally peer reviewed
© V.N. Karazin Kharkiv National University,
publishing, design, 2017

INTERNATIONAL ELECTRONIC SCIENTIFIC JOURNAL


http://www.univer.kharkov.ua/en/person/Mykola.O.Azarenkov
http://old.lp.edu.ua/index.php?id=5052
mailto:cscsjournal@karazin.ua
http://periodicals.karazin.ua/cscs

COMPUTER SCIENCE AND CYBERSECURITY

TABLE OF CONTENTS
Issue 4(8) 2017

NTRU Prime IIT Ukraine encryption algorithm

with consideration Known attacks analysiS ....ccceeeiiveereeiicniiieeniinrienmeiseteesecsscnsnns

1. Gorbenko, O. Kachko, M. Yesina

Data single-error correction method of a residue class code .......ccceceeeieininineinnns

V. Krasnobayev, S. Koshman, A. Yanko, S. Moroz

Metoabl popmupoBanusi u 00padborku OFDM curnanos B

COBPEMECHHBIX 6ECHp0BOI[HbIX AUCKPETHBIX KOMMYHUKAIHOHHBIX CUCTEMAX «occecccnccsscscase

A. 3amyna, B. Mopo3zos

Algebraic immunity of SYymmetriC CIPNErS ...ccuiveiiieieiieeieeieiniinteeeeeceeencencescnsnns

A. Kuznetsov, R. Serhiienko, D. Prokopovych-Tkachenko, Yu. Tarasenko, I. Belozertsev

Methods of ensuring electromagnetic compatibility in modern

information comMmUuNICAtION SYSTEIMS ..ueiuiiuiieeenrenteernernsecnseiiosonssnsossessnsonsossns

I. Gorbenko, V. Morozov, A. Zamula

INTERNATIONAL ELECTRONIC SCIENTIFIC JOURNAL




ISSN 2519-2310 CS&CS, Issue 4(8) 2017

UDC 004.056.55

NTRU PRIME IIT UKRAINE ENCRYPTION ALGORITHM
WITH CONSIDERATION KNOWN ATTACKS ANALYSIS

Ivan Gorbenko®, Olena Kachko?, Maryna Yesina®

1V, N. Karazin Kharkiv National University, Svobody sq., 4, Kharkov, 61022, Ukraine
gorbenkoi@iit.kharkov.ua, rinayes20@gmail.com
2 JSC «Institute of Information Technologies», Kharkiv, Kharkiv National University of Radio Electronics,
Nauka Ave., 14, Kharkov, 61022, Ukraine
kachko@iit.com.ua, iit@iit.kharkov.ua

Reviewer: Roman Oliynikov, Doctor of Sciences (Engineering), Full Professor, V. N. Karazin Kharkiv National University,
Svobody sq., 4, Kharkov, 61022, Ukraine
roliynykov@gmail.com

Received on November 2017

Abstract: The paper deals with the modern cryptographic transformations of the asymmetric end-to-end encryption
type, namely — NTRU-like cryptographic systems. A new cryptographic system NTRU Prime IIT Ukraine was created
based on existing cryptographic transformations of this type (cryptographic algorithms NTRU (ANSI X9.98-2010)
and NTRU Prime). A brief description of this cryptographic system is given and an analysis of its resistance to known
attacks is made. At the end of the work, conclusions are made and recommendations on the features, advantages and
possibilities of using the new cryptographic asymmetric algorithm of end-to-end encryption NTRU Prime IIT Ukraine
are given.

Keywords: NTRU Prime, Attack, Ring, End-to-End Encryption, Field, Quotient Ring.

1 Introduction

In 2016-2017 there were the series of important events, that have significantly affected to the in-
tensive development of post-quantum cryptography. To them should be referred the statement on
the Internet — Alfred J. Menezes and Neal Koblitz article [2], organization and conduction by NSA
and NIST USA VII international conference on post quantum cryptography [5, 6]. An extremely
important event was the publication in the USA report «Report on Post — Quatum Cryptography.
NISTIR 8105 (DRAFT)» [3], in which fully confirmed the possibility of electronic signature (ES)
asymmetric cryptographic primitives successful quantum cryptanalysis and the main problems and
opportunities, and stages of their decision are identified.

NIST USA announced a competition to develop the standards of post-quantum asymmetric cryp-
tographic primitives [5], understanding the need to find new electronic signature and asymmetric
encryption type cryptographic transformation, which will be relevant and can be applied in post-
quantum period. The specified one due to two factors. First, there is significant progress in the de-
velopment of quantum computers, including experimental demonstration of physical qubits realiza-
tion are carried out, which can be scaled up to larger systems. A confirmation of this is the succes-
sive announcement of IBM 20, 50 and 53 qubits quantum computers [26,27].

Second, likely transition to post-quantum cryptography will not be easy, because it is unlikely to
be a simple replacement of the current asymmetric cryptographic primitives standards. Significant
efforts will be needed to develop, standardize and implement a new post-quantum cryptosystems.
Therefore, should be a significant transition stage, when as current and post-quantum cryptographic
primitives are used.

Applications were received by NIST until November 30, 2017. They relate to: asymmetric en-
cryption algorithms and ES. Subsequently, their detailed analysis and comparison is expected, with
a period of up to 3 years. This indicates the significant complexity of the problem to be solved.

The European Union has also started the preparation of a new post-quantum standards. A new
direction "Quantum-Safe Cryptography" are formed by European Organization for Standardization
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ETSI in the cluster "Security” [1,4,7]. According to the results of these studies are predicted the
groups standards for post-quantum period adoption. ETSI has published a group report "Quantum-
Safe Cryptography. Quantum-Secure infrastructure” [1], in which fixed bases of perspective infra-
structure, provided algorithms, described primitives types, that will be used. Separately require-
ments are nominated and estimation criteria are formed for future candidates.

With the participation of the authors of this article for the NIST USA competition, a crypto-
graphic algorithm for NTRU Prime 11T Ukraine [10], developed using NTRU [8] and NTRU Prime
[9], was presented. The objective of this paper is a general overview and description of the proposed
cryptographic transformation, implementation specificity, estimation and comparison of the main
characteristics and indicators from [8-10] according to cryptographic stability criteria from existing
and potentially possible attacks.

2 Problem formulation

On the basis of the analysis of a number of sources [8, 9] concerning the existing encryption al-
gorithms, their features, advantages and disadvantages, as well as resistance to attacks, it was de-
termined that on their basis it is possible to create a new encryption algorithm, which will combine
the main advantages of existing ones and will not have certain disadvantages. As a result of exten-
sive research, the essence of the candidate was substantiated, its implementations, wich has the ad-
vantages of relatively well-known were developed, made tests and estimations of the main charac-
teristics. In November 2017 a full set of project descriptions and program implementations were
sent and received by NIST USA [5]. It is considered necessary to consider the article as the first
stage of the preliminary study of our proposal and to familiarize the general public with the problem
of creating a post-quantum standard of asymmetric encryption. Thus, the objective of this paper is
to justify and outline the main ideas for constructing a post-quantum standard of asymmetric en-
cryption, to analyze the state of work in the indicated direction, to indicate the essence of the differ-
ence between the «NTRU Prime IIT Ukraine» proposal and known ones, and to discuss the results
of the estimation and testing in relation to requirements imposed by NIST USA.

An analysis of the requirements for post-quantum cryptographic transformations of asymmetric
encryption allows us to conclude that the main, and unconditional requirement for «NTRU Prime
IIT Ukrainey, is the requirement of cryptographic stability regarding known and potentially possible
attacks. The specified attacks can be implemented using both classical attacks based on the use of
classical computer systems and classical mathematical methods, as well as on the basis of quantum
computers and corresponding mathematical and software methods.

Obviously, that cryptographic asymmetric transformations should provide protection from both
classical and quantum cryptanalysis methods. The above should be taken into account, if possible,
during the construction and analysis of post-quantum cryptographic transformations in general, and
the adoption of post-quantum standards of asymmetric cryptographic transformations on their basis.

3 Description and analysis of general parameters of modern NTRU-like encryption
algorithms

Let's consider the existing today encryption algorithms and created on their basis a new encryp-
tion algorithm «NTRU Prime IIT Ukraine» [8-10].

Analysis of NTRU encryption algorithm. NTRU — the first public key cryptosystem not based on
factorization or discrete logarithmic problem. NTRU is based on the shortest vector problem in a

lattice. Operations are based on objects in a truncated polynomial ring R = Z[x]/(x" 1), polyno-

mial degree at most n—1.
NTRU parameters are as follows: n — the polynomials in the ring R have degree n—1 (non-
secret); q — the large modulus to which each coefficient is reduced (non-secret); p — the small

modulus to which each coefficient is reduced (non-secret); f —a polynomial that is the private key;
g — a polynomial that is used to generate the public key h from f (secret but discarded after ini-
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tial use); h — the public key, also a polynomial; r — the random “blinding” polynomial (secret but
discarded after initial use); d — coefficient.

The encryption of message m is carried out according to the formula c=rh+m.

Decryption is performed as follows: using a private polynomial f it is calculated polynomial

a= f -e(modq). Then the polynomial b=amod p is calculated. Another private polynomial fp IS
used to compute ¢ = fp -b(mod p), where ¢ is an output message m.
More details about the NTRU algorithm is described in [8].

4 Analysis of NTRU Prime encryption algorithm

The NTRU Prime cryptosystem is proposed as one of the alternative variants of the asymmetric
NTRU method in order to get rid of the weaknesses inherent in NTRU, which are associated with

undesirable structural properties of the ring Zq[x]/(xn —1): in many cases, a ring of this type has a
subrings and a factor-rings of a high order. Unlike NTRU, NTRU Prime uses a ring
Zq[x]/(xn —x-1), which provided that the proper selection of numbers q and n, is a field, that

does not contain its own subfields. In addition, the Galois group of polynomial x" —x—1 over the
field Q is a symmetric group S, which excludes the possibility of attacking a certain type on the
cryptosystem.

In NTRU Prime, the public key is calculated by the formula h=g/3f that it matters to create
an effective secret key transfer protocol. However, to construct an asymmetric encryption system, it
is desirable to use the traditional formula h=3g/ f .

The decryption of messages in the cryptosystem NTRU Prime occurs correctly on condition
q>48t.

Details about the NTRU Prime algorithm is described in [9].

5 Analysis of NTRU Prime 11T Ukraine encryption algorithm

The given asymmetric encryption scheme is a modification of the NTRU scheme, and differs
from the latter only in two aspects:

1. Instead of the ring Z,[x]/ (x" —1) used in NTRU, a field Z4[x]/ (x" —x—1) is used, as in the

NTRU Prime cryptosystem [9]. According to [9], this prevents cryptosystem attacks of some kind
and precludes the use of (at least potentially) weaknesses of the standard NTRU cryptosystem that

are associated with the existence of non-trivial subrings or truncated rings of ring Z,[x]/ (x"-1).

2. In the proposed scheme, polynomials F and r are arbitrary t-small, that is, they have 2t
non-zero coefficients equal to +1, whereas in [8] each of these polynomials has exactly t nonzero
coefficients equal to 1 and —1 correspondingly. A similar remark is also valid for a polynomial g,
which is an arbitrary small polynomial in a modified cryptosystem and has the same number of non-
zero coefficients, which are equal 1 and —1 in NTRU. This difference is not significant, however, it
provides the opportunity to expand the amount of key space in comparison with NTRU without los-
ing the effectiveness of algorithms implementation for key generation and messages encryption-
decryption.

In this algorithm, the secret key is any pair of polynomials (f,g), where f =(1+3F)modq,

F,geR/3, ||F|j=2t, and the corresponding public key is a polynomial h=3g/f eR/q.

Encryption of the message m is carried out according to the formula c=m+rh, where r — the
random equal probability t-small polynomial, h — public key, and the addition and multiplication
are carried out in the field R/q.
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To retrieve a message m by message c using a secret key (f,g), we must calculate
m'=(cf (modg)) mod3 and put m"=(m" f*) mod 3. That is, only polynomials f and f* are used

to decrypt messages, where f* there is an inverse to an element f mod3 in the ring R/3.

In «NTRU Prime IIT Ukraine» using the appropriate estimates as specified in the description of
the algorithm, can (it is allowed) to significantly weaken the condition for decryption of messages
in comparison with NTRU Prime, namely, to replace it with a condition q > 32t . This, in turn, al-

lows you to reduce the value q compared to NTRU Prime, while maintaining the decryption cor-
rect. More details about the «NTRU Prime IIT Ukraine» algorithm is described in [10].

6 Analysis of algorithm taking into account known attacks on
«NTRU Prime IIT Ukraine»

Let's analyze the stability of the encryption algorithm «NTRU Prime IIT Ukraine» [10] for
known attacks.

Meet-in-the-middle
It should be noted that this attack is currently being implemented on ordinary computers, but
without language, it is possible to implement it on quantum computers.

The task of recovery the secret key (f =(1+3F)modq, g) by the public key h of the cryptosys-
tem is reduced to solving the equation (h'+Fh')modgq=g for unknown F,geR/3, where
| flh=2t and h'= (3‘1h) mod g. This problem can be formulated in such way.

Let @ ={F e R:|| F|l,=1]|| F |h=2t}. We must find a polynomial F € ® such that

Il (h"+h'"F)modq||,,=1. (1)
The complexity of solving the task by enumeration of all polynomials F e® requires

n
| D |= 4t (th operations. To reduce the complexity you can apply attacks under the general name

«meet in the middle». We describe the general scheme of conducting such attacks, based on the ide-
as of works [11,13,14].

We assign sets @y, D, < Z" such that each vector F e ® has a single representation in the form

F=FR+F,, where i e®;, F, e ®,, and a certain mapping D an —{0,3", where r<n.

The algorithm for solving the equation (1) relative to the unknown F  ® consists of two stages,
on the first of which the table is built, which consists of all pairs (h'F (modq), D(h'F (modq))), lo-
cated by non-growing integers corresponding to binary vectors D(h'F(modq)), where F € ®;.
Then, on the second stage, for each F, e ®,, the vector D(—h'—h'F,(modq)) is searched for
among the other pairs components that are in constructed table. The algorithm completes success-
fully in case of finding vectors F € ®;, F, € ®, such that D(h'F (modq)) = D(-h"—h'F,(mod q))
and || (h"+h'(F +F))modq||,,=1.

Note that in [9,11,13,14], for various variants of the NTRU cryptosystem, heuristic complexity
estimates of meet in the middle attacks are presented based on explicit or implicit assumptions re-
garding the mapping D and distribution of vectors in a table, that is constructed on the first stage.
Along with that, regardless of mapping D choice, the maximum complexity of the described algo-

rithm is limited below by the value | ® | +| D5 [> 2, /| @, || D, |, which, in its turn, is at leas

12
t2f[o]= 2”1[2J
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Thus, in order to ensure the resistance of cryptosystem «NTRU Prime IIT Ukraine», according to
the meet-in-the-middle attacks, values n and t are selected for the given security parameter k,

based on the condition
n Y2

Let's consider later the attacks in terms of their stability in the application of quantum algorithms
[8, 20-24], and first consider the attack “meet-in-the-middle”.

Let B — the set of Boolean polynomials of degree N . Also let B(d) — B subset, whose poly-

nomial has d coefficients 1, and N —d coefficients 0. T(d +,d —) — the set of polynomials, where

the number of coefficients 1 equals d +, and the number of coefficients —1 is equal d —, and the
others are 0.
The “meeting-in-the-middle” attack allows cryptanalyst under certain conditions to calculate the

user private key that is selected from space of 2N elements in time O(ZN/Z). The proposed attack

is implemented as follows [9]. The private keys space ( f :(1+ pF)mod q) f is divided into two

large parts f; || f,, where f; and f, have a length N /2 of d/2 units each, whereby the same
number of units is achieved by cyclic shift f when dividing into two parts. Under this condition,

based on (h = p(fq_l* g) mod q), when p = 2, the condition is fulfilled:

f-h=g(modq). (3)
Substituting instead of f its representation in the form f; || f, we have that

(11l f2)-h=g(moda). (4)
Comparison (4) can be presented in the form

fi-h=g-f,-h(modq). (5)

Finally, (5) can be presented in the form
(f1-h)j ={L0}—(f2-h);j(mod q)Vi. (6)

In fact for f the condition that half of the units fall into the first N /2 records can not be ful-
filled. As shown in [23], there is at least one torsion f that will satisfy this property, and as a pri-
vate key there will be any torsion f .

Under these conditions, the attack consists of the following steps.

1. A number K is determined that satisfies the condition

ko (N12 ,
“\dr2) ()

Next, the memory is allocated to 2K baskets for storing polynomials. Then the larger k will be
chosen, than the faster the algorithm will run, but more memory will be required.
2. N /2 zeros are added to the polynomial f; and their selection is carried out. Browsing will

N/2
take [d /2} steps. Each value f; is written to the basket in such way that the number of the basket

to which the polynomial will be placed is equal to the most significant bits of the first k coeffi-
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cients f-h=g(modq). We will mark each basket as label _ f; . In this case, in some baskets there

will be several values of the polynomials.
3. Then the polynomials f, are sorted in the same way and the baskets label _ f, are formed,

but zero bits are added to the beginning. The formed polynomial is placed in baskets whose number
is formed as follows — the most significant bits for the first k polynomial coefficients
—fy*h(modq), as well as the most significant bits for the first k polynomial coefficients
—fy*h(mod q) to each coefficient of which is added 1.

4. Inthe case if in the record f, a polynomial f; contains in the basket, it is considered a good
candidate for recovery f. The cryptanalyst calculates (f;|| fp)-h=g(modq). If it consists of
{0,1}, then the private key is found.

Thus, in an attack with the use of the method “meet-in-the-middle” type it is established that this
algorithm can always return the result, which is most likely a private key f , or a cyclic shift f .

According to [25], the temporal and spatial complexity of the “meet-in-the-middle” attack can be
estimated as

cR’5
O(T]KTJ' (8)

In general, (8) allows you to estimate the complexity of temporal and spatial attack on the algo-
rithm NTRU. The above ratio can be used to compare the complexity of the “full disclosure” attack
with attacks based on quantum algorithms.

Attack on the lattices
We note that this type of attack is implemented on ordinary computers, but in the future it can be
implemented on quantum computers.

For any he R/q we denote L(h) the lattice in the vector space R2"+1 generated by the rows of
the matrix

1 Oy b
0n><1 In H
0n><1 0n><1 qln

: 9)

where |, — the unit matrix of order n, H — nxn matrix, whose i -th row is equal to the vector of

polynomial coefficients (xih) mod(x" —x-1), ie0,n-1, h'= (3_1h) modq, 37! — the ofring R/q
element, reversed to 3:

3‘1=(5+q)/6, if g=1mod3; 3‘1=(5—q)/6, if g=-1mod3.

The following statement refines on (for the case of considered cryptosystem) the main result of
work [15].
Statement 1. If the vector (f =(1+3F)modq, g) is the cryptosystem secret key, which corre-

sponds to the public key h, then

(LF,g)eL(h) (10)
and
n-1 2 n-1 2 1/2
||(F,g)||2=(_20|5| +_zo|gi|J <n+2t. (12)
1= 1=

On the other hand, if the vector (F, g) satisfies (10) and has a length
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q-2
F, <—F—, 12
then with the help of the vector f =(1+3F)modq Yyou can recovery any input message m by
cryptogram ¢ = E;(m,r), supposing that m = (cf (mod g)) mod 3.
Proof. The first part of the statement follows directly from the above definitions.
To prove the second part we consider the cryptogram ¢ =(m-+rh)modq received as a result of

converting an input message me R/3 using the public key h and t-small polynomial r.
Based on condition (10), the equality (3g) modq = (fh)modq is valid. Note that f =0, because

q-5 S q-2
6 12(/n+/2t)
condition (12).

Using the estimate (|| uv ||,,< 2| u ||| v |l;) and formula (12), we obtain that

otherwise F =31, g=0 || (F,9) >

, because q > 48, which contradicts the

[[mf +3rg flo <l Ml +3(IMF [, +[ 79 llo) <1+6([ M2l F ll2 +1[ g ll2ll Fli2) <

<146(Imllz + Tl I1(F. 9) [2<1+6(Jn+V2) [ (F. 9) < a/2.
It follows that (cf ) mod g = (mf +3rg) mod q =mf +3rg, and therefore,

(cf (mod g)) mod3=(mf +3rg) mod3=(m(1+3F))mod3=m.

The statement is proven.

Thus, the task of recovery the cryptosystem secret key by its public key h is reduced to find a
sufficiently short vector (with the first coordinate equal to one) in the lattice L(h) . Taking the usual
heuristic assumption that the desired vector is the shortest non-zero vector of the lattice L(h), we

conclude that the secret key recovery is equivalent to solving the problem of the shortest vector
problem (SVP) for this lattice. Note that the latter problem is equivalent to finding vector which is

| H
closest to the vector (0y,,h") in the lattice generated by the rows of the matrix (On | J (closest
nx1 dln
vector problem (CVP)).
The inverse of a function E;, task or, equivalently, the recovery of the input message meR/3

by the output cryptogram ¢ =(m+rh)modq, where reR/3, ||r|j=2t, also reduces to the search
for the shortest (or short enough) vector of the lattice L(h,c) generated by the rows of the matrix

1 Oppec
0n><1 In H
Onsa Onsa Al
Both lattices L(h), L(h,c) have the same form and belong to the class of modular lattices.

Hybrid attack

It should be noted that this attack is now implemented on ordinary computers, but it is also pos-
sible to implement it in the future and on quantum ones.

A hybrid attack on the classic NTRU cryptosystem was proposed in [13] and was subsequently
researched in many publications. A certain result of these studies is the work [16], which shows that
the complexity estimates of the hybrid attack received earlier for different cryptosystems are very
inaccurate due to false assumptions and questionable heuristic considerations, that are used to ob-
tain these estimates.

Note that certain heuristic assumptions are also used in [16], so the question of well-grounded
estimates of the hybrid attack complexity is the subject of further researches.

10



ISSN 2519-2310 CS&CS, Issue 4(8) 2017

In relation to the cryptosystem under consideration, a hybrid attack is carried out in this
way [16].
Consider the lattice L(h) generated by the rows of the matrix (9), fix the number r e1,n—1 and

Hq

write the matrix H in the form H =[H j where H; and H, are integer matrixes of size rxn
2

and (n—r)xn, respectively. An arbitrary vector F € Z" will be written in the form F =(R,F),
where Fez", F, ez .

Note that the vector (1, F,g) belongs to the lattice L(h) if and only if there is a vector x e 2"
such that

1 Oix(n-r) N’
FLOrsa: Orx(n-r), H) == F2,X) | On—r)xt In—r ~ H2 |+ (L F2,0). (13)
Onxt  Onx(n-r) Qln
The last equality is equivalent to the vector Fy(Oy,q,0r«(n—r), H1) —(L F»,9) that belongs to a
lattice L, (h) generated by the rows of the matrix

1 le(n—r) h’
O(n—r)xl In_r Hy
Onxt Onx(n—r) Aln

According to [16], a hybrid attack depends on the parameters r,l,c_;,¢ and is aimed to finding
avector (1 F,F,,g) e L(h) that satisfies the following conditions:

(@) Fy is a small vector that has precisely 2c_; coordinates equal to —1, and 2c; coordinates,

that equal to 1;
(b) (F»,9) isasmall vector, that has an Euclidean norm | .

The attack consists of two stages, on the first — a reduced lattice L,(h) basis B constructed in
one way or another. Next, on the second stage, vectors of F, that satisfy the condition (a), by

which vectors (v,F,0) = NPB(Ifl) are calculated, where veZ and NPg(F) is a result of Babai
algorithm application to the vector F, = F1(Orx1,Orx(n—r), H1) and basis B of the lattice Ly (h).
Mentioned algorithm finds a “sufficiently short” vector € = NPg (Ifl) for which lfl —eel, provided

that the basis B is “sufficiently well” reduced [17].
From equation (13) and condition (b) it follows that the vector Ifl is close to the lattice L, (h), so

it is natural to look for the nearest to it vector of this lattice in the form Ifl— NPB(Ifl). In addition,
on the basis of equality (13), for any F ez" vector (1, F,F,,g) belongs to lattice L(g), if

NPB(Ifl) = (L F,,9) . Therefore, all that remains to be checked for a vector NPg(F;) on the second

stage of an attack is equality v =1 and condition (b).
In order to speed up the search for vectors in the second stage, the method of meet in the middle
is used: instead of the vectors F satisfying condition (a), small vectors f; of length r, each of

which have exactly c_; coordinates, that are equal to —1, and ¢; the coordinates, that are equal to 1,
are sorted. Each vector f; is stored in a hash table with addresses of a certain set A(f;), which de-
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pends only on the vector NPg(f;), where f; = f1(Ors1, Orx(n—ry, H1), and consists of some binary
vectors of length 2n—r+1. The set of addresses is constructed so, that A(f))NA(f)) =< if the

difference between vectors NPB(fl') and NPB(fl”) is a small vector.
Each time when in the search process it is performed repeatedly to the table at the same address,
that is, for some vectors f{, f{" that are enumerated, the condition A(f)A(f)=Q is fulfilled,

the vector (F,F,,q) is calculated, where F = f{+f", (v,F,0)= NPB(fl')+ NPB(fl') for which
the conditions (a) and (b) and equality v =1 are verified. Therefore, the attack ends successfully, if
there is a pair of small vectors fy, f;" satisfying the following conditions:

(a") each of the vectors f{, f" has exactly c_; coordinates equal to —1, and ¢; coordinates that
are equal to 1;

(b") the vector F = f+ ;" satisfies the condition (a);

(c') vector NPg(F) equals to NPB(fl')+ NPB(fl'), has the first coordinate v =1 and satisfies

the condition (b).
In [16] using heuristic considerations, the formula for the described second stage attack com-
plexity is obtained:

15 5 2 -1/2
| PIER) —m (( 0‘1]( C“]msq 1 (14)
Caleglr—c—-e)lilca & p
where
2n—-r-2
__2n—r+1 1 r 241 205
p= I:1‘[1 1_r-B(2n_r,1) a1z @t9) dtdz |, (15)
' 2 2
|S|I=2+2(n-t-1)pg, (16)
274 ) n—r n Yt
ps = Pnp r ’ (17)
(2c_1)1(2¢)(r —2c_q —2¢p) !\ 4t —4cy )| 2t
2n—-r-2
2n—-r+l1 /17
o= 1 |1-— e [ 2) 2 g, (18)
i1 r_B[Zn—r 1)
! 2 2
p=1-(1-ps)"". (19)

In formulas (15), (18) B(;,-) denotes the Euler beta-function, and the numbers r; are determined
by the formulas

n=¥,iel,2n—r+l, (20)

where
Ri(0)=q,if1<i<2n-r+1—u;

12
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u—(n-r)
R (6)=q20-Cn=r+l=m)D+ug 1 if on_r41-p<i<2n-r+1,

g=mini2n—r+1| =L 551,
Iogq5

It is recommended to use the following parameter values:

|c_1|=|ol|=[2r—‘n}, l:J%ﬁ@. 1)

To estimate the first stage of a hybrid attack (the construction of a reduced basis B of lattice L),
a traditional approach is used [18]. It is believed that the basis B is constructed using the Korkin-
Zolotarev block algorithm: BKZ 2.0 [19] (which is considered to be one of the best algorithms for
solving similar problems nowadays). The BKZ 2.0 algorithm depends on the natural parameters g

and m, which denote the so-called block length and the number of iterations respectively, and al-
lows to build the reduced Korkin-Zolotarev basis of a complete lattice of dimension 2n—r+1 by

oE(f,m,2n-r+1) operations, where

E(8,m,2n—r +1) =0,000784314,8% +0,3660785 + log((2n —r +1)m) + 0,875 (22)

(note that formula (22) is an empirical estimate based on the results of computational experi-
ments [18]).

The degree of the reduced basis quality, which is built using the algorithm, is the so-called root
Hermite factor: the number & >1 determined by the formula

1 n

- 2n-r+l _ 2n—r+l
I1by llo= 62" (det L(H,, h)) _ gon-raag

where by is the shortest vector in the built basis. [19] describes the BKZ 2.0 algorithm simulator,
which allows to calculate such values g and m by the input parameter ¢ >1, that application of

the BKZ 2.0 with these parameters to any input basis of the full lattice of the dimension 2n—r+1
leads to its reduced basis with the root factor of Hermite & .
The complexity T;(o,r) calculation of the hybrid attack first stage is carried out as follows:

1) using BKZ 2.0 algorithm simulator [19], find g and m by the input data 2n—r+1and & ;
2) put
T1(5, r) :2E(ﬂ,m,2n—r+l)’ (23)
where E(4,m,2n—r +1) is determined by the formula (22).
The total complexity of the hybrid attack is calculated by the formula
T(o,r)=Ty(0,r)+Ty(o,r); (24)
with this estimation of the cryptosystem stability in relation to this attack is the number
Tmin =min{T(0,r):0>Lreln-1}.
According to [16], to calculate the value T, 6, >1 should be found for each r €1,n—1 so that
T(S¢,r)=min{T(5,r):6 >1 and set Trin =MIN{T (S;,r):rel,n=1}. To find &, it can be applied
an iterative algorithm (dichotomy) as T;(J,r) is decreasing, and T,(J,r) — an increasing function
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of the parameter & >1: the desired value &, is approximately equal to the equation root
T1(8,r)=Ty(o,r1).
Thus, using the formulas (14), (23), (24), we can estimate the resistance of the considered cryp-

tosystem in relation to the hybrid attack. To ensure resistance at the k -th level it is sufficient to ful-
fill the condition

Zk < Thin - (25)

Sieving methods

Such attacks today are realized on ordinary computers, but in the future they may be implement-
ed on quantum computers.

In recent years, a number of algorithms for solving SVP and CVP problems with sieving meth-
ods have been proposed. The most effective of known algorithms have heuristic complexity

(3/ Z)N/ 240 ith N — oo, Where N — the dimension of the lattice, with the residual term 0(1)

that is positive [20, 21]. Since in our case N =2n+1, to ensure the resistance of the cryptosystem
relative to the attacks based on the sieving methods, it is sufficient to fulfill the condition

2K <(3/2)". (26)

7 Conclusions

1. An analysis of the requirements for post-quantum cryptographic transformations of asymmetric
encryption allows us to conclude that the basic, and unconditional requirement for cryptographic
transformation «NTRU Prime IIT Ukrainey, is the requirement of cryptographic stability regard-
ing known and potentially possible attacks. These attacks can be implemented using classical at-
tacks based on the use of classical computer systems and classical mathematical methods, as well
as on the basis of quantum computers and corresponding mathematical and programmatic meth-
ods.

2. Obviously, cryptographic asymmetric transformations should provide protection from both clas-
sical and quantum methods of cryptanalysis. The above should be taken into account, if possible,
in the construction and analysis of general-type post-quantum transformations, and the adoption
of their post-quantum standards of asymmetric cryptographic transformations.

3. In the cryptosystem «NTRU Prime IIT Ukraine» as the main cryptographic transformation, as in
NTRU Prime, unlike NTRU, the transformation is used in the finite field. The above makes it
impossible to conduct a series of potential attacks regarding the cryptographic system «NTRU
Prime IIT Ukraine» and eliminates the potential weaknesses present in the NTRU cryptosystem.
They are mainly related to the existence of non-trivial subfields or factor rings of the factor
(truncated) polynomials ring.

4. In the cryptosystem «NTRU Prime IIT Ukraine» polynomials F and r are arbitrary t-small,
they have 2t non-zero coefficients (+1, —1), whereas in NTRU, each of these polynomials has
exactly t nonzero coefficients equal to 1 and —1 respectively. The same is true for the polyno-
mial g used in the cryptosystem «NTRU Prime IIT Ukraine», which is an arbitrary small poly-
nomial with 2t nonzero coefficients (+1, —1). Specified allows to expand the size of the key
space in comparison with NTRU without losing the efficiency of algorithms implementation for
the keys formation and implementation of encryption and decryption algorithms.

5. To ensure the stability of the cryptosystem relative to the attack with a known open message,

which is based on the overview of the vectors b e{O,l}'2, the value I, (taking into account the

quantum algorithms of overview) should be at least 2k, where k — the security parameter. In
this case, the length of the initial state of the gamma generator used to obtain the vector b must
be at least 2k +64 bits.
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6. For the «NTRU Prime IIT Ukraine» cryptosystem, the most effective of known potential attacks,
it is necessary to justify the choice of parameters n, t,and g depending on the security parame-

ter k. It is necessary to ensure that the following conditions are met:
a) choose a simple number n in such a way that it satisfies the inequality (26);
b) for a given n choice, if it exists, a natural t, that satisfies the inequalities (2);

¢) for the given n and t choose a prime ¢ >48t+3 such, that the polynomial x" —x—1
was irreducible over the field Z, and the condition (25) was fulfilled.

7. An adequate condition for the cryptographic stability of the «NTRU Prime IIT Ukraine» crypto-
graphic transformation with the given three parameters (n,t,q) is the unconditional fulfillment

of the condition (25).
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Abstract: The method of correction of single errors in the residue class (RC) is considered in this article. The results
of analysis of arithmetic code correcting possibilities showed high efficiency of the use of position-independent code
structures in RC, due to the presence in the non-position code structure of primary and secondary redundancy. Ex-
amples of correction of the data single errors witch presented by the code of RC are made in the article.

Keywords: non-positional code structure, residue classes, positional numeral systems, minimum code distance, er-
ror-control coding, data diagnosing and correction.

1 Introduction

In general, in order to verify, diagnose and correct errors a code structure requires a certain error-
correcting capability. In this case, code is required to be introduced to data duplication, i.e. infor-
mation redundancy should be implemented. All of the above fully refers to a non-positional code
structure (NCS) in residue classes (RC) [1-3].

For each random RC the amount of redundancy R=M,/M uniquely determines correction ca-
pability of a non-positional error-correcting code. Error correcting codes in RC can have any given
values of minimum code distance (MCD) d &, which depends on the value of redundancy R . The
acquainted theorem [1] establishes a link between error-correcting code redundancy R, the value of
MCD d{, and the amount of RC check bases k.

(RC)

Error-correcting code has MCD values d in case when the degree of redundancy R is not

4(Re)_1

min

less than the product d®<) —1 of RC bases. On the one hand we get R > H m, , but on the other

min
i=1

n+k n Kk
hand R=M,/M = Hmi /Hmi = Hmn+i . In this case, it’s correct to state that d{&) —1=k, or
i=1 i=1 i=1

4O =k +1. (1)

min

There are two approaches to solve the problem of providing NCS with all required error-
correcting properties in RC.

The first approach. If the requirements for error-correcting properties of NCS are known, for ex-
ample, depending on amount of errors being detected t,, or corrected t,, required information

redundancy R should be introduced, using the amount of k or the value {m,_, } of check bases.
Redundancy R determines minimum code distance d‘*) of NCS in RC.

min
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Then, according to the error-control coding (ECC) theory for an ordered (m. <m, ;) RC we have
that

ter, <dpin” —1, 2)
tdet. < k ’ (3)

(RC) _
tcor. < |:dmm—21:| ! (4)
L < H (5)

The second approach. For a given NCS A, =(a,|la, ||...llallalla.l.-lla,l--la,.) (fora

given value k) its error-correcting capabilities (determined by the d*® value) of RC code are de-
fined by the expressions (3) and (5).
Note that, if an ordered RC is extended by adding k check bases to n information modules, then

MCD d & of the error-correcting code is increased by the value k (see expression (1)).

min
The values of d® can be also increased by decreasing the number n of information bases, i.e.

by transitioning to less accurate calculations. It’s clear that in RC between error-correcting R prop-
erties of error-control codes and calculation accuracy W inverse proportion exists. The same
computer can perform arithmetical calculations or any other math operations both with high W ac-
curacy but a low error-correcting R capability and with lower W accuracy, but with a higher capa-
bility R of error detection and correction in order to verify, diagnose and correct data faults, as well
as to demonstrate higher data processing performance (the time to execute basic operations is in-
versely proportional to n information bases in RC) [2, 4, 5].

2 The main part

Now we’ll analyze the process of single-error correcting data capability in RC given the minimal

information redundancy by introduction of a single (k =1) check base. In this case, according to the
error control coding theory in RC [1, 2], MCD is equal to the value d®® =k +1. If k =1, then
MCD is d*® =2 which, as according to the general error control coding theory, ensures any sin-
gle-error detection (an error in one of the residues a, (i=1,n+1)) in NCS.

In general, just as in the positional numeral system (PNS), the process of data error correction in
RC consists of three stages. The first stage — data checking (correctness or incorrectness verification

of the initial number A..). On the second stage diagnosing the false ARC number (detection of a
single corrupted residue & of the number ARC to the base m, in RC). And, finally, on the third

stage correcting the invalid residue & to its true value a, of the number, i.e. correcting false A,

number (getting the correct number A.. = Aor. ).

The degree of information redundancy R (code error-correcting property) is estimated by the
value of MCD d, ™. As previously noted, the value of MCD is defined by the ratio
d®) =k +1, where k is the amount of check bases in an ordered RC.

Let’s start with the NCS A =(a, ||la, ||...la,llalla,.ll--lla,l.-lla,) in RC having a mini-
mal (k =1) additional information redundancy. In this situation it’s considered that d{%) = 2.

According to the error control coding theory in PNS if the minimum code distance is granted to
be d{™) =2 a single error in a code structure is ensured to be detected. In PNS a single error is

min

n-+k
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understood as a corruption of a single information bit, for instance 0 —1 or 1— 0. In order to cor-
rect this single error it’s required to ensure the condition, when d "™ =3,

min

Contrary to PNS, a single error in RC is understood as a corruption of a single residue a, modu-
lo m,. Inasmuch as the residue a, of the number A, =(a |la,|..lla_ll&alla.ll--la,la.;)
modulo m. contains z :{[Iogz(mi —1)]+1} binary bits, then it’s formally correct to be considered

that if d =2 (k =1) is within limits of a single residue a,, an error cluster can be detected in

min
RC, with its length not exceeding z binary bits. However in RC, as it is shown in literature [1, 2, 5],
there are some cases when a single errors can be corrected while d®¢) =2

In the light of specific features and properties of NCS representation in RC an error-correcting
capability given d*® =2 can be explained in the following manner.

1. A single error in PNS and in RC are different concepts, as it was shown before. With that be-
ing said, MCD d®™ for PNS and d** for RC has different meaning and measure.

min min

2. Existing (implicitly) intrinsic (natural, primal) information redundancy in NCS, being stored
in residues {a,} due to their forming procedure, has a positive effect (from the perspective of in-

creasing data jam-resistance, transfer and processing reliability) that kKicks in only with the presence
of a subsidiary (artificial, secondary) information redundancy. An artificial information redundancy
in NCS is being introduced by using (additionally to n information bases) k check bases in RC. A
distinguishing feature of RC is its significant display of the intrinsic information redundancy only if
the subsidiary one is also present, due to introduction of check bases.

3. As shown in [1,2,5], error control code in RC with mutually prime bases has the MCD value
of d*) only if the information redundancy level is not less than the product of any d*) —1 bases

of a given RC.
The availability and interaction of primary and secondary redundancies during the subsidiary

tests (time redundancy usage) of error-correcting process, which may provide a single-error error-
correcting capability in RC, while d®®) =2 (given k =1).

Indeed, according to the expressions (3) and (5) for an ordered RC following conclusions can be
made: with a single (k=1) check base m in RC, the NCS

A= lla,|l.-lla_llalla,ll--lla,lla,,) can have several values of d®®. In this case, it de-

pends on the value of check residue m,_,. If, for every different RC modulus condition m, <m, ,

n+1

(RC)
min

(i =1,n) is met, then conclusion can be made that d*® =2, as according to the expression (1), and

t,, =1, according to the expression (2). If the condition m;-m; <m_, (i, j=1,_n; I #])is met
across the totality of {m} information bases for a random modulus pair, then d{*® =3 and
te =2.

Thus, for the NCS in RC given k =1, the MCD d® can vary, depending on the value of RC
check base m_ . Assume, RC is given information bases m; =3, m,=4, m;=5, m,=7 and
moreover m, =m,_, =m, =11. In this case error verification of any single corrupted NCS residue
can be ensured.

Assume, for example, m, =m_,, =61. Ad hoc, we’ll draw up a Table 1, mapping information

bases to check bases. As Table 1 shows, number representation specificity in RC in some cases al-
lows not only to detect an error, but to find a place of its occurrence with the use of a single check
base, which would be impossible to do in the PNS, utilizing existing methods of detecting and cor-
recting errors.

Let’s assume, that in the corrupted (A> M ) number A= (alla, |- Nea s lla lla - lla, |la,..)
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the error & = (a, + Aa,) modm. is verified to be present in the residue a, modulo m..

Table 1 — Research results of error-correcting capabilities of error control codes in RC (1 =1)

3
m =m,,,=ms=61; dii” =k +1=2, [ m <m,. aml\élj:fof aml\(;ljr)l(fof
= detec- correc-
RC information bases K e . 4RO _ 1 table data | table data
m, =3|m,—4|m,=5[m, =7 g L S My min err;ré in err;ré in
+ — — — 3<61 1 2 1 0
— + — - 4 <61 1 2 1 0
— — + — 5<61 1 2 1 0
— — — + 7<61 1 2 1 0
+ + — — 3-4=12<61 2 3 2 1
+ — + — 3-5=15<61 2 3 2 1
+ — — + 3-7=21<61 2 3 2 1
_ + + - 4.5=20<61 2 3 2 1
- + — + 4.7=28<61 2 3 2 1
— - + + 5.7=35<61 2 3 2 1
+ + + - | 3-4.5=60<61 | 3 4 3 2

We’ll take a look at the ratio, which makes it possible to correct an error in a given
due & [1].
It’s clear that:
A=(A+AAd)mod M,. (6)
Basing on that the error magnitude can be equated to AA=(0]|0]|...||0|| A&, ||O]|...||0]|0), then
the correct (A< M) number A can be expressed as follows:
A=(A-Mymod M, =[(a, | a, |.. | a1 11 || @y || [l @, | @1) = (0] O]]... | O] A [[O]]...
- 10110) Jmod M, =[a, | a, ... |3, || (& — Aa,)ymodm ||a., ||..|| &, [| &, ,]mod M,
We’ll quantify the value of A. Inasmuch number A is correct, i.e. is contained in numerical in-
terval [0, M), then the following inequality will be fulfilled:
A=(A4-Ad)mod My <M . @)

Basing on the value of the error AA is equal to A4 = Ag, - B;, then the inequality (7) will be ex-
pressed as:
A—Aa -B —r-M,<M or
A-Aa -B -r-M,<M,/m_ ,(r=12,3,..),
A—(&-2a)-B—r-My<M,/m_,,
A—(a,—-&)-B-r-M,<M,/m_,, (8)
(a— &)-B <My/m,, —A+r-M,,

~

a—-&<(M,/m_)/B—A/B+r-M,/B,

a&+(M,/m _)/B —A/B+r-M,/B,.

n+1

a <

Since the orthogonal base of RC module m; takes the form of B, =m,-M,/m,, then the expres-
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sion (8) shows up as:
a<&+(m+r-m-m )/(M-m_)-A/B or

n+1 n+1) - A/ Bi . (9)

a <& +m(l+r-m,)/ (M -m

Inasmuch as the value of the residue a, is a natural number, then the value of
m,(1+r-m_,)/(m-m_,)—A/B,, as shown in the expression (9), should be an integer. Thus, taking
an integral part of the last ratio, the formula for correcting error in the residue & of the number A
will be:

a = (& +[m;-(1+7r-m,)/ (M -m,,)—A/B)modm]. (10)

We’ll have a look at the examples of error correction in RC.
Example Nel. Perform data verification of the number A.. =(0||0]|0]|0||5) and correct it if re-
quired, when RC was given information m, =3, m, =4, m,=5, m; =7 and check m, =m, =11

n 4
bases. Thereby, M =]]m =]]m =420 and M,=M-m,_, =420-11=4620. Orthogonal RC
i=1

i=1
bases B, (i =1,n+1) are shown in Table 2.
I. Data verification of A.. =(0||0]|0]|0||5). According to the control procedure [1] the value

will be defined as:
Table 2 — Orthogonal RC bases B, (I =1)

B, = (L]0][0|0]0)=1540, m, =1
B, = (0|10]|0[]0) = 3465, m, =3
B, = (0]|0]11][0][0) = 3696, m, =4
B,=(0]/0||0]1]|0) =2640, m,=4
B, = (0]|0]|0][0][) =2520, m, =6

n+1 5
Ao :(Zai-Bijmod MO:(Zai-Bijmod M,=(a-B,+a,-B,+a,-B, +

i=1 i=1
a,-B,+a;-B;)modM, =(0-1540+0-3465+0- 3696 + 0- 2640+ 5- 2520) mod 4620 =
= (5-2520) mod 4620 =12600(mod 4620) = 3360 > 420.

Thus, in the process of data verification it was evaluated, that A.,. =3360> M =420. In this
case, with the possibility of only single errors appearing, conclusion is made that the number in
question A, =(0]/0]|0]|0]|5) is incorrect (3360 > M =420).

In order to correct the number Amo =(0||O||O]|O]|5) data is required to be verified first, i.e. cor-
rupted residue &, has to be detected. Once done, the true value of the residue a, modulo m;, needs
to be defined, whereupon the corrupted residue &; should be corrected.

I1. Data diagnosing of Amo =(0]|0]|0]|O]|5). According to the mapping method [1,2], possible

projections Aj of the number AS%O =(0||O]|O]|O]5) are:
A =(0]|0]|0]|5), A, =(0[0]|0]|5), A,=(0[0]0]5),
A, =(0]|0]|0]|5) and A =(0]|0]|0]|0).

Computational formula for the values Aj ons OF PNS number projections is written as [1]:

21



ISSN 2519-2310 CS&CS, Issue 4(8) 2017

Ans =| D 3 -B; [modM, =(a,-B,;+a, B, +...+a,-B;)mod M ,.
i=1;
j=1,n+1.

(11)

According to the expression (11) we’ll compute all the values of AJ. ons - ONce done, we will
make (n+1) comparison of the AjPNS numbers to the number M =M, /m_,,. If there are any
numbers not being contained in the informational numeric interval [0, M), which contains k cor-
rect numbers (i.e. /X > M), among /31 projections, then conclusion is made that these k residues of

the number A are not corrupted. Only the residues among the rest [(n+1) —k] number A, resi-
dues can be false.
The set of the active quotient residues for a given RC and the totality of the quotient B; orthog-

onal bases are shown in Table 3 and Table 4 respectively.

Table 3 — Set of the active quotient RC residues (1 =1)

Table 4 — The totality of the quotient orthogonal RC bases B; (I =1)

j ' m, m, m, m, M,
1 4 5 7 11 1540
2 3 5 7 11 1155
3 3 4 7 11 924
4 3 4 5 11 660
5 3 4 5 7 420

By | 1 2 3 4
j
1 385 616 | 1100 | 980
2 385 231 330 210
3 616 693 792 672
4 220 165 396 540
5 280 105 336 120

Now then (Table 4):

4
Apns = (Zai ) Bil] modM, =(a, -B; +a, B, +a;-B; +a,-B, )mod M, =

i=1
=(0-385+0-616+0-1100-+5-980) mod1540 = 280 < 420.
Arriving at conclusion, that the residue a, of the number A is possibly a corrupted residue & ;
- 4
Aopns = (Zai ) Bizijd M,=(a-B,+a, By, +a, By, +a,-B,)mod M, =

i=1
=(0-385+0-231+0-330+5-210) mod1155 =1050 > 420.
Hence, the residue a, is ensured being not corrupted;
- 4
ASPNS = [Zai : Bisijd M3 = (a'l : Bls +a,- st +a;- B33 +a,- B43) mod Ma =

i=1
=(0-616+0-693+0-792+5-672) mod 924 =588 > 420.
Deduced, the residue a, is ensured being not corrupted;
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A4PNS (Za B|4Jm0d M,=(a,-By, +a, B, +a;-B; +a,-B,)modM, =
=)

=(0-220+0-165+0-369 +5-540) mod 660 = 60 < 420.
Conclusion: the residue a, modulo m, of the number /1 Is possibly a corrupted residue @, ;

Ao = (Za BISJmodM Since M, =M =420,

=1
the residue a; of the check module m, =m, will be always among the totality of possibly corrupted

residues & of RC number.

Overall conclusion. During data diagnosing of A=(0]/0]|0]|0]|5) in NCS, the residues a,=0
and a, =0 were ensured not being corrupted. The residues to the bases m,, m, and m, might be
corrupted, i.e. the residues @ =0, a, =0 and & . In this case it’s required to correct the resi-
dues &, a, and a;.

I11. Correcting data errors /13360 =(0]|0]|0]|0]|5). According to the acquainted [1] expression:

a :(a +{mi A rmy,) —EADmod m,, (12)

U m,,, -m

n+1 i i

we will correct possibly &, a, and &, corrupted residues a,, a, and a,, where r=1,2,3,.
It turns out that:
a =g+ ml.(1+r-_mn+1)_ﬁ mod m, = 0{3.(1”-11)_3360} mod3 =
m.,,-m B 11-1 1540

n+1 1

=(0+[3,27-2,18])mod 3= (0+[1,09]) mod3=(0+1)mod3=1,;

a,=|a,+ m4-(1+r-_mn+1)_ﬁ modm, = OJ{E—@} mod7 =
m.-m B 11-4 2640

n+1 4

=(0+[1,9-1,27])mod 7 =(0+[0,63])mod 7 =(0+0)mod 7 =0;
asz[é { o Hrem ) ADmodmn+l=(5+Fl'(l+ll)—3360Dmod11=

° m. -m ., : 11-6 2520
=(5+[2-1,3])mod11l=(5+][0,7])mod11l=(5+0)mod5=0.

With accordance to the computed residues a, =1, a, =0 and a; =0 we are correcting (recover-
ing) the corrupted number Asseo =(0||0||O]|O||5), i.e. the corrected number becomes
A..=(lo]o]o]5).

To validate corrected data, as according to the acquainted [1] expression, we’ll define the value
of the number A, =(1||0]|0]|0||5) in the following way (see Table 2):

n+l

A, ons = (Za BjmodM =(a-B,+a,-B,+a,-B,+a,-B, +a,-B,)mod M, =
=1

=(1-1540+0-3465+0-3696 +0- 2640 +5- 2520) mod 4620 = 14140(mod 4620) = 280.
Thus 280 < M =420, the number AZBO =()|0|0||0||I5) is correct.
In order to validate correctness of the number A, we’ll make a computation and comparison of
the wvalues to the correct residues a,=0 and a,=0. In this case they are

a,=| 0+ 4-(L+11) 3360 1) 044 -0 and a, = 0+[5'(1+11)—3360} mod5=0. The result-
11-3 3465 11-4 3696
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ed computations a, =0 and a, =0 of the residues modulo m, and m, in RC verified correctness of
the corrupted number &360 =(0||O||O|O|5). Thus, the original number AQC =(0||O|O|O5) is
corrupted A, wherein the single error Aa, =1 occurred modulo m, . This error made the correct
number A, being corrupted A, .

In order to verify if the correct number A, is true, subsidiary tests on the process of corruption
and correction of the number A, modulo m, =3 are required. The amount of possible N.. incor-
rect (corrupted) ARC codewords (if only a single error occurred) for each correct A.. number are

Nee =nz+l:mi -(n+1).
i=1

Test results have shown that corruption of the residue a, modulo m, =3 of the correct number
A, can produce only two incorrect numbers: A, =(0]/0]|0]0]|5) and A,,, =(2]/0[0]0]|5).
This points to the fact that the corrected number A, = Ag, =(1]|0]|0]|0]|5) is both correct (is con-
tained in the interval [0, 420)) and true.

The trueness of the resulted number A, = (i|| 0]/01|0|I5) is confirmed by the fact that the sin-
gle  error Aa, =2 to the base m =3  converts (A= (A+AA)mod M, =
:(1||O||O||O||5)+(2||O||O||O||O):[(1+2)mod3||0||0||0||5]:(6||0||O||0||5)) this number to the
unique incorrect number A, =(0||0]|0]0||5).

Example Ne2. Assume, the correct number is A, =(1]|0||0||0]|5) and assume that
Aa, =1. In this case A=(A+AA)mod M, =(1][0]|0]0]|5) +(1]0]|0|0]|0) =
=[(@+2)mod3]|0]|0]|0||5]=(2]|0]|0||0]|5). This RC number is relevant to the number 1820 in
PNS, i.e. the number A, is incorrect. We’ll correct the number A,,, NOW.

Data diagnosing should be made ahead of correcting the number A, . To do this we’ll map pro-
jections A (] =1, 5) of the number A =(2]10]10]/0]|5) first. Resulted RC code structures are:
A =([0]0]5), A =(2]l0]|0]|5), A =(2]|0[[0]/5), A,=(2]|0]|0]|5) and A =(2]|0]|0]|0).

All the projections of A, are:

A\ = (5-980) mod 1540 = 280 < 420 = M ;

A, o = (2-385+5-231) mod1155 = 1925(mod 1155) =770>420=M ;
A, = (2-616+5-672)mod 924 = 4592(mod 924) =896 > 420 =M ;
A, s = (2-220+5-540) mod 660 = 3140(mod 660) =500 > 420 =M ;

A.ops = 2-280(mod 420) = 560(mod420) =140 <420 =M .

Inasmuch as A, Apys and A, >420, the conclusion is made that the residues a, =0,

a,=0 and a, =0 of the number Aa. =(2]/0]|0||0]|5) are not corrupted. Only the residues a, and

a, can be corrupted & =2 and &, =5.
We obtain, that:

a=|a+ ml'(lﬂ'_m”*l)—ﬁ modm,= 2{3'(“11)—1820} mod 3=
m_,-m, B, 11-1 1540

— (2+[3,27-1,18])mod 3 = (2 +[2,09]) mod 3 = (2 +2) mod 3 = 4(mod 3) = 1.

Hence, the corrected residue modulo m, is a, =1. In a like manner the residue a; =5.
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Applying the results a, anda, the corrupted number A,  =(2]/0]/0]/0]|5) is corrected. As a fi-
nal result the corrected number is A, =(1]/0]/0||0]5).

Example Ne3. Performing verification of the number A.. =(0]/0||0]|2]|1). In case corruption

was detected, data diagnosing and correction should be made.
I. Data checking of A,. =(0||0]|0]|2]|1). According to the acquainted control procedure A,

will be calculated using expression:

n+1

Ao = (Zai : Bijmod M, = (0-1540+0- 3465+ 0-3696 + 2 - 2640 +1- 2520) mod 4620 =

i=1
= 7800(mod 4620) = 3180 > 420. This number is incorrect A, .

Il Data diagnosing of Ay, =(00]/0]|2]|2). All possible projections A, of the number A,
are: A =(0]0[12]11),, A, =(0[|0[[2]|2), A, =(0]l0[|0]|1) and A;=(0[|0]0|2).

Calculating the values of all of five projections Aj in PNS:

A1Rc = (0 o2 1) = A1PNS = (al'Bll +ay By +ay By + a4'B41) mod M, =
=(0-385+0-616 + 21100 +1.:980) mod 1540 =100 < M =420;
Popc = (0 1012 ”1) = Appns = (@' By, +ay'By, +ay By, +a, By, ) mod M, =
=(0-385+0-231+2-330 +1:210) mod 1155 =870 > M =420,
A3Rc = (0 1012 ”1) = AspNs =(ay By +ay By + ay By, + a, B, ) mod M, =
=(0-616+ 0693+ 2792 +1.:672) mod 924 =418 < M = 420;
A4RC =(0]0f[0f1Y) = A4PNS = (B, +a, By, +ayBy, +a, B, )mod M, =
=(0-220 + 0165+ 2-396 + 1:540) mod 660 = 540 > M = 420;
Asec =(01[0]10112) = Asprs = (a'Bis + ayBys + ag-Bys + a,°By) mod M =
= (0-280+ 0105+ 2-336 +1:120) mod 420 = 240 < M =420.

The calculations of the AJ. ons Values and comparing them to the verification interval [0,420)
range of correct RC numbers A, resulted in following. The totality of the residues a, =0 and
a, =0 is correct (residues are not being corrupted), while the residues & =0, a,=0 and a, =1 of
the incorrect number Amo =(0]|0]|0]|2]|2) might be incorrect (could have been corrupted).

I11. Correcting possibly corrupted residues a,, &, and &, of the number A, .

Possibly corrupted residues &, =0, a, =0 and &, =1 required to be corrected using expression

a :(éi +{m‘ (drrem,.,) —EADmodmi.

My, M i
Then:
" z(gi{ml.(ur-_mw) _ADmodml :[0{3.(1”.11) _3180Dm0d3:
m,., - M, B, 11-1 1540
=(0+[3,27-2,06])mod3=(0+[1,21])mod3=(0+1)mod3=1.
Hence, a, =1.

For the value &, itis:
o=+ m3~(1+r-_mn+1)_ﬁ modm, = O+[5~(1+r~11)_3180} rod5—
M, - M B, 11-4 3696
=(0+[1,36-0,86])mod5 = (0-+[0,5])mod5=(0+0)mod5=0.

n+l
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In this case a, =0.
For the residue &, value is:

{m (L+r- mm) 5} modm5=[1+[ll'(1”'1l)—3180Dmod11=
m,., - B, 11-6 2520
=(1+[2-1, 26])mod 11=(1+[0,74])mod11=(1+0)mod 11=1.
Obtaining that a, =1.
Using the calculated values a, =1, a,=0 and a, =1 of the recovered residues the corrupted

number A?C:(O||0||O||2||1) can be corrected, becoming A, =(1]|0]/0]2]|1). Verified by
100 < 420.

3 Conclusions of research

Contrary to PNS (positional numeral system), arithmetic RC (residue class) codes feature addi-
tional correcting properties. Thus, NCS (non-positional code structure) involves both intrinsic and
subsidiary information redundancies, that in some cases results in allowing to correct single errors

in RC, while MCD is d®® =2. However, correcting single errors requires performing subsidiary

min
tests of data checking, i.e. time redundancy usage, additionally to information redundancy. Exam-
ples of specific implementation of a single error correcting procedures were introduced, that prove
reviewed method is possible to be implemented in order to correct data errors in RC.
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Tloctynuna exabps 2017

Annomayun: Paccmompervl mexHono2uu GOpMuUpOSanus CUeHAI08, UCNOIbIYEMbIX 8 CUCIEMAX C8A3U U MENEeKOMMYHUKA-
Yutl, a maxace NPUBOOUMCS KpAMKULL AHAIU3 NEPCHEKMUBHBIX MEXHONIO2UL, KOMOPble MO2Ym HAUmu npumeHeHue 6 becnpo-
BOOHbBIX CUCMEMAX C6:3U UUPOKONOA0CH020 docmyna. Tlokazano, umo wupoko ucnonvzyemas cxema mooyisyuu OFDM 06-
aaoaem psaooOM HeOOCMAMKO8, KOMOpble MO2YMm NPUSECHU K CHUMCEHUI0 nokasamenei s¢ggexmusnocmu cucmem. Ilpeo-
CMAsenbl albMepHAMUEHbIe MEXHON02UU YOpMUposanus cuenanos, 6 ywacmmocmu, mexronoeus W-OFDM, nozsonsowue
yempanums uzeecmuvle Heoocmamxu mexnonozuu OFDM.

Knroueevie cnosa: MHOMCECMBEHHbLI OOCHIYN, COMOBASL C653b, YACMONHOE PA30eNeHUe, NOMEXOYCMOUUUBOCMb, UHmMepQe-
peHyus, OKOHHAA 00padomKa, NUK-Gaxmop, MoOyIAYUs.

1 BBenenue

CoBpemeHHbIE OECPOBOJIHBIE CUCTEMbl (HAPUMEpP, CIYTHUKOBBIE CHUCTEMBI CBSI3U, CHCTEMBI
MOOMIIBHOM Tene(OHHOH CBS3U U Ap.), OTHOCATCS K MHOTOIIOJIb30BaTeNILCKUM cucteMam. [Ipu mpo-
eKTUPOBAHUU TAKUX CHUCTEM OCHOBHOI MpoOsieMOi sIBiIseTCsl BBIOOP HEOOXOIMMOro criocoba MHO-
KECTBEHHOI'O JIOCTYyIa, T. € BO3MOKHOCTH OJITHOBPEMEHHOT'O MCIIOJIb30BaHUsI MHOTUMU a0OHEHTaMU
JAHHOM CUCTEMBI KaHaja CBSI3M C MUHMMAaJIbHbIM B3aUMHBIM BIUsiHUEM [ 1,2].

IupoKOIoNIOCHBIE CUTHAJIBI aKTUBHO HCHOJB3YIOTCS B COBPEMEHHBIX BBICOKOCKOPOCTHBIX CH-
cTeMax cOToBOH cBsi3u cranAapToB WiMax, Mobile WiMax, MBWA, 6ecripoBOAHBIX AUCKPETHBIX
KOMMYHHKAIMOHHBIX cucteMax, Harpumep LTE u Wi-Fi, npu nepeagaue undpopmanuu nuudpoBoro
tenesuaeHus (DVB-T) u panuo (DRM, DAB), B cucremax paauonokanuu u T.1. VMcnonb3oBaHue
CUTHAJOB C OpPTOTOHAJIbHBIM YaCTOTHBIM pa3/IeJIeHUEM KaHaJIOB M MYJIbTUIUIEKCHPOBAaHUEM
(Orthogonal frequency — division multiplexing, oaree - OFDM), B ToM 4rciie B yKa3aHHBIX CHUCTE-
Max nepeaayu MHGOpMaIuu, MO3BOJSET MOBBICUTh HE TOJIBKO MH(OPMALMOHHYIO €MKOCTh CHCTe-
MBI B YCIIOBUSIX MHOTOJIYY€BOI'O PACIIPOCTPAHEHUS MPU OTPAHUYECHHON MOJI0CE MPOIYCKaHUsl, HO U
CKOpPOCTh IIpHEMa-Nepejaul JIaHHbIX, TPUOIN3UB €€ K MPOIMYCKHOW CIIOCOOHOCTH KaHalla, yBelU-
YUTh CKPBITHOCTb NE€PEJavYH U MOMEXO0YCTONYMBOCTh CUCTEMBI.

B nacrosiiiee BpeMs U1yT HHTEHCUBHbBIE ITPOLIECCHI PA3BUTHSI, UCCIIEIOBAHUS U CTaHAApTU3ALUU
TEXHOJIOTUH IS TISITOTO TIOKOJICHHsI ceTeil coToBoi cBs3M (manee 5G). [Ipu sTom, Hanbonee mpuo-
PUTETHBIMU 33/1a4aMH JaHHOTO HAIPaBJIEHUS! padOT CUMTAIOTCSA: JOCTH)KEHHE MaKCUMAaJIbHON CKO-
pocTH nepenaun AaHHBIX (10 20 ['6uT/cek); obecrneueHne IIOTHOCTH MOIb30BATENbCKUX YCTPOMCTB
(mo 10° yCTpOI?ICTB/KMZ); MIPEI0CTaBICHUE TTOJIH30BATEIISIM CEPBUCOB CBEPXHAIEKHON KOMMYHHKA-
un ¢ manoit 3aaepxxkoit (URLLC) (3amepkka nepenayun JaHHbIX - He Oonee | ms) [3,4]. B kaue-
CTBE BO3MOYKHBIX PELICHUM ISl JOCTHXKEHHS BBILICYKAa3aHHBIX XapaKTepUCTUK s ceteil 5G pac-
CMaTPHUBAIOTCS: - UCMOJIB30BAHUE CIIEKTPAa B MUJLJTUMETPOBOM JAHana3zoHe [5]; - HOBbIE BUIbI MOJY-
JSIUUU CUTHAJIOB U METOJIbI KOJIMPOBAHMUSI; - METOJIbl MHOXKECTBEHHOI'O JIOCTYTIA; - YCOBEPILIEHCTBO-
BAaHHbIE TEXHOJOTUU CUHTE3a apXUTEKTYpbl aHTEHH M ceTel [5-6]. Ilomrmo 3TOrO, 3aCiay’KMBAIOT
CamMoro IpUCTaIbHOIO BHUMAaHUS MCCIEI0BaHUs, MPOBOJMMBIE B paMKax CIEAYIOLIUX HarpasJie-
HUM:
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- OPTOrOHAJILHOE MYJIbTUIUIEKCHPOBAHHE C YACTOTHBIM Pa3JIeIEHUEM KaHAJIOB C (QHIBTPOBAHU-
em (F-OFDM) [7-9];

- TEXHOJIOTUS IIPOCTPAHCTBEHHOTO KoaupoBanus curiaina (MIMO) [10];

- obmaunbie cetu paguocsssu (CRAN) [11];

- TEXHOJIOTMH OPTOTOHAIBHOTO YaCTOTHOTO pasjeiicHus KaHajioB ¢ kogupoBanueM (C-OFDM)
[12] u p.

2 lMpuauunsl Texnoaorun OFDM

Pa3BuTHe TexHONOTHIA OECIIPOBOJHBIX KOMMYHHKAIIUN MMOCTOSSHHO (DOPMHPOBAIOCH HA OCHOBE
uccienoBanuii ¢opM curuanoB. B kauecTBe mpuMepa MOKHO IMIPUBECTU YCIIEX YETBEPTOrO MOKOJIe-
Hus (4G) cBsA3H, KOTOPBI 0azupyercs, B TOM YHCIe, Ha UCIOJIb30BAaHUH CXEMbI IU(POBOM MO SI-
muu OFDM.

OcHoBHas unes OFDM cocTouT B TOM, YTO JUIsl JOCTH>KEHUS BBICOKOW CKOpPOCTHU IE€pelladu, B
YacTOTHOW OO0JIacTU MpPUMEHSIETCS JeJIeHHEe IMOJHOIO JAMana3oHa 4YacTOT CHUTHalla Ha HEKOTOpoe
YHCJIO HENEPEKPHIBAIOIINXCSA YAaCTOTHBIX MOAKAHAJIOB ¢ MEHbIIMMU cKopocTsaMu. [Ipu sToM Kax-
Il MoAKaHa (MOJHECYIasi) MOIYIUPYETCS OTIEIbHBIM CHUMBOJIOM, 3aT€M STH KaHAabl MYJbTH-
IJIEKCUPYIOTCS 110 YaCTOTE M JAHHBIE MEPENAIOTCS MMAPAUIEIBHO 110 OPTOrOHAIBHBIM IOJKAHAJIAM.
[To cpaBHEHHUIO C Tepeqavell UCIONb3yIIIed OAHY HECYIlyI0, 3TOT MOAXO0J 00eCIeYuBaeT MOBBI-
IICHHYI0 YCTOHYHMBOCTBIO K Y3KOIIOJIOCHOM MHTEp(EPEHIINU 1 HCKAKEHHUSIM B KaHajle CBsI3U. Takxke
obecnieunBaeTcsi 60jee BHICOKUN YPOBEHb «TMOKOCTHY CHCTEMBI, TaK KaK MapaMeTpbl MOIYJISIUH,
TaKkde KaK pa3Mep CO3BE3AHs, CKOPOCTh KOJIUPOBAHMS, MOTYT OBITh BBIOpAHBI HE3aBUCHMO IS
Ka)KJI0TO MO/IKaHaa.

B crpykrypy OFDM monema BXoAsT mepenaTyvK M IpUeMHUK. B nepenaTdnke ucXoaHbIN Mo-
ClIeIOBaTENbHBIN MOTOK HH(OpMaMoHHBIX OuTOB (PHc. 1) KOogMpyeTcs MoMeX0yCcTONYHUBBIM KOJIOM
(coenacno pexomenoayuu LTE 3GPP TS 36.211 ucnonvsyemcs céepmounwiii mypbokoo ¢ 6a3060tl
ckopocmoio 1/3), nepemexaercs (I1) u nemynpruruiekcupyercs Ha N mapanieabHbIX MOAMTOTOKOB.

NobaeneHue
WMHd. Aemynb- nunot-
BUTbI MoAyETOR gL 'Twnnexcop::> CUrHanose, :> OBM® :>
3aWMTHBIX
NOAHECYLLMX
i ==l
& LIA X
§ x
z MeHepaTop | AHTEHHA
o
_§« v + » Yeunutens
> 90° ;
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3
uan — X

Puc. 1 — CtpykTypHas cxema

Jlanee KakIplil U3 MOTOKOB OTOOpa)kaeTcsi B MOTOK CHMBOJIOB C TIOMOIIbIO ITPOLEAYpHI (pa3oBoi
(BPSK, QPSK, 8-PSK) wmu amrmutymHo-(ha3oBoii kBaapatypHoi moxynsiuuu (QAM). Ilpu wuc-
nosib3oBannn Moy s BPSK momrygaercs motok aomunsix gucen (1 u -1), mpu QPSK, 8-PSK,
QAM — mnoTok KoMIUIeKCHBIX uncen. [loMuMo moaHecymux, Ha KOTOPBIX MepenaeTcs: nHpopMma-
1IUs, CYIIECTBYIOT CIykeOHble mojHecymme. K HUM OTHOCSATCS 3allMTHBIE WHTEPBAJBI, MMHJIOT-
CUTHAJIBI U IOTIOJHHUTENbHAS CiIy)KeOHast nH(OpMaLus 711 CHHXPOHU3AINH MPUEMHUKA U TepeiaT-
YUKa, U PEKUMOB UX paboThl. [TunoT-curHanmsl MOTYT UMETh (PUKCHPOBAHHOE TOJIOKEHUE Ha TO/I-
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HECYIIHX, WU NIepeMEeHHOe, u3MeHsomeecs: oT cuMmBosia k cuMBoiay OFDM B kaapax. [Ipu stom
Onarozjaps BCTaBKe MEXAY CMEKHBIMH MOJAKaHAJIaMU JOCTATOYHOIO MO JUIUTEIHHOCTH 3aIIUTHOTO
MHTEpBaJIa, UCKIIOYACTCS CIIEKTPAIbHOE MEpEeKphITHe. B 3TOM cilyyae CHIDKAeTcs MEKKaHaJIbHas
unteppepenius (MexxouToBass narepdepennus, ICI), ymeHbmaercss BEpOATHOCT, OUTOBOM OmIn0-
KH, a 3HAYMT, TOBBIIIACTCS MPOIYCKHAs CIIOCOOHOCTh CUCTEMBI OECIIPOBOIHOTO TOCTYIIA.

[Ipouenypa yMHOKEHHSI HA KOMIUIEKCHYIO SKCIIOHEHTY C COOTBETCTBYIOIIEH YaCTOTOM MOKaHa-
Ja W 3aTeM CyMMHUpPOBaHHE BcexX MojkaHaioB it (popmupoBanuss OFDM curnana anajgoruyHa
ornepanuu obpatHoro npeobpazoBanus Oypre. B cBsa3u ¢ 3tuM ans GopmMupoBaHusi TpedyemMoro
OFDM-cumBoIa mpUMEHSIOT amnmnapat ObicTporo odparnoro npeodpazoBanus @ypee (OBIID), uro
3HAYUTENIBHO YIPOIIAET Peau3aluio MOAYISITOPOB.

CoxpaHeHne OPTOrOHAJIBHOCTH SIBIISETCS HEOOXOAMMBIM JUISI TOTO, YTOOBI IPUEMHUK MOT TIpa-
BUJILHO pacro3HaTh UH(OpMALIMIO HA MOAHECYIIUX. s 3TOro He0OX0AMMO BBIMOIHUTH CIEAYIO-
[IME YCIIOBUS: - MPUEMHUK U TIEPEIaTUYUK JOJHKHBI OBITh CHHXPOHU3UPOBAHEI; - AaHAJIOTOBBIE KOM-
MOHEHTHI NepejaTunKa U MPUEMHHUKA JTOJKHBI ObITh OYEHb BBICOKOI'O KauecTBa; - HCIOJIb3yEMbIii
KaHaJ mepeaaydy JaHHBIX HE JIOJDKEH ObITh MHOTOITYTHBIM (MHOTOJTYYEBBIM).

K coxanenuto, Ha MpakTUKE B CUCTEMaX PaJMOCBS3H, MHOTOJIIYYE€BOE UCKAKECHHE MPAKTUYECKU
HEM30€KHO, YTO MPHUBOANUT K MCKAKEHUSAM IOJYYEHHOTO CHTHana. J{Js ycTpaHEeHus Takoro poja
MoMeX HeoOXOAMMO BbIOpaTh 3allUTHBIA UHTEPBAJ, JUIMTEILHOCTH KOTOPOro OOJIbIIE, YeM MaKCH-
MaJIbHas 3ajiepyKKa pacrlpoCTpaHEHHs B KaHale Tmepenayn. Takum o0pa3oM, MOKHO KOMITEHCHPO-
BaTh OOJILIIMHCTBO BHUJIOB MHTEP(PEPEHIUU MEeXAy KaHajdamu (MHTepGEpEeHLINI0O MEXAY MOIHEeCY-
IIMMH) U MKy CMEXKHBIMU OJIOKaMU Iepeiadu (T.e. MeKCUMBONIBHYIO uHTepdepenmuio (ISI)).
Jl7i1 yMEHbIIEHHUS] BHEMOJIOCHOTO M3ITyYeHUs] CUTHAJIOB UCIOJIB3YETCsl OKOHHAsE 00paboTka BpeMeH-
HOTO CHTHAJIa, OKHOM THUTIa «IIPUITOTHSITHIH KOCHHYC).

Hanee mudpo-ananorossie npeodpazosarenu (LIAIT) mpeoOpa3yroT B aHATIOTOBBIM BT OTIEIBHO
JNCHCTBUTENHLHYIO U MHUMYIO KOMITOHEHTHI. [locie mpoxoxaeHus depe3 (GUiIbTp HIKHUX YacTOT
CUTHAJI MOCTYNAaeT Ha KBaJApPaTypHbIA CMECHUTEIb, KOTOPBIA MEPEeHOCUT moiie3Hblil cektp OFDM-
CHTHAJIa HA HECYIIYIO 4acToTy. Jlajee 3T CUTHAIBI CYMMUPYIOTCS, YCHIUBAIOTCS, U (POPMHUPYETCS
curHa;1 OFDM.

upokoe ucnonbzoBanue HUPpoBoil cxembl Moayassuuun OFDM 00yciaoBieHO LEIbIM PsIIoM
MOJIE3HBIX OTJIIMYUTENHHBIX CBOMCTB JAaHHOW TEXHOJIOTHUHU:

- YCTOHYMBOCTD K TTOCIIEACTBUSM MHOTOJIYYEBOTO PACIPOCTPAHEHHUS FIEKTPOMArHUTHBIX BOJIH; -
BBICOKAsI IOMEX0YCTONYHMBOCTh K Y3KOMIOJIOCHBIM IIOMEXaM;

- YCTOHYHMBOCTh K MEXKCHMBOJIBHOW WHTEPHEPEHIINH 32 CUET TOTO, YTO MPOJODKUTEIBHOCTh
CHUMBOJIa BO BCIIOMOTATEIbHON MOJHECYIIEeH 3HAYUTENHHO OOJbIIE B CPABHEHUH C 3aJIePKKOU pac-
MIPOCTPAHCHHUS, YeM B TPAIUIIMOHHBIX CXEMaX MOIYJISAIINN;

- BBICOKasi crieKTpaiibHas 3(()EeKTHBHOCTh B CPaBHEHHH C TPAJAUIMOHHBIMU CHUCTEMAaMH C Ya-
CTOTHBIM pa3ZieJICHHEeM KaHAJIOB 32 CYET OOJIBIIOT0 KOJINYECTBA TTOAHECYIIUX;

- BO3MOYKHOCTh HCIIOJIb30BAHUS PA3JIMYHBIX CXEM MOAYJISIHH JJIS Pa3HbIX MMOJHECYIINX, YTO
MO3BOJISIET AJANTUPOBATHCS K KOHKPETHBIM YCIIOBHUSIM PacIpOCTpaHEHHs paJiMOCUTHANIAa U o0ecTtie-
YUTh TpeOyeMoe Ka4eCTBO MPUHIUMAEMbIX CUTHAJIOB;

- OTHOCHUTENIbHAS IPOCTOTA peaTu3aii HEOOXOIMMBIX METOIOB ITU(POBOI 00pabOTKH | JIp.

3 llepcneKTHBHBIE TEXHOJIOTHH (OPMUPOBAHUS CUTHAJIOB B COBPEMEHHBIX MOOUJIBHBIX
CHCTEMAaX TeJeKOMMYHH KA I

Db GeKTHBHOCTH COBPEMEHHOTO MOKOJICHHS CUCTEM MOOWIIBHOW CBSI3U B 3HAYMTEIBHOW CTEIICHH
OCHOBBIBAaeTCS Ha MCIOJIBb30BaHuU, B ToM uucie, OFDM wmonymsiun. OgHako i obecriedeHust
JaJbHEWIIero mporpecca u rnepexoja Ha 0oJjiee COBEpIICHHBIE TEXHOJIOTHHU CBSI3U IISITOTO MOKOJIe-
HUSI HEOOXOJMM TEepecMOTp M coBepiueHcTBoBaHUE TexHoiorun OFDM, paBHO Kak M HIMPOKOE
BHEJIPEHUE JIPYTUX TEXHOJIOTHI. B 3TOM KOHTEKCTE, ClIeAyeT BBILICIUTH CICAYIOIIUE MPUHIIUIHU-
aNTbHBIE OTINYMUS TeXHONIOTHU 5G OT TEXHOIOTUI MOOMIIEHONW KOMMYHUKAIIMU TPEABIIYIIETro MOKO-
nenus [4-5]:
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1. Cwmemannas Hymeposorus. OxHoit u3 neneit 5G sBiseTcst 00ecreYnTh UCIOIb30BaHUE pas3-
JIU4YHbIX cepBucoB, B yacTHocTH eMBB, mMTC u URLLC. Ilpeanonaraercs, uro TexHosnorus 5G
JOJDKHA TOJIEP)KUBATh Oosiee THOKOE MCIOIb30BAHUE JJOCTYITHON MOJIOCH! YaCTOT IS YBEJICUCHHE
MPOITYCKHOM criocoOHOocTH. J[71s1 3TOro Heo0X0MMO pa3padoTaTh U BHEPUTDH Pa3IMYHbIE BAPUAHTHI
HCII0JIb30BAaHUs JOCTYIHBIX YACTOTHBIX U BPEMEHHBIX PECYPCOB JJISl PA3JINYHBIX YCIIYT.

2. OmyTtuMoe yBeJIHYeHHUE MPOIMYCKHON CIOCOOHOCTH — MPEANoiaraeTcsi TPeXKpaTHbI pocT
3¢ HEKTUBHOCTH HMCIIONB30BaHUA CIIeKTpa curHana B 5G B cpaBHeHuu ¢ cepsucamu eMBB [3]. C
L[eTbI0 TOBBIIICHUSI MPOIYCKHOM crmocoOHOCTH B ceTax 5G mpeaycMaTpuUBaeTcs YMEHbBIIUTH 3a-
UIUTHBIE UHTEPBAJIBI [4].

3. Tlommepxka acHHXpOHHOH mepenauyn AaHHBIX. B cersx 4G mpu acMHXpPOHHOW mepenaye
TaHHBIX 0a30Basi CTaHIMS TOCTOSHHO CHHXPOHHM3UPYETCS ¢ aOOHEHTCKUM OO0OpYAOBaHHEM s
YMEHBIIEHHs B3aMMHBIX TIOMEX MEXIy HecymmMu yactoramu (inter-carrier interference — ICI) [4].
IIpu 3TOM moTepH, BHI3BAHHBIE TAKUMHU IIOMEXaMH, HETATUBHO CKa3bIBAIOTCS HA Pa3JIMYHBIX CEPBU-
cax, B yactTHoctTd mMMTC, KoTopble CBSI3aHBI C MacCOBBIM MOJIKIIOUeHHEM aboHeHTOB ceTu. [loa-
nepxkka cerssiMu 5SG aCHHXpPOHHOM IepeJadd JaHHBIX HalpaBiIeHa Ha pELICHHE MpobieM, CBA3aH-
HbIX ¢ ICI u oGecnieuenne paboThl MPU MHOYKECTBEHHBIX MOIKIIOYSHUSIX [4].

Kak yxe oTmeudanoch Bblllle, OpTOroHajibHOE yacToTHOE yruioTHeHue (OFDM) - aTo cxema no-
CTyIa, KOTOpasi UCIOJIb3yeTCsl B coBpeMeHHBIX ceTsax 4G. Jlns obecriedeHust JOCTyna K CETH HC-
MIOJIB3YIOTCA JIBa OTAENbHBIX curHana - curian OFDM B HucXozsleM KaHalle U CUTHAJl MHOXe-
CTBEHHOTO JIOCTyIa C YaCTOTHBIM yIJIOTHEHHEM U oHO# Hecymiel (SC-FDMA) B BocxoasiieM Ka-
Hane. [IpeumyiecTBa JaHHOW CXEMBI CBSI3aHbI C BO3MOXKHOCTBIO IE€PEAAYM CUTHAJIOB HA MHOXe-
ctBe Hecymux. Jlannas cxema (OFDM) numeeTt uenslii psig HEQOCTaTKOB, B YaCTHOCTHU:

— BBICOKYIO UyBCTBUTEJIbHOCTb K YACTOTHBIM CABUIaM U CABUI'AM TAKTOBOM YacCTOTBI; — BHICOKOE
OTHOIIIEHHE MTUKOBOTO YPOBHS MOIIIHOCTH CUTHAlNA K cpegHemy nuk-daxropy (PAPR);

— CHIDKEHHE CHEKTPAIbHOM 3((EKTUBHOCTH BBHY UCIIOIB30BAHUS 3AIIUTHBIX HHTEPBAJIOB;

— 4yBCTBUTENBHOCTH K 3 dekry Jlomiepa;

— MIEPEKPBITHE MOJIOC MOAHECYIINX, MPUBOASAIINE K MOSIBICHUIO MEKOUTOBOI HHTEPHEPEHIINN;

— YYBCTBUTEJIBHOCTb K HEJIMHEHHOCTSIM YCWJINTENEH U CMEIIEHUIO NTOCTOSHHOM COCTABIIAIOIIEN
MIPU UCTIOJIL30BaHUU OBICTPOTO MpeodpazoBanusi Oypre.

Kpome Toro, 4yBCTBUTEIBHOCTh K YACTOTHBIM C/IBUT'aM M C/ABMIaM TaKTOBOM 4acCTOTHI 00YCIaB-
JMBaeT HEOOXOAUMOCTh MEPUOIUYECKOT0 100aBIIEHNs CUTHAJIOB CUHXPOHU3ALMU B 001Nl 00beM
MCMOJIb3yEeMbIX CUTHAJIOB M TpeOyeT CHHXPOHU3AIMKU paboThl YCTPOMCTBA U CETH IMepe] HayaloM
ceaHca CBsI3U (0OMEHA JaHHBIMH). A OTCYTCTBHE HENPEPHIBHOCTH ((Pa30BbIi MEPEX0a) MEKIY JIBY-
Msl CUMBOJIAaMH BO BpeMs reHepanuu cuMBojoB OFDM nHMIMHpYeT creKTpallbHbIE CKauKH B 4Ya-
CTOTHOM 00J1aCTH, YTO MPUBOJUT K MHTEHCHBHBIM BHEIIOJIOCHBIM U3ITYYEHUSIM.

OrpaHu4eHHbIE BO3MOKHOCTH CUTHAJIOB Ha ocHOBe cxeMbl OFDM monynauuu cranu npenmo-
CBUJIKOH U1 MPOJOJIKEHUS UCCIEI0BaHUH C 11eIbI0 BRIOOpa KaHAWAaTOB CUTHAJIOB JJIs MOCIIEyI0-
IIMX TOKOJIEHUH (CTaHAapTOB) ceTeld MOOUIIBLHOM CBs3H, B 4acTHOCTH 5G. B cBs3u ¢ 3TuM, 0HOMN
U3 aKTyaJlbHBIX 3ajay, MOAJIeKAIUX PEIICHUIO, SIBISIETCS BBINOJIHEHUE TPeOOBaHUS CYIIECTBEHHO-
rO COKpAIllEHUs 3al€p>KKU IIPU BBEACHHUU B IEPEUYEHb YCIYT NEPCIEKTUBHBIX CETEH CBSI3U HOBBIX
ciyx0 u npuinoxenuid. Hapsiny ¢ aTum, nosiBisieTcss HE0OXOAUMOCTh B (POPMHUPOBAHUU IIUKIIHYE-
CKOT0 MpedHuKca U YyMEHBIIEHUHU JIUTEILHOCTH CUMBOJIOB. DTH COOOpa)keHUs! MPHUBEIH K CO37a-
HUIO LEJIOT0 Psijia TEXHOJIOTUM (POPMHUPOBAHUS CUTHAJIOB:

— ¢ 00001IeHHBIM YacTOTHRIM yiioTHeHUuEM (GFDM);

— C HECKOJIbKMMH HecyluMH Ha 6a3ze Habopa ¢pmisTpoB (FBMC);

— OFDM c BpemenHbIM pazjenenueM (w-OFDM);

— YHUBEpCaIbHbBIN GUIBTpYeMbIil curHain ¢ Heckosbkumu HecymnmMu (UFMO);

— OPTOTOHAJILHOE MYJIBTUILUIEKCUPOBAHHE C YACTOTHBIM Pa3JieIEeHUEM KaHAJIOB ¢ (HIBTPOBAHU-
em F-OFDM u nip.

Taxke MpoBOJATCS UCCIIEOBAaHMSI HOBBIX CXEM MHOXECTBEHHOI'O JOCTYIa, B TOM YHUCIIE: MHO-
KECTBEHHOI'O JOCTYIa C pa3pekeHHbIM KoJoM (SCMA), HEOpTOrOHAILHOTO MHO>KECTBEHHOTO J10-
cryna (NOMA) 1 MHOXECTBEHHOI'O JIOCTYTIA ¢ pacnpeaeneHueM pecypcos (RSMA).
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Texunonorus UFMC [13], B 3HaUUTENBHON CTENEHHU, pEKOMEH0BaHA JIJIsl TPEOAOICHHS Tpooie-
Mbl uHTEpdepernun (ICI) mpu MHOKECTBEHHOM JOCTYIIC TMOJIH30BaTEICH B PEKUME aCHHXPOHHOM
IIepeaayd U OCHOBAaHA HAa YaCTOTHOM DPa3JeJICHUU U MYJbTUILNIEKCUPOBAHUM IOCPEACTBOM IIPUME-
HeHus oneparuu GribTpanuu rpynmnsl nogHecymux. UFMC sBisiercst 00001IIeHHOM BEpCcHel TeX-
HUKHA QUIBTPOBaHUS MHOXKecTBa 00KOBbIX mojoc (BII). bokoBsie moiockl 06padbaTeBatOTCst (HUITh-
TPOM OJHOBPEMEHHO, BMeCTO 00paboTku kaxnoil BII B oTnensHOocTH. Takum oOpa3oMm ymeHbIIa-
10Tcs B3auMHble momexu uist BI1 B cpaBHenuu ¢ tpaauuronHeiM OFDM. Takske, npuMeHeHue orne-
pauuii punbrpanuu bI1 Haneneno Ha yBenudyenue 3pPeKTUBHOCTU psifa MPUIOKEHUI KOMMYHHUKA-
LW, HANPUMEP, TAKUX KAK CUCTEMBI C CBEPXMAJION 3a/IEPKKOM MakeToB. JlaHHbBIA BUJ MOIYJIALIUU
oKa3bIBaeTcs Oosiee MPeANOYTUTENbHBIM JIJIS TOJ00HBIX MPUIIOKEHUI IO OTHOLIEHUIO K CXEMEe MO-
nymssuun FBMC.

FBMC sBnserca onnuM u3 Hanboliee U3BECTHBIX (POPMATOB MOIYJSALUU C PACIIUPEHUEM CIIEK-
Tpa B OeCIpOBOJHBIX KOMMYHUKausX [14]. Jlannas Moxymnsius oOecriednBaeT 3HaAYUTEIbHOE Tpe-
MMYIIECTBO B (hOPMUPOBAHMM KaXKJI0M MoOJHecylle u obyierdaeT ruOKoe MCIOJb30BaHUE CIEK-
TPaJILHOTO pecypca, MO3BOJISAET YAOBIETBOPUThH PA3IMYHBIM CHCTEMHBIM TPEOOBAHUSAM, TAKUM KaK
HU3Kas 337€p’KKa, MHOKECTBEHHBIA JTOCTYIl U JIPYrue, 4TO MPUBOAUT K YIYUIICHHUIO MTOKa3aTesen
ITIOMEXO3AIIUIIECHHOCTH CUCTEMBI B YCIOBHMSX PACCEMBAHMs CHTHajla BO BPEMEHHOM M 4YaCTOTHOU
obnactax [15]. Tak, Hanpumep NpsAMOYToibHbIE GUIBTPHI O0Jiee MPEAMOYTHUTENbHBI JIJIsl KaHAJIOB,
pacnpe/ielieHHbIX BO BPEMEHH, B TO BpeMs KaK (PUIbTP C XapaKTEPUCTUKON TUIA <« IIPUIOJHATHINA
KOCHUHYC» 00Jiee YCTOWYUB MPOTHUB YACTOTHOTO paccenBaHus. OIHAKO, HECMOTPS HA BCE OYEBUJ-
HBIC BBITOJIBI, TTOJTydaeMble Ipu ucnoib3oBannu FBMC, 3HaunTenbHas yinHa QUIBTPOB MIPUBOAUT
K BO3HUKHOBEHHIO CJIEIYIOIIMX IMOCIEACTBUI: — OONBIION IMTETLHOCTH CUMBOJIA, YTO SIBIISETCS
POoOJIEMOH HE TOJBKO ISl MPUIIOKESHUN ¢ TPEOOBAHUSMHU MAJION 3aJIeP’KKH MM OOJBIIIMM KOJTUYC-
CTBOM I10JIb30BATENIEH B KOMMYHHUKALMAX; — YBEJIMUYEHUIO BBIYUCIUTEIBHON CIOKHOCTH JUISl TEX-
nonorun MIMO nerextupoBaHus. YKa3aHHbIE OOCTOATEIHCTBA, B KOHEYHOM HUTOTE, BEAYT K IPO-
OseMaM B paboTe BCEX OCHOBHBIX MPUIIOKEHHUH 5G.

GFDM sBrnisiercst 6J0KOBOM CXEMOM MOJYMSIIMU C YaCTOTHBIM YIUIOTHEHHEM KaHaJoB, pa3pado-
TaHHOM JUIsi paboOThl ¢ pa3HOOOpa3HbIMM MpuiIokeHussMUu S5SG, obecrieurBasi U3MEHsEMYIO QopMy
curHana [16]. J{ng ynydmenus nokasareneil HaAeXHOCTH U 33JIepKKH B KOMMYHUKaLUsAX 0e3 Kop-
peKnuu omuooK, MOKHO Hcmnoyib3oBaTh GFDM curnanel BmecTe ¢ mpeoOpa3oBaHueM Y oJiia-
Anamapa. [Ipu komOunnpoBanuu GFDM c kBaapaTypHOH aMIIUTYIHOM MOAYJALUEH, B CUCTEMax
C MHOXXECTBEHHBIM JIOCTYIIOM, peIlaeTcsi mpodjeMa BHYTPUCUCTEMHBIX NMOMEX MpPU YCIOBHM HC-
M0JIb30BaHUs HEOPTOrOHAIBHBIX (uibTpoB. C npyroi Touku 3penusi, GFDM MoxxHO paccMmarpu-
BaTh B KQYECTBE CXEMBI C THOKOI HACTPOMKOWN OTNEIBHBIX OJIOKOB, a HE TOJIBKO JIUIIb OJHOU HECY-
niei B nenoM. [Ipyn MaHMIy UM COOTBETCTBYIOUIMX MapameTpoB curHaia GFDM, Bo3mokHO 11o-
Jy4yeHue pa3iauuHbiX ¢opM curHana takux kak OFDM, yacToTHOE BhIpaBHUBaHUE C €IMHOIN HECy-
meit (SC-FDE) u np. HecMoTpst Ha BecbMa NMepCIEKTUBHbBIE BO3MOXXHOCTH, KOTOPbIE OTKPBIBAIOTCS
Onaromapsi npuMmenenuto curHaioB ¢ GFDM, naHHbI BUI MOIYJSIIUN SIBJSETCS BBIYUCITUTEIBHO
CIIOXHBIM [16].

F-OFDM npumensiercss k kaHany Hucxozsmen qunuu cesa3u 4G. [{ns F-OFDM ckongurypupo-
BaHHBIN QUIBTp nMpuMeHsieTcs k cuMBoily OFDM Bo BpeMeHHOM 005acTu Uil CHYDKEHHS YPOBHS
BHETIOJIOCHOTO M3JIyY€HUsl CUTHANA MOJANana3oHa, COXpaHsasl OPTOrOHAJbHOCTh KOMIUIEKCHBIX J10-
MeHoB OFDM-cumBosioB. [Tockonbky mosoca npomyckanus (GuiIbTpa COOTBETCTBYET HOJIOCE MPO-
MyCKaHMs CUTHaja, 3aTParuBaroTCsl TOJIbKO HECKOJBKO MOJHECYIIUX, OMM3KUX K Kpato. OCHOBHOE
cooOpaKeHHE 3aKJII0YaeTcss B TOM, YTO JUIMHA (PUIbTPA MOXKET IPEBBIMIATh JUIMHY HUKINYECKOTO
npedukca ansg F-OFDM [6]. Ilpu sToM cHUXKaeTcsl ypOBEHb MEKCUMBOJIbHON UHTEP(GEPEHIINH, YTO
00yCJIOBJIEHO BBIOpaHHOW KOHCTPYKIMEH (pUiIbTpa ¢ HCIOJIb30BaHUEM OKOHHOM 00paboTKu (C MsT-
kuM ycedenuem). ['eneparnus F-OFDM curnana ocHoBana Ha ¢popMupoBanuu 0jo0ka u3 M Onusie-
xamux BII B pane nocnenoBarensabix OFDM cumBomnos [17]. B wacTHOCTH, BO BpeMs 00pabOTKu
Ka)KJI0T0 CHUMBOJIA, B MepefaTuuke GOPMHUPYIOTCS apaMeTphl: 3HAU€HUE pa3MEPHOCTH 0OpaTHOIrO
ovicTporo npeodpazoanust Oypre (OBIID) paBroe N, nautensHOCTh M «MH(DOPMAIIMOHHBIX CUM-
BOJIOB» BMECTE C HUKINYEeCKUM npedukcom, rae N > M. NndopmaninoHHbIe CHMBOJIBI MOTYT OBITh
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tToukamu co3Be3nuit (constellation points) kak B OFDM. AHamUTHYECKH YKa3aHHOE MOYHO Tpe/I-
CTaBUTH B CJICIYIOIIEM BUJIC:

s(n)=Y, s(n—1(N +Ng)) (1)

S =>"""d, e?™ N N <n<N, )

rae Ng — mmmHa nuknndeckoro npedukca (CP), d - mHbOpMaMOHHBII CHMBOJI TIOJHECYIEH m
OFDM cucremsl, L o6o3nauaer konmuuectBo OFDM cumBoioB, a {mg, Mo+1,....., Mo+m-1} - BBI-
OpannbIii HaOop noanecymux. Curaan F-OFDM ¢opmupyercst npu o0paboTke curnana s(n) ¢ mo-
MOIIIbIO COOTBETCTBYIOIIETO (PUIIBTPA, T.€.

s(n)=s(n)* f(n). (3)

[IpomyckHast cmocoOHOCTh GUIIBTPA paBHA CyMME MPOMYCKHON crocoOHOCTH BBIOpaHHBIX BII, a
BPEMEHHBIE 3aTpatrhbl - 3TO MIATENbHOCTh cuMBoia OFDM. B mpuemMHUKE MOJyYE€HHBIH CHUTHAI
CHayaJsia mpoxoauT depe3 punbtp f (—n), KOTOPBIA UACHTHYEH QUIBTPY MepenaTdyuka. [IpuHsTHIHI
curHaja obpabartbiBaeTcs ¢ Ucnojib3oBaHueM cranaapTHeix OFDM mpeoOpaszoBanuii, a 3ateM OT-
(GUIBTPOBAaHHBIN CHUTHAN pa3leNseTcss Ha MmocienoBareabHOCTh oTnenbHbIXx OFDM cumBoioB ¢
ylnajieHueM nukindeckoro npedukca. [lpu sTom k kaxxaomy cumBony npumensiercss bIID pasmep-
HoctH N U J1ajee BBIICISIOT HH()OPMAIIMOHHBIC CUMBOJIBI U3 COOTBETCTBYIONTUX MTOTHECYIIUX.

Ounbtp A F-OFDM nomkeH ya0BIE€TBOPATH CIAEAYIOIIMM KPUTEPUAM: UMETh IIJIOCKYIO MOJI0-
Cy NPONYCKaHUA M0 MOAHECYLIUM B MOJAUANIA30HE; UMETh OCTPYIO NEPEXOIHYIO IO0JIOCY Ul MU-
HUMU3ALMN 3aIIUTHBIX MOJ0C. JlaHHBIE KPUTEPUH COOTBETCTBYIOT (QUIBTPY C MPSMOYTOJIbHBIM Ya-
CTOTHBIM OTKIMKOM. UTOOBI YJOBIIETBOPATH YKa3aHHBIM TPeOOBaHUSM, (QUIBTP HUKHHX YaCTOT
pealn3yeTcsi ¢ TOMOIIbIO «OKHa», KOTopoe 3p(HEeKTUBHO 00pe3aeT UMIYIbCHYIO XapaKTEPUCTUKY U
obecrieunBaeT TUIaBHBIC TIEPEXObI K HYJII0 Ha o0oux koHIax [18] Takum oOpazom, peamu3anus
F-OFDM mnpHBHOCHUT JONOJHUTENBHO, K CyllecTBYyolel npoueaype oopadorku CP-OFDM, stan
¢unbTpanuy, Npu4eM, Kak Ha CTOPOHE Mepeladyk, TaK U Ha CTOPOHE MpueMa.

Texnonorus W-OFDM. Jlns yMeHbIIEHUS] BHEMOJOCHOTO M3JyY€HHUs CUTHAJIOB HCIOJb3YETCS
OKOHHas 00pabOTKa BPEMEHHOI'O CUTHaJIa, OKHOM THIA «IPUMOAHATHIA KOCHHYC». W3BECTHO, 4TO
cnektp OFDM curnana uMeeT MHOKECTBO OOKOBBIX JIETIECTKOB, KOTOPhIE MEJICHHO 3aTyXaloT B
YacTOTHOW 00JIaCTH, YTO MPUBOJIUT K YBEIMUEHUIO BHEMOJIOCHOTO M3ydeHus. Jljis CHU)KeHUs BHe-
nosiocHoro u3nydenuss OFDM-cuMBoa UCIoNb3yloT 3allUTHBIE TOJHECYIIHE, KOTOphIe 100aBs-
10T 110 kpassm OFDM curnana. C 3Toif ke 1ebl0 MPUMEHSIETCs] OKOHHasi o0paboTka curnana. Takas
00paboTKa CUTHAJA MO3BOJISET OCYIIECTBIATh TUIABHBIN MEPEXO0 MEXKAY OKOHUAHUEM TIPEbIIYyIIIe-
r'0 ¥ HA4aJIOM IOCJIEYIOLIErO0 CUMBOJIA. TaKoW Mepexo/i OCYIIECTBIIAETCS C TOMOIIBIO IEPEKPHITUS
BO BpeMEHH IpeduKca TEKYIIEero CMMBOJa U Cyp(HUKCOM MPEABLAYIIET0 CUMBOJIA TOCPECTBOM UX
cymmupoBaHusi. OKHO «IIPUTIOTHSATHIN KOCUHYC)» UMEET BU/T

Lo<f< @A),
2

1 TA- T Ta @
h(t) = §(1+COS|:’BZT (|t|_ ( ; ﬂ)):|)’ ( . £) S|t|£ ( ;_'3)1

01

rae T — AMUTeNnbHOCTh CUMBOJIA, § — CIaj1, MPUHUMAIOIINN 3HadeHus B uHTepBaiie ot 0 o 1.

Jl7is TaHHOW TEXHOJIOTUM Ba)KHBIM SIBJISIETCSI BBIOOP ATUTENLHOCTH OKHA CIaja. 3HAYCHUE JIH-
TCJIBHOCTH OKHA INPHUIIOJHATOIO KOCHUHYCA HGO6XOJ1]/IMO BBI6I/IpaTI> paBHOfI WA MEHBIIEeH JJINTEIIb-
HOCTH IUKINYecKoro mpedukca. B aToM ciydyae mpruMeHeHHe OKOHHOM 00paboTku i hopMupo-
BaHus cuMBOJI0B OFDM 1o3BosS€T 3HAUUTENBHO CHU3UTh BHEMOJIOCHOE U3iaydeHue. Kpome toro,
Ha YPOBEHb BHETIOJIOCHOTO M3JTYYCHHs OKA3bIBACT BIMSHUE M BHIOOP 3aIIUTHOTO MHTEpPBAIa MEXIY
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nogHecymuMu. Tak, HampuMmep, Kak YTBEpXKJaeT rpylma uccienoBareiei B pabote [19], uem
JUIMHHEE 3alllUTHBIA MHTEPBAJl, TEM MEHBIIE YPOBEHb BHEIOJIOCHOTO U3Iy4YEHUS.

4 BeIBOaBI

B pabote mpeacraBieH kpaTkuii 0030p TEXHOJIOTHI (OPMUPOBAHMS CUTHAJIOB, UCIIOIB3YEMBIX B
COBPEMEHHBIX CHCTEMax CBSI3M M TEJIIEKOMMYHHUKAIMH, a TaKXKe MPOBEJICH aHaJIU3 MEePCIEKTUBHBIX
TEXHOJIOTHH, KOTOpPbIE, MOTEHIIMAIIbHO MOTYT HaWTH CBOE NMPHUMEHEHHE B MEPCIEKTUBHBIX CHUCTE-
Max, B TOM YHUCJIe OECIPOBOIHBIX CUCTEMAX CBS3H HITUPOKOIIOIOCHOTO JOCTYIIA.

[ToguepkHyTO, 4TO MIMPOKO U3BecTHasA cxema moayssiunu OFDM uMmeer psin HeaOCTaTKOB, KO-
TOpPBIE MOTYT MIPUBECTH K CHIKCHHUIO MOKa3zarenei 3pPeKTUBHOCTH CHCTEM, B KOTOPBIX OHA IPH-
MeHsieTca. K OCHOBHBIM M3 HEIOCTATKOB CJIEAYET OTHECTH:

- CHIDKEHHE TTOMEXOYCTOMYUBOCTH IIPHEMa CUTHAJIOB, 00YCIOBIIEHHOE BO3/ICUCTBUEM MEXKCUM-
BOJILHBIX 1 MEKKAHAJIbHBIX TIOMEX;

- OFDM curnan uMeeT OTHOCUTEIBHO BBICOKOE 3HAUCHUE MUK-(PAKTOPa, YTO MPUBOINUT K Upe3-
MEPHBIM SHEPreTUUECKUM 3aTpaTaM.

PaccMoTpeHbl U3BECTHBIC ATBTEPHATHBHBIC TEXHOJIOTHH (POPMHUPOBAHUS CUTHAJIOB, B YaCTHOCTH,
TEXHOJIOTHS (DOPMUPOBAHKS CUTHAJIOB, OCHOBAaHHAs Ha OKOHHOW 0OpaOOTKE CHUTHAJIOB, OOeCredu-
BalOIast HU3KU YPOBEHb BHEIMOJIOCHBIX U3JTYYCHUH.
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Abstract. A key component of modern symmetric ciphers are nonlinear blocks (non-linear substitutions, substitution
tables, S-boxes) that perform functions of hiding statistical links of plaintext and ciphertext, mixing and disseminating
data, and introducing nonlinearity into the encryption procedure to counter various crypto-analytical and statistical
attacks. The effectiveness of a symmetric cipher, its resistance to the majority of known cryptographic attacks and
the level of information technology security provided by it directly depend on the performance of nonlinear nodes
(balance, nonlinearity, autocorrelation, correlation immunity etc.). In this paper various methods for calculating
algebraic immunity are examined, their interrelation is studied, and the results of comparative studies of the algebra-
ic immunity of nonlinear blocks of the most well-known modern symmetric ciphers are presented.

Keywords: symmetric ciphers, algebraic immunity, nonlinear substitution blocks.

1 Introduction

Cryptographic transformation plays an important role in ensuring the security of modern infor-
mation systems and technologies [1, 2]. Symmetric ciphers because of their simplicity, efficiency
and multifunctionality are used in almost all modern cryptographic protocols, and also as an integral
part of other cryptographic primitives: hashing, pseudorandom sequence generation, password gen-
eration etc. Consequently, analysis and investigation of methods for synthesizing symmetric cryp-
tographic primitives, the development and theoretical justification of criteria and performance indi-
cators, including individual units of modern cyphers is important and relevant scientific and tech-
nical problem.

A key component of modern symmetric ciphers are nonlinear blocks (non-linear substitutions,
substitution tables, S-boxes) that perform functions of hiding statistical links of plaintext and ci-
phertext, mixing and disseminating data, and introducing nonlinearity into the encryption procedure
to counter various crypto-analytical and statistical attacks. Thus, the effectiveness of a symmetric
cipher, its resistance to the majority of known cryptographic attacks and the level of information
technology security provided by it directly depend on the performance of nonlinear nodes (balance,
nonlinearity, autocorrelation, correlation immunity etc.).

Certain indices of the effectiveness of non-linear blocks of symmetric ciphers were considered in
[3-9]. The concept of algebraic immunity was first introduced in [10,11] for estimating the stability
of Boolean functions to the so-called algebraic cryptanalysis, proposed in [12]. In [13] these posi-
tions were generalized for Boolean mappings (S-blocks), to calculate algebraic immunity, the math-
ematical apparatus of Grobner bases is used.

In this paper various methods for calculating algebraic immunity are examined, their interrela-
tion is studied, and the results of comparative studies of the algebraic immunity of nonlinear blocks
of the most well-known modern symmetric ciphers are presented.
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2 Algebraic immunity of Boolean functions

The concept of algebraic immunity was first introduced in [10,11] and is considered in detail
in the dissertation [14]. We introduce the definitions and notations necessary for the subsequent dis-
cussion, following the formulations adopted in [14].

Let GF(2) be a binary field and GF(2)" — n-dimensional vector space over GF (2).

Boolean function f(x) of n variables is a mapping f(x):GF(2)" —GF(2) where
X=X, X,) -

Truth table of a Boolean function f(x) of n variables is a binary output vector of the values of

the function that contains 2" elements, each element belongs to the set {0, 1}.
Algebraic normal form (Zhegalkin polynomial) of a Boolean function f(x) of n variables is de-

noted in form:

f(x)=a,®ax ®ax @..0a X, @a,XX, Da XX ®D...0a, X, X, D..®8, XXXz X,

where the coefficients a, €{0,1} and each Boolean function is implemented by the Zhegalkin poly-
nomial uniquely, i.e. each representation of f(x) corresponds to a unique truth table.

Algebraic degree Deg(f) of a Boolean function f(x) is a the number of variables in the long-
est term of the algebraic normal form of a function having a nonzero coefficient a,. At the same
time we consider Deg(0)=0.

Let’s denote as V. the set of all mappings GF(2)" — GF(2), i.e. this is the set of all possible
Boolean functions f(x) of n variables.

The set V, we will consider both as the ring of Boolean functions and as a vector (linear) space

over the binary field, i. e. V, = GF(2)* .

The Boolean function g €V, is called the annihilator of a function f eV , if f-g=0
or (f+1).-g=0.

The set of distinct annihilators of a Boolean function g(x) forms a linear space, let’s denote
itby Ann(f)={geV,|f-g=0}.

Let’s denote the linear space of annihilators of degree <d as

A (f)={g eV, | f -g=0,Deg(g) <d}c Ann(f).

The concept of annihilators of Boolean functions is closely related to the evaluation of the effec-
tiveness of algebraic cryptanalysis of stream ciphers [10]. In particular, when using a filtering gen-
erator (see Fig. 1) of pseudo-random sequences (PRS) the search for the initial state of the linear
feedback shift register (LFSR) is associated with a decrease in the degree of the joint system of pol-
ynomial Boolean equations.

LFSR

r v vV v v
f(x)

PRS

Fig. 1 — Block diagram of the filter generator PRS
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Algorithm of algebraic cryptanalysis proposed in [10] allows under certain conditions, regarding
the part of the intercepted output sequence (PRS), to find the initial state of the LFSR with time

complexity O((S;)°), where

&, nl!
S =
" ;‘i!(n—i)!
and d is the least degree of the non-zero annihilator of the filtering Boolean function f(x) or its
inversion f(x)+1.

Thus, the aim of algebraic cryptanalysis is the search for nonzero annihilators, or at least an es-
timation of their minimal degree. To this end, the definition of algebraic immunity Al(f) of a

Boolean function f eV, was introduced in [11]:
Al(f)=min{Deg(g)|g € Ann(f) org € Ann(f +1)}.

The value of Al(f) is numerically equal to the minimal degree of such a Boolean function
geV,, that f-g=0or (f +1)-g=0.
Using the concept of a linear space of annihilators of degree <d let’s denote:

Al(f)=min{d | A’(f)O0mm A (f +1) =0}, (1)

I.e. for evaluating the algebraic immunity of a Boolean function f eV it suffices to find a nonzero

basis of the space of annihilators of the least degree of d .
The value d allows to quantify the complexity of algebraic cryptanalysis and, if sufficiently
large d, to guarantee the resistance of a stream cryptographic algorithm to an algebraic attack.

Algorithm for computing the algebraic immunity of Boolean functions. One of the algo-
rithms for calculating the algebraic immunity of Boolean functions is presented in the thesis [14]. It

is based on the construction of a basis for the linear space of annihilators Aj(f) of a given degree
d . By increasing d iteratively and repeating the construction of the basis of the space Aj(f), we
obtain the Al(f) estimation by the formula (1), i.e. through a nonzero basis of annihilators of the

least degree.

It is necessary to introduce the following additional notation for description the essence of the
algorithm.

Let’s denote a monomial with respect to variables x,,...,x. as

n X, u =1
Xu: Xu': P '
1;[ ' {1,ui=0,

where vectors x,u €V,’, X = (X,..., X,),u=(U,...,u,) .
The degree of the monomial x" is determined by the Hamming weight (the number of nonzero
coordinates) w, (u) of the vector u=(u,...,u,), i.e.
Deg(x’) =W, (u).

Taking these notations into account, the Boolean function f(x) in algebraic normal form (in the
form of Zhegalkin polynomial) can be written in the form

f)= > ax', a eGF(2). (2)

ueGF (2)"

The function (annihilator) g e Aj(f) can also be represented it in the form of Zhegalkin poly-
nomial
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g(x)= D, bx, 3)

veGF (2)™:w, (v)<d

where b, e GF(2) — unknown annihilator coefficients, w,(v) — Hamming weight of the vector
v=(v,..,v,). The function g belongs to the space Aj(f) only if equality f(x)-g(x)=0 holds
forany x e GF(2)".

By substituting (2) and (3) we obtain

o ¥ ax| £ w3 [ % awe|o

ueGF (2)" VeGF (2)":w, (v)<d ueGF (2)" \ veGF (2)":w, (v)<d

where uvv=(u, vv,..,u, vv,), v —disjunction (logical OR operation).
After grouping the terms by the common factor, we obtain the equality:

z( 5> aubvjxwzo, @

weGF (2)" \ &, .b,:a, vb,=w

which holds for any we GF(2)". Consequently, a system of linear homogeneous equations is ob-
tained

{ Y. ab, =0, vweGF(2)" (5)

ay by, v, =w
relatively unknown coefficients b, of annihilation g(x).

The solution of the system (5), for example, by the Gauss method, determines the basis of the
space Aj(f).

Pattern. For n=2 and d =1

f(x)= Qgo T X, + 8y X, + A %X,
g(x)= boo + b10X1 + b01X2 :
After substitution f(x)-g(x)=0 it follows

f (X) : g (X) = aOObOO + (aOOblo + alObIO + a1ObOO)X1 + (a00b01 + aOlbOl + a01b00)X2 +
+ (a0, +8gibyg + &by + a0y, +a5,by )X %, =0,
from which it comes to a system of linear homogeneous equations:

8oy =0,

8gobho + @y +8ybg =0,

8Dy + 8g1Bpy +89,Py =0,

a0y, +8gibyg + a0y, +ay b +ayby, =0
relatively unknown by,,b,,, b, — coefficients of the function g(x).

Then, for example, for the function f(x)=x, +x, (i.e. for a,, =a, =0 and a, =a, =1) we’ve
got the system:

blO + boo =0,
b01 + boo =0,
b01 + b10 =0,
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which satisfies only two solutions:

by =b, =by, =0, 1.e. g(x)=0,
by =b, =y, =1, 1.e. g(X) =1+Xx +X,.

A close inspection shows that g(x)=1+Xx +X, is indeed an annihilator of the func-
tion f(X)=x +X,:

F()-9(¢) = (% + X)L+ X +X,) =X + X + X + XX, + XX, +X%, =0.
Summarizing the aforesaid, we define the basic steps of the algorithm for finding the basis of
the annihilator space [14].
Input: neN,d e{l,...,n}, function f(x) (given by a list of monomials x" with nonzero coef-
ficients a, in (2)).
Output: Linear space A;(f) given in the form of a parametric family of Zhegalkin polynomi-

als in n Boolean variables of degree <d .
Step 1. Represent the functions f(x) and g(x) in the form of the sums (2) and (3), respective-

ly.
Step 2. Expand the brackets in the product f (x)-g(x) and, by grouping the summands a b x"
by sorting them by a, v b, =w, obtain the equation (4).

Step 3. Compose a system of linear homogeneous equations (5).
Step 4. Find the general solution of the system (5) in parametric form and feed it to the output
of the algorithm.

The dissertation [14] gives an estimate o(m.(s: )3) of the bit complexity of the considered al-

gorithm, where m is the number of non-zero coefficients a, in (2).

Using the considered above algorithm for searching the basis of the annihilator space, we can
calculate the algebraic immunity of a Boolean function f(x) by sequentially scanning all the val-

ues d >0 until we obtain a nonzero space of annihilators A;(f) or Aj(f +1). The minimum val-
ue, for which Aj(f) =0 and/or Aj(f +1)=0, corresponds to the value of the algebraic immunity
of a Boolean function f(x).

Algorithm for calculating algebraic immunity Al(f).

Input: neN, function f(x) (given by a list of monomials x" with nonzero coefficients
a, in (2)).

Output: The value of Algebraic Immunity Al(f).

Step 1. Assign d =1.

Step 2. Calculate the space of annihilators Aj(f) and Aj(f +1).

Step 3. If Aj(f)=0 and Aj(f +1)=0 assign d =d +1 and go to step 2.

Step 4. If AJ(f)=0 and/or Aj(f +1)=0 assign Al(f)=d and feed it to the output of the al-
gorithm.

3 Algebraic immunity of Boolean mappings (S-boxes)

The concept of algebraic immunity of Boolean functions in [13] is generalized to the case of
Boolean mappings F:GF(2)" — GF(2)" (vector Boolean functions), which are implemented by

substitution blocks (substitution tables, S-boxes) of block symmetric ciphers. To determine the al-
gebraic immunity Al (F) we’ll use the terms and definitions from [15].
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Let state the natural numbers n, m, and the field K. Let consider a finite system S of m alge-
braic equations

R0 X0 %,) =0,

P, (X, X,,...., X,) =0,

2(X1 2 ) (6)

P.(X,X%,,....%,) =0

of variables x,x,,..., x, with coefficients over the field K.
Let K[x,X,,...,X,] is the set of all polynomials in variables x,Xx,,...,x, with coefficients over

the field K. On this set the operations of addition and multiplication are defined, and the set itself is
called the polynomial ring. This ring is commutative (for any elements a,b € K[x, X,,...,x,] holds

the equality a-b=Db-a), with an identity (for all a < K[x;,X,,...,x,] holds the equality a-e=a,

where e=1).

A nonempty subset | of a commutative ring with identity R is called an ideal in R (denoted as
I <R) if the following two conditions are satisfied:

— for any elements a,be | elementa—bel;

—forany ael u ceR elementa-ceR.
Elements a,,a,,...,a, constitute the basis of the ideal
| =(a,a,,..,a8,)={a, -n+a,-r,+..+a ;n,L,..rRcR.
It is said that an ideal | <R admits a finite basis if it contains elements a,,a,,...,a, such that

| =(a,a,,..,8,).
The fundamental Hilbert’s basis theorem states that each ideal 1 < K[x,X,,...,x,] admits a finite

basis, i.e. there are such f,(X,,X%,,...%,), T,(X, %0y X,)5 ooy £ (X, %,,...,X,) €1, that
I =(f,f,,...f)={f-n+f, -+ .+f  r;006,..neKX,X,.., X1}

Let associate with the system S (6) the ideal I, generated by the polynomials P,(X,,X,,...,X,),
P (X, X500 %, )5 - oos Pu(X, %540, X, ), COrresponding to the equations of the system:
1(S)=(R,R,...RP)={R - h+P -r,+...+P, -r;6,b,..r e KX, X,..., X1}

If F el1(S), then for each solution (X, X,,..., X,) of system (6) holds the equality
F(X, X, X,) =
=B (X, Xy X)) (X Xy X)) P(X Xy X)) (X Xy X))+t
+PL (X, Xy ooy X)) 0 (X, Xy X)) = '
=0-1(X, Xy, X)) +0-1,(X, Xyyooy X, )+ +0-1, (X, X, .0, X)) =0.

If {P,P,,...P.} and {P1,P>,..., P} both are two bases of the same ideal |, then the system of
algebraic equations

P (X, Xy, X,) =0, 51(x1,x2,...,xn)=0,
P, (%, Xy, ..y X,) =0, Ez(xl,xz,...,xn)=0,
P (%4 %100 %) =0, Pi (%, Xy, X, ) =0

are equivalent, that is the sets of their solutions coincide.
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Consequently, the set of solutions of a system of algebraic equations is uniquely determined by
the ideal of the system, and the various bases of the same ideal correspond to equivalent sys-
tems [15].

Suppose that there is a certain polynomial h(x,X,,...,X.) € K[X,, X,,...,X,] and it is required in a
finite number of steps to find out whether it belongs to an ideal | < K[x,X,,...,X,] given by its ba-
sis | =(f, f,,..., f.,). In other words, it is necessary to solve the so-called problem of occurrence: to
find out whether there exist such polynomials (X, X,,...,X,), L(X, Xy, X,) 5 coes T (X, Xp00es X))
that h=f -r+f,-r,+..+f -r, and hel =(f, f,,..,. f,).

The problem of occurrence is solved by simplifying the expression for h(x,X,,...,X,) using so
called reduction of a polynomial. Let’s write the polynomial h(x,X,,...,X,) as the sum:
h=h. +h,,, where h, — senior monomial, and h,, — the sum of the remaining monomials in h.
Suppose also that h. is divisible by the leading term f_. of one of the polynomials f,, i.e.
h. = f.-Q and h= f_-Q+h,, for some monomial Q. Then the operation of reduction is given by

h=h-f-Q=f.-Q+h, - f.-Q-f,-Q=h, +(-1,)-Q,

where f,, - the sum of the remaining monomials in f. = f. + f,, . Herewith the leading term of the
polynomial h, is less than the leading term of the polynomial h. If a polynomial h belongs to an
ideal 1 =(f,f,,..., f.), then the reduced polynomial h will also belong to this ideal. Indeed if
he(f,f,,..f,) then h—h =fQe(f,f,,.., f,). Consequently, the problem of occurrence can
now be solved no longer for a polynomial h, but for a reduced polynomial h, . If for a finite number
of reductions the polynomial h is reduced to zero (zero belongs to any ideal), then
he(f,f,,..f.).

Basis f,f,,..,f ofideal | =(f,f,,.., f ) is called the Grébner basis of this ideal if every
polynomial hel reduces to zero by means of f, f,,..., f_. In other words the set of polynomials
f,, f,,..., f,, is a Grobner basis in the ideal | =(f, f,,..., ) if for any hel monomial h; is di-
visible by one of the monomials f, f,.,..., f,c [15].

For the operation of reduction of polynomials the concept of the leading term is used. In other
words, it is assumed that on a set of all monomials of the ring K[x,, X,,...,X,] the linear order (mo-
nomial ordering <) is given that satisfies the properties [16]:

— it follows from x" < x" that x"-x" < x"-x" for any monomials x“,x",x" (monomials are de-
fined as (2), i.e. x,u,v,weV, , X=(X,..-, X.),U=(Up,..., U ),V =(V,..0, V. ), W= (W, ..., W) );

— 1< x" for any monomial x".

Some examples of monomial ordering are cited below:

— dictionary or lexicographic order (lex): x* <, x*, if such i exists that u; <v, and u; =v, for
j <1 (first the variables in monomials in the alphabetical order are ordered, and then the first dif-
ference in monomials is found);

— degree lexicographic order (deglex): X" <y X', if W, (U) <w, (v) or w, (u) =w,(v), but with
that x" < x" in the alphabetical order (ordered by the sum of powers, in the case of equality of sums
— by alphabetical order);

— degree reverse lexicographic order (degrevlex): X' <j.ieviex X

v

, Ifw (u) <w,(v) or
w, (U) =w, (v), but with that x" > x" in the alphabetical order (ordered by the sum of powers, in
the case of equality of sums — by reverse alphabetical order).

42



ISSN 2519-2310 CS&CS, Issue 4(8) 2017

The solution of the problem of occurrence, i.e. the ascertainment of membership of a polynomial
h toanideal I =(f,f,,..., f,), consists in constructing all possible reductions h by means of ele-

ments of the Grobner basis of the ideal | . A polynomial h belongs to an ideal 1 =(f, f,,..., f) if

and only if a zero is obtained as a result of reduction [15].
For each ideal 1 <K[x;,X,,...,X,] there exists a Grobner basis, and the construction of the Grob-

ner basis itself is based on the resolving the linkage [15]. The polynomials f; and f; have a linkage
if their leading terms are both divisible by a non-constant monomial @. Let f.=w-q,
f,c =®-d,, where @ — the greatest common divisor of leading terms f,. and f,.. Let’s consider
the monomial F ; = f;-q,—f;-q, | and reduce it using a basis f, f,,..., f_ as long as possible. If
the resulting polynomial F',; =0, then they say the linkage is solvable. Otherwise, the resulting

polynomial f ., =F" should be added to the basis f, f,,..., f, of theideal I after which the pro-
cedure for finding and reducing of linkage will be continued. After reducing the finite number of
linkages aset f, f,,..., f ., f., .. f, isobtained in which every linkage is solvable.

In accordance with the diamond lemma, the basis f, f,,..., f of anideal | <K[x,X,,...,Xx,] isa
Grobner basis only if there are no unsolvable linkages in it [15].

The resolving of the linkage allows to define the effective algorithm for constructing the Grébner
basis of the ideal | =(f,, f,,..., f,,) (Buchberger's algorithm).

Step 1. Check whether the linkage in the set f, f,,..., f, exists. If there are no linkages, then the
set f,, f,,..., f, is a Grobner basis of the ideal | =(f, f,,..., f.,). If linkages exist then go to step 2.

Step 2. Form a polynomial F, ; = f; -, — f; -q, with linkage of the polynomials f; and f; found
in previous step and reduce it by means of a set f,, f,,..., f. as long as this is possible. If the poly-
nomial is reduced to a nonzero polynomial f_ ., go to step 3, otherwise go to step 4.

Step 3. Add the polynomial f_ ., totheset f,f,,..., f. and go to step 4.

Step 4. Pick up linkage didn’t examined previously and go to step 2. If all the linkages are pro-
cessed, then we derive the resulting set f,, f,,..., ., f...,..., f, in which all the linkages are solva-
ble. This is the Grobner basis of ideal | =(f,, f,,..., f,).

To date, other algorithms for constructing the Grobner basis are known, for example algo-
rithms F4, F5 [17,18]. The Grobner basis can be simplified in the following methods [15].
1. Minimization of the Grébner basis. If f and f; are two elements of the Grobner basis, with

their leading terms f,. and f,. that are divisible by each other, for example, fjc‘ f., then

the polynomial f; can be removed from the set f,, f,,..., f,,. The Grobner basis is called min-
imal if f,. itis notdivisible by f,. forall i= j.

2. Reduction of the Grébner basis. If some member g of the polynomial f, is divisible by the
leading term of the polynomial f;, then we reduce g it with f; and use the result of reduc-

tion to replace the term g in the polynomial f;. In this case the Grobner basis remains a

Grobner basis, the number of elements of the basis does not change, however the degrees of
the polynomials f,, f,,..., f decrease. The Grobner basis is said to be reduced if no member

of the polynomial f; is divisible by the leading term of the polynomial f, forall i= j.

The minimal reduced Gréobner basis of the ideal | < K[x,X,,...,X,] is uniquely defined (with

unit coefficients at the highest powers of the basis elements), that is, it doesn’t depend on the initial
basis of the ideal | =(f, f,,..., f,) and on the sequence of operations performed (but depends on
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the ordering of the variables x,X,,...,X.) [15]. The concept of a minimal reduced Grdbner basis is

used in the work of Jean-Charles Faugére [13] to determine the algebraic immunity of S-blocks
(nonlinear complication nodes) of block symmetric ciphers. Let consider a non-linear block (S-box)
of the block symmetric cipher (see Fig.2), which implements the Boolean mapping

S:GF(2)" ->GF(2)" [1-9].
S-box is defined by a system of algebraic equations over a binary field:
fl(X17X2""'Xn) =Y
£,(X, X0y X,) = s

(7)
o (X Xgse X)) = Y
i.e. a collective of Boolean polynomials
Vi = B0 X0 %),
y2_f2(x1’x2"“’xn)’ (8)

Yo — F (X0 %000 X,)

in the ring K[X,, X, ..., X, Y1, Yoo Y] OF variables x,%,,...,X,, ¥y, ¥o,-.., ¥, With coefficients over
the field K =GF(2).

X, —» — Y, = (X, %X,,.0 X))

X,—» L Y, = F (X X000 X))
S-box

X,—> — Y = fm(Xl,Xz,...,Xn)

Fig. 2 — Block diagram of a non-linear block of a block symmetric cipher

With the system of equations (7), algebraically defining the structure of an S-block, we associate
the ideal | generated by the polynomials (8):

1(S) = (Y, = fL(X X0 X0 ), Yo = £ (X0 X0 X0 ), os Y = B (X0 X500 X)) =
={(y, =) L+ (Y, — F) L+t (Yo — Tu) i 0 Do Ty € GF(2)[X0 X0y Xy Vi Yaoeens Y1} -

Algebraic immunity of a non-linear block of a block symmetric cipher is defined as the min-
imal degree of a polynomial P inanideal 1(S) [13]:

Al (S) = min{deg(P), P & 1(S) 4GF (D)X, Xpr-v Xy Yos Var-oos YT}, (©)

and the minimal reduced Grobner basis of the ideal 1(S) for a degree reverse lexicographic order
(degrevlex) contains a linear basis of polynomials P in 1(S), such that Al(S)=deg(P). In other
words, to calculate algebraic immunity AI(S) it is sufficient to construct a minimal reduced Grob-
ner basis of the ideal 1(S) given by equations (8) and to find a polynomial of minimal degree

among the elements of this basis. The value of the minimum degree is the value of the algebraic
immunity Al(S) of the block symmetric cipher substitution box (S-box).
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The link between the algebraic immunity of the S-block (9) and the Boolean function (1) is
shown in [19, p. 337]. Consider a Boolean function fg (X, Xy, ..., X,, ¥y, Yos-eer Yo ) : GF(2)*" — GF(2)
whose values are defined as follows:

LV, (%0 X0 X)) = Y5,

fS(X11X21-..1Xn’y1’y21-..1ym):{0’3i, J fi(Xi,Xz,...,Xn) + yJ

The set of solutions of equation
fo (X, X0 s X0 Vi Yoreens Vi) —1=0

coincides with the set of solutions of system (7). Consequently, there are different bases (fg —1)
and (y,—f,y,—f,,....y,,— f,,) of one ideal of equivalent systems, i.e.

I(fs _1): I(yl_ fl’ Y,— fl""1ym - fm)'

Ideal of the space of annihilators Ann(f)in the ring GF(2)[X,, X,,..., X,, Y1: Y., ¥,n] COINCides
with the ideal 1(f;—1), hence, the algebraic immunity (9) of the Boolean mapping

S:GF(2)" - GF(2)" coincides with the minimal degree of nonzero polynomials belonging to the
annihilator of the function f:

Al(S)=min{Deg(g)| g € Ann(f;)}.

Thus, any S-block can be unambiguously described by a Boolean function [19], the algebraic
immunity of this function can be calculated, for example, using the algorithm of paragraph 2.

4 Values of algebraic immunity of nonlinear blocks of modern ciphers

In this paper comparative studies of the algebraic immunity of nonlinear blocks of modern sym-
metric ciphers have been carried out. As objects of research, well-known and standardized on the
national and/or international level block symmetric crypto-transformations are chosen:
— cryptographic algorithm AES, standardized in the US as a federal data processing standard
FIPS-197 [20], and also internationally as a block cipher in ISO / IEC 18033-3 [21];

— cryptographic algorithm Camellia, standardized internationally as a block cipher in
ISO/IEC 18033-3 [21];

— cryptographic algorithm CAST, standardized internationally as a block cipher in
ISO/IEC 18033-3 [21];

— cryptographic algorithm SEED, standardized internationally as a block cipher in
ISO/IEC 18033-3 [21];

— cryptographic algorithm “Kalyna”, national standard of Ukraine DSTU 7624:2014 [22];

— cryptographic algorithm “Kuznechik”, standardized in Russia as GOST 34.12-2015 [23];

— algorithm of symmetric encryption and integrity control “BelT”, the Republic of Belarus,

standardized in STB 34.101.31-2011 [24];
— cryptographic hash function Whirlpool, based on block symmetric crypto-transformations,
standardized internationally in ISO/IEC 10118-3:2004 [25].

To calculate algebraic immunity the expression (9) was used. For immediate calculations, the
Magma software package [26] is used, which implements a wide range of functions related to alge-
bra, group theory, rings and fields, number theory and many other branches of mathematics.

The tested blocks of the replacements, except for the S-block of the hash function of Whirlpool,
were considered in detail in work [9], table 1 shows some results of the research.

The following notations [9] are used in the table:

— B —balance;
— N -—non-linearity;
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— A —autocorrelation;

— AD —algebraic degree;

— PC —propagation criterion;
— Cl —correlation immunity.

Table 1 — Cryptographic properties of non-linear blocks of block ciphers

B N A AD PC Cli Al

AES + 112 32 7 0 0 2
SEED - 110 40 7 0 0 2
CAST-128 - 120 0 4 8 0 2
“Camellia” + 112 32 7 0 0 2
“Kalina” + 104 72 7 0 0 3
“Kuznechik” + 102 72 7 0 0 3
“BelT” + 104 72 7 0 0 3
“Whirlpool” + 95 80 7 0 0 3

In the last column “Al” of Table 1 the values of the algebraic immunity of nonlinear substitution
blocks of modern ciphers are listed. These data are obtained from (9) by constructing Grobner bases
of ideals 1(S) given by sets of polynomials (8) from equations (7) of the corresponding S-blocks.

The results obtained are indicative of the insufficient algebraic immunity of nonlinear boxes of
block ciphers, which were developed in the late 90s — early 2000s. The algorithms considered
(AES, SEED, CAST-128, “Camellia”), represented in the modern international standard 1SO / IEC
18033-3, have relatively low algebraic immunity and can potentially be considered as real targets for
constructing effective algebraic attacks.

Block symmetric crypto algorithms “Kalyna”, “Kuznechik”, “BelT”, as well as cryptographic
function of hashing of Whirlpool, are developed taking into account the possible algebraic attacks.
Nonlinear substitution blocks of these algorithms have high algebraic immunity and, apparently,
will remain resistant to new methods of algebraic cryptanalysis.

5 Conclusion

Methods of algebraic cryptanalysis since early publications [27,28] have turned from abstract
and inapplicable mathematical ideas into a developed section of modern cryptology that is widely
discussed in the scientific community. To date, a huge number of research projects have been car-
ried out in this field of knowledge, and obviously, in the coming years, effective algorithms for al-
gebraic cryptanalysis of modern symmetric ciphers should appear.

In this paper some aspects of algebraic cryptanalysis were considered, in particular, methods for
calculating the algebraic immunity of non-linear blocks of symmetric ciphers were studied. This
concept first was introduced for stream cryptoalgorithms in [10,11], and was generalized in [13] to
Boolean mappings, i.e. nonlinear blocks with arbitrary dimension of inputs and outputs. Algebraic
immunity, in some sense, characterizes the complexity of solving a system of equations describing a
non-linear block and thus allows one to obtain an idea of the resistance of a symmetric cipher to al-
gebraic cryptanalysis. In particular, the algorithm of algebraic cryptanalysis of stream ciphers with
filter-generator scheme was proposed in [10]. Complexity of implementing this algorithm is a func-
tion of the value of algebraic immunity of a cryptographic Boolean function.

The calculation of the algebraic immunity of a nonlinear block in the general case is associated
with the construction of the Grobner basis of the ideal of the polynomial ring given by polynomials
from the equations of the permutation block. This problem is solved by computationally effective
algorithms of Buchberger, F4, F5, etc. [15-18]. Moreover, the considered mathematical methods
can also be used to search for effective algebraic attacks [19], which confirms the perspective and
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relevance of ongoing research in this field.

In this paper the algebraic immunity values substitution boxes of some modern ciphers are given.
In particular, it was found out that the cryptoalgorithms developed at the end of the 90s — the begin-
ning of the 2000s do not have the ultimate values of algebraic immunity, i.e. can be considered as
targets for potential effective algebraic attacks. Block ciphers of the latest generation (“Kalina",
"Kuznechik", "BelT") were developed taking into account the possible application of algebraic
cryptanalysis and have uttermost values of algebraic immunity.

A promising direction is further research on methods of algebraic cryptanalysis, in particular, the
use of quantum computing technologies to solve systems of algebraic equations that describe a
symmetric cipher. According to the authors of this work, in this direction of research the most sig-
nificant and interesting scientific results are expected.
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CHMMETPUYHOTO I (pa, ero yCTOHINBOCTh K OONBITMHCTBY M3BECTHBIX KPUNTOTPAQHUIECKUX aTaK U ypoBEHb 00ecIeunBaeMoil M
6e30macHOCTH HH(YOPMAIIMOHHBIX TEXHOJOTHiL. B aHHO#l paboTe paccMaTpUBAIOTCS Pa3InYHbIe METOABI pacuyeTa anredpanieckoro
UMMYHHUTETA, U3YYACTCA UX B3aUMOCBA3b U MPUBOIATCA PE3YJILTAThl CPABHUTEIIBHBIX HCCHe}lOBaHHﬁ anre6paw{e01<0i/'1 UMMYHHOCTH
HEJIMHEHHBIX y3JI0B HanboJee N3BECTHBIX COBPEMEHHBIX CHMMETPUYHBIX HIH(POB.
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Abstract. Requirements are formulated for the choice of complex signals systems — data carriers for use in multi-user
broadband telecommunication systems (BTS), which are increased requirements for noise immunity, electromagnetic
compatibility, stealth operation and information security data. Conceptual bases are presented of synthesis for a new
class of complex signals — cryptographic signals (CS). The justified advisability of application of CS protected BTS,
including the construction of derivative signal systems to improve the performance of noise immunity, interference
immunity, electromagnetic compatibility transmission security and information security data in protected BTS.

Keywords: multi-user system; the Euclidean distance; the signal ensemble; cryptographic signal; orthogonal signal
derivative signal system; the correlation function.

1 Introduction

In the conditions of the development of modern technologies, the commissioning of new control
and communication systems, as well as the development of computer and information technologies,
a single information and telecommunication space is being created that covers many countries, a
gradual transition of communication and automation systems to modern digital ways of transmitting
and processing information, automation of management processes is carried out. Moreover, the re-
quirements for electromagnetic compatibility of systems and facilities, integrity, reliability, confi-
dentiality, data authenticity in the process of their storage, transmission and processing are constant-
ly increasing, especially in critical systems of state and regional level. The fulfillment of these re-
quirements is inextricably linked with the need to generalize the already accumulated world experi-
ence in the field of information communications and completely depends on the degree of deploy-
ment of advanced information technologies for the information transmission and processing.

The rapid growth of information communications and the continuous development of technical
means for their provision contribute to the fact that setting the tasks of managing telecommunica-
tions networks, traffic, information security, services and quality of service are substantially chang-
ing. Meanwhile, such indicators of the effectiveness of information communications systems (ICS),
such as electromagnetic compatibility, noise immunity, information security, depend to a significant
extent on the properties of physical carriers of information — signals.

Electromagnetic compatibility (EMC) implies the conflict-free existence of various radio engi-
neering systems. Obviously, it is impossible to completely exclude the mutual influence of different
systems, the functioning of which is carried out in some relatively small area (for example, frequen-
cy domain). The task of the system's developer (user), e.g. telecommunications systems, is the elim-
ination or reduction to an acceptable level of undesirable effects of the system, e.g. electromagnetic
waves, on other systems. To the ICS, increasingly stringent requirements for ensuring the efficiency
of operation in conditions of complex external influences: natural and deliberate interference, inter-
ference from other radio systems operating at close frequencies or in the general section of the fre-
quency range.

Modern wireless ICS (e.g. cellular and satellite systems), refer to multi-user systems. In such
systems, a plurality of channels is located within a common frequency-time resource, so that each
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subscriber is able to transmit and receive information simultaneously with and independently of
other subscribers. When designing such systems, the main problem is the choice of the multiple ac-
cess method, i.e., the possibility of simultaneous use by many subscribers of the communication
channel with minimal mutual influence. If it is necessary to service a large number of subscribers,
the time-frequency resource should be significant. One of the problems of multi-user systems is the
need to effectively use the frequency band, ensuring the maximum density of radio engineering
means per unit bandwidth. This raises another problem of electromagnetic compatibility of radio
equipment (subscribers) operating in the general frequency band allocated for the system. One of
the methods for increasing the efficiency of using the frequency range in terms of electromagnetic
compatibility is the use of code division of channels (subscribers) operating in the common fre-
quency band, also known as code division multiple access (CDMA). With this method of infor-
mation transfer, each subscriber is allocated in a wideband signal (signature) from a plurality of or-
thogonal signals, and each signal occupies the entire band and the entire time interval. In this case,
when a user signal occupies both the entire available band and the entire time interval, that is, the
need to apply an orthogonal multiple access scheme in which all user signals are broadband. Such a
multi-user system will have all the advantages of broadband technology [1]. In an asynchronous
multiple access method with CDMA, the delays of various signals at the input of the receiver can
vary over a wide range. In this case, the procedure for synchronizing broadband signals (signatures)
becomes problematic. This is due to the fact that the signatures of different subscribers, having
overlapping spectrum, cannot remain orthogonal in a wide range of mutual delays. The conse-
quence of this is the occurrence of an inter-user interference (multiple-access interference), the
manifestation of which is the non-zero response of the receiver tuned to the i-th subscriber from the
signals of other subscribers. For applications of telecommunication systems in which an asynchro-
nous method with CDMA is used, the choice of signals must be made in such a way as to minimize
mutual interference, i.e. ensure electromagnetic compatibility. In particular, such user signals (sig-
natures) must have special properties of mutually correlating functions.

2 The problem of electromagnetic compatibility in information systems

When studying the EMC problem, we will assume that there are two parties involved in the in-
formation exchange process. The first of these is the system that carries out the data transfer (let's
call it the "radiating system™). The second is the system adjacent to the first (the "interacting” sys-
tem). For the radiating system, the signals of the interacting system can be interpreted as interfer-
ence (narrowband, broadband, structural, retransmitted, etc.). We also assume that the most char-
acteristic type of interference acts in the channel, described by a Gaussian random process whose
spectrum coincides with the signal spectrum. With this approach, the error probability depends only
on the ratio g* of the signal to the total interfering effect. The indicated parameter is found from the
relation [1]:

q?=2E/No+P,/F, (1)

where: E — signal energy; Ny — spectral power density of thermal noise; P, — interference power;
F — bandwidth.

The term P,/F — in fact, an additional white Gaussian noise with spectral density P,/F.

As follows from the relation (1), the use of broadband technology (broadband signals) allows
successfully solving the problems of EMC systems and withstanding interference effects. It is quite
obvious that the wider the signal bandwidth F, the smaller the additional spectral density (at a con-
stant value of the interference power P,) and, thus, the ratio g° of the signal powers to the common
interfering effect is greater. It is extremely important, from the EMC point of view, that the peak
signal power may be limited by the relevant international and national regulatory documents, and
the extension of the signal band is realized not by increasing the signal duration, resulting in a de-
crease in signal energy and value g°.

Broadband (interference) interference affects the signal as an additional white Gaussian noise
with a power spectral density N,=P,/F. In this case, the ratio g2, the signal powers to the total inter-
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fering effect at the output of the matched filter of the radiating system will be estimated from the
relation

0% =2E/Ng+N,=2E/No+P,,/F. (2)

The last relation coincides with the relation (1). The only difference is that the interacting sys-
tem, the spectrum of which completely coincides with the signal spectrum of the radiating system,
can realize a much greater suppression effect in comparison with white Gaussian noise. In the case
where the ratio P,,/F much bigger No expression (2) takes the form

q°=2-E-F/P,=2-P-F-T/P, 3)

where P, T — respectively, the power and duration of the signal of the radiating system.

It follows from (3) that when limiting the peak power of the radiating and interacting systems,
the only method of ensuring EMC and noise immunity of data reception is the use of broadband
signals, i.e. signals having a large value of the product F-T, the so-called processing gain. The task
of the designer of ICS is to select such a processing gain that would provide a sufficiently low level
of the power spectral density of the applied signals with respect to the noise spectral density at the
input of the receiver of the neighboring system.

The above results are valid for the case when the noise is a normal random process and has a uni-
form spectral density. The neighboring system can use in the process of information exchange sig-
nals similar to those used by the radiating system, from the point of view of the law of manipula-
tion, creating so-called structural interference with an uneven spectrum. Under such conditions of
functioning of the ICS, noise immunity is largely determined by the similarity (difference) in signal
structures and interference, i.e. the way in which individual elements of a signal are suppressed.

Let the signal power of the radiating system - P_, and the power of the interfering component

produced by the interacting system - P,. The power of the signal component at the output of the
matched filter at the time of making the decision (reference) is proportional P_, and the power of

the interfering component PHRJ.Zk (), where RJ.Zk (t) — the cross-correlation function (CCF) of the

useful k-th signal and the j-th interfering signal. Value t is determined by the shift of the CCF rela-
tive to the reference time. The signal-to-noise ratio at the output of the optimum reception device
will be [2]:

2 _ Pc 4
T()=pre (1) @

o jk

The smallest signal-to-interference ratio will be

@)= (5)

n maX(T)

where R, —isamaximum value R; (7).

As follows from (5), in order to ensure a satisfactory EMC and in order to increase the noise
immunity of receiving data in multi-user ICS, it is necessary to select signals for which the maxi-
mum CCF peaks are minimal.

If the maximum peaks of CCF are reduced to the root-mean-square level 0= o, then the sig-
nal-to-interference ratio will be

HORES (6)

For example, if: 5° :i, then
2FT
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q° = L (7)
PH
where FT=B - signal base.
For discrete phase-shifted signals g2 = 1 (N — number of signal elements). For such signals
q° = PN 8
P

o

It follows from formulas (7), (8) that the increase in the signal base increases g (and hence the
noise immunity of the system). In addition, these expressions indicate the way of ensuring EMC of

systems operating in a sufficiently close region. This decrease in the ratio —< (in the case of an in-
In

crease in the radiation power of the station (P, )) by increasing the signal base of the radiating sys-

tem.

Typical for communication theory is the approach of developing an optimal receiver that will re-
store the information contained in the observed oscillation with the best quality. The determination
of the optimal processing algorithm based on the account of the specific properties of the transmit-
ted signal allows one to synthesize, in an optimal way, the signal itself, i.e. choose the best way of
its coding and modulation [1-4].

In communication theory, the most common model is a channel with additive white Gaussian
noise, in which the probability of a channel transforming a given input signal into an output obser-

vation y(t) (transition probability -P[y(t)|8(t)]) exponentially decreases with increasing square
of the Euclidean distance between the transmitted signal and the output observation [1]:

P[Y(t)ls(t):|=keXp(—Niod(s,y)j, (9)

where k — constant independent of S(t) and y(t), N, — single-sided white noise spectral density.
The Euclidean distance between S(t) and y(t) is defined as

d(S,y)= J}[y(t)—S(t)]zdt. (10)

According to relations (9) and (10), the similarity of the signal (the probability that it is convert-
ed by the channel into observation y(t)) decreases with increasing Euclidean distance between S(t)
and y(t). In the case of equal probability of all source messages, the maximum likelihood criterion
(MLE) is the optimal strategy of the observer providing the minimum error in making a decision on
the actually transmitted signal. According to this rule, after the y(t) oscillation is accepted, the deci-
sion is made in favor of the signal for which the probability of its channel transformation into the
received observation y (t) is the largest (in comparison with the probabilities for other signals).

In view of the foregoing, the MP solution for the Gaussian channel can be transformed into a
minimum distance rule

d(S; y)=mind(S,y)=H;, (11)

i.e. the decision is made in favor of the signal S;(t), since it is closest (in the sense of the Euclide-

an distance) to the observation of y (t) among all possible signals.
Expanding the brackets in (10), we arrive at the relation
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d2(S,,y) = j y2(t)dt —2 j y(t)-S(t) + j st tdt =|y|* -2z +|is,|". (12)

where Z;- correlation between observation of y(t) and i-th signal S, ()

Z,=(y,,8) =] v, (©s; ()t (13)

The first term on the right-hand side of relation (12) is fixed for this observation and does not af-
fect the decision which of the signals was adopted. The last term is the energy of the i-th signal E;.
Then, the minimum distance rule (11) can be formulated as a rule of maximum correlation:

E =
Zj—?_max(zi 2). (14)

which means, in particular, that of M possible signals with the same energy, the one that has the
maximum correlation with the observation y(t).

One of the limitations in the synthesis of signals is the dimension of the signal space within
which their packaging is carried out. The physical essence of this limitation is due to the practical
resource, for example, the bandwidth of the frequency band. If the time-frequency resource in
which the M signals can be located is limited by the parameters AF a T, accordingly, one of the lim-
itations takes into account the bandwidth savings, while the second reflects the desire to transmit

data at an acceptable rate RzlogM|T. Then, according to the counting theorem, there is about

AFT independent samples that can be used in the synthesis of M signals, and each of the signals is
treated as a vector in a space of dimensionality ng=AFT .

The problem of selecting a set of signals can be formulated as follows: find in a space of a given
dimension ng a constellation of M vectors satisfying energy constraints and having the maximum
possible minimum distance between vectors dmin=max . With allowance for expressions (13)-
(14), signals with the smallest value of the maximum side lobe are preferred. Thus, the requirements
for the best signal can be formulated in the form of the following optimization problem: on the set
of all possible sequences of length N with symbols from a pre-selected alphabet, find a sequence or
sequences with the minimum value of the maximum lateral lobe of the correlation function.

3 Discrete signals synthesis methods

At present, there are no regular methods for synthesizing discrete sequences (DS) optimal by the
minimax criterion. Moreover, it is not possible to answer the question: how well-known signals
with a large number of N positions are close to optimal. Therefore, it is urgent to find effective
methods for synthesizing DS with good minimax properties.

One of these methods is based on the use of iterative algorithms [2]. With an appropriate choice
of the initial approximation and the use of integer optimization with respect to the minimax or me-
dium-level criteria, it is possible to obtain comparatively good signals in this sense. However, the
lack of iterative methods is a dependence on the initial approximation, a sharp increase in the calcu-
lation time of the signal with increasing N, and the fact that they lead only to a local extremum.

The method of synthesizing DP by means of a homomorphic map of the multiplicative groups of
the simple and extended Galois fields with the aid of the K-valued character [3] deserves attention.
Studies have shown that with the increase in the field characteristics and the number of classes, the
volume of calculations for directional search sharply increases.

Other methods assume the search for the necessary conditions for the existence of a DP with
given parameters. An example of such an approach is the following. It is known [1-5] that sequenc-
es with a good aperiodic autocorrelation function (ACF) can be found only among sequences with
good periodic ACF. At the first stage, a set of candidate sequences with a good periodic ACF is
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formed. At the second stage, an exhaustive search is performed by the criterion of the lowest level
of the side lobe maximum of aperiodic ACF among all cyclic shifts of one-period segments of can-
didate sequences. The result of the search is a sequence with a minimum value of the side lobes of
aperiodic ACF.

The known methods of synthesis of DP with given correlation functions are almost always
based on conducting operations to search through a variety of options for selecting the best result,
and for a significant period of DP, the application of such methods becomes problematic.

In multi-user systems with code division, families of discrete signals with special mutual correla-
tion properties are necessary. Synthesis of families of signals with the necessary cross-correlation
properties consists in the search for a family of sequences with corresponding mutually correlating
functions. In this paper, we present methods that allow the synthesis of systems of nonlinear dis-
crete complex signals with given, for certain ICS applications, correlation, ensemble, and structural
properties.

Since the code division is based on the difference in signals, the construction of multi-user sys-
tems and their characteristics are determined by the choice of signals and their properties. Usually
the number of subscribers is large enough, so the choice of signals for ICS applications (mobile
communication systems, space communication systems, etc.) is reduced to the synthesis of signal
systems with given ensemble, correlation and other properties. The development of multi-user ICS
based on code division of signals and led to research in the theory of signal systems.

The appearance in recent years of new areas of use of pseudorandom sequences required an addi-
tional and more thorough study of their ensemble, correlation, structural, and other properties. For
example, the increased interest in broadband has stimulated the study of aperiodic correlation func-
tions, and not just periodic ones. The application of code division multiplexing methods in systems
with multiple access and, as a consequence, the problems of EMC of various systems, required a
deeper analysis of the mutual-correlation properties. The necessity to counteract the mutual interfer-
ing influence of ICS led to the search (synthesis) of signals with specified correlation, structural,
ensemble, technological and other properties.

For most applications, in particular for broadband systems with multiple access, interesting are
not pairs, but large sets of sequences with good cross-correlation properties, improved ensemble
and structural properties. In some systems, the number of concurrent sequences can exceed several
hundred. There are large sets of periodic sequences (Kasami, Gold, etc.), which have comparatively
small side lobes of mutual-correlation functions [6-10]. To generate such sequences, shift registers
with linear feedback are used. The rules for constructing these classes of sequences indicate a low
structural concealment of the generated sequences, and, consequently, signals-physical carriers of
information in the ICS.

The need to use protected radio channels forces researchers to look at the modes of functioning
of the protected radio channels and the aspects of the formation and application of complex signals
in a new way. Therefore, in our opinion, today new approaches and new views are needed on the
application processes and functions of complex signals in order to create secure ISS. Fundamental
here, in our opinion, is a new understanding of the methods of ensuring information stealth and imi-
tation resistance, that is, functions that are implemented in traditional systems with the use of sys-
tems and means of cryptographic information protection [11]. A productive step, from the point of
view of a new direction in the use of complex signal systems, is the synthesis of so-called crypto-
graphic signal systems. Synthesis of such signals is based on the use of key data, and at the same
time, the signals must possess: absolute structural concealment with respect to the laws of their
formation and signal change in a dynamic mode; improved ensemble properties (exist for almost
any period value, have a significant amount of signal system); necessary to ensure the required val-
ue of noise immunity, correlation properties.

The authors formulated and solved the problem of synthesis of nonlinear cryptographic discrete
signals (CS) providing the required values of noise immunity, information and structural stealth of
the ICS operation [12-13]. In conditions of intensive information counteraction of the parties, inter-
ests and competition of which can manifest themselves in various spheres, including, as recent
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events have shown, in the sphere of information and hybrid wars, the availability and use of secure
ICS is of particular importance. To a significant extent, such systems are based on the use of pro-
tected radio channels. At the same time, under the security of systems, it is necessary to understand
in a broad sense, first of all, their ability to provide the necessary EMC, noise immunity, imitating,
information, energy and structural stealth. Increased requirements for the effectiveness of the opera-
tion of ICS in the context of internal and external influences are largely ignored by existing infor-
mation technologies. There is a contradiction between the stringent requirements for the provision
of EMC systems and facilities, reliability, secrecy, confidentiality, integrity of data transmitted via
the ICS communication lines, on the one hand, and existing models, methods and technologies of
control over ICS, information security (IS), services and quality of service, on the other hand. The
main ways to solve this contradiction is to provide EMS systems and tools, increase noise immunity
and ISS IR by improving the methodological foundations of ICS construction by creating new
models, methods and technologies for managing telecommunications networks, information securi-
ty, services and quality of service, developing information exchange methods, synthesis methods
new classes of nonlinear complex discrete signals — data carriers with the necessary ensemble, cor-
relation and structural properties.

By cryptographic discrete signals (CS) it is proposed to understand a set of sequences (vectors)
of symbols of a certain alphabet, which necessarily have the necessary structural, ensemble and cor-
relation properties, temporal and spatial complexity, and the possibility of forming on the basis of
keys [12]. Rules for constructing the CS are based on the use of random or pseudo-random process-
es, which must meet the requirements of randomness, irreversibility, unpredictability, etc. [14].

4 Discrete cryptographic signals model

Let us formulate in general form the problem of synthesis of CS.
The task of constructing (synthesizing) the CS will be understood as the problem of constructing

subsets of discrete sequences (W,%),q =1,N,l =1L, the set of which forms a system of discrete sig-
nals of a given alphabet of dimension M, =N xL, such that in each of the subsets (the dictionary)

the conditions imposed on the subsets of the CS in terms of structural, ensemble, correlation proper-
ties, the spatial and temporal complexity of their generation.

The construction of the CS is based on the analysis and use of periodic and aperiodic correlation
functions and reduces to the following stages.

1. Ensuring the conditions for meeting the requirements for structural and ensemble properties,
the ability to form a subset of the COP with allowable temporal and spatial complexity, including
using keys.

2. Constructing a CS WY, periodic autocorrelation function (PFAC) of each of which satisfies the
system of nonlinear parametric inequalities (NPI):

L -
Rgl(l)sglwiq(vviil) <RY (), 1=1L-1, g=LN, (15)

where Rgl(l) and Rgz (I) — given PFAC implementations, and the indices are calculated modulo

(i+l) mod L.
If I=L for all gq=1 N (15) gives convolution with value L:

L L
DWW, =Y WW =L,q=1N, (16)
i=1 i=1
3. Construction of pairs KC WY and WP, the cross-correlation functions (CCF) which satisfy the
requirements, which are determined by the set of NPI systems (16), and also meet the requirements
for the cross-correlation joint function (CCJF) WY and WP concordant discrete words W% and
WP (17-21):

55



ISSN 2519-2310 CS&CS, Issue 4(8) 2017

qu < z qu P+ z WA xWP, ) < _qu ); (17)
i=0 i=L-K+1
L-1 «
qu (< z qu(\N+|) + 2 WIXWP )T <RIP(); (18)
i= i=L-K+1 2.2
RUP (I)gLiKW-qx(\N-pl)*+ Lz_l W-qx(\N-qI )" <R%P (): (19)
T S T A
® 1y < SN WP L PV P qp
R ()= X WP WP+ S WP xWd )" <R ’(); (20)
’ i=0 i=L-K+1
RIP (|)<Lin-Px AR z WiP (WP )<Rqp I; (21)
b/~ 20 I i+l Lk i—-1+K

Besides, I=1,L—1 for all kinds of combinations q and p, q=1LN, p=1 N, q#p, where
Rgp (1) and R (1), - specified (necessary) implementations PCCF and CCCF respectively
J 2]

(j=15).
In systems NPI (15), (16) and (17-21) W;* and W;" are unknown values of random or pseudo-
random CS symbols W9and WP, g =1, N, which are subject to determination in the process of their

construction. In what follows, the systems (15-16) and (17-21) will be called the model of the sub-
set (dictionary) of the CS.

We analyze systems of nonlinear parametric quadratic inequalities (hereinafter systems) (15),
(16) and (17)—(21) using the introduced model.

The systems (18) and (20) with I=L for all q=1, N must give a complete convolution with the
value of L, that is (18):

L N
> WW=L,q=LN (22)
i=1
and (20) gives
L -
> WAWP =L, p=1N. (23)

i=1

The systems (17), (19) and (21) with I=L for all pairs W¢ and W give the values of the cross-
correlation function with zero shift:

quw P=R%(0):q,p=1LN, (24)
S WP ~R®(0),q, p=LN, (25)
ZL:WJ’WS‘ =R™(0), p,q=1N. (26)

i=1

In what follows, the systems (15-16), (17-21) and the quadratic equation (24) will be called the
model of the subset (dictionary) of the CS.
We will analyze systems (15-16) for the existence of solutions and independence. It follows di-

rectly from (15) that for each of g CS W* there are L unknowns W,*, W, ---W, . To find them, ac-
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cording to (15), we can construct a system of L—1 independent NPI. Further, using (16), we obtain
one more expression, but an equation. The peculiarity of the system (15) is that it gives a convolu-
tion of each of the CS with the value L. On the basis of (15) and (16) in the construction of each N
subset of the CS, one can compile N independent systems of quadratic NPIs, each of which will
contain L-1 quadratic inequalities of the form (15) and formally one equation, so that there will be
only L.

We also analyze the set of systems of parametric inequalities (17-21), taking into account (22),
(26), for the existence of solutions and the independence of systems and individual equations. The
systems (17-21) determine the permissible mutual properties relative to PCCF and CCCF of each
pair of CS - WY and WP. They define the requirements for PCCF and CCCF specifically for only two
CS W9 and WP, When constructing three CS, we have 3!/2, and for N CS, respectively, N!/2 of such
systems.

Thus, with increasing N, the number of systems of the form (17-21) increases exponentially (by
factorial).

For N=2, among the (22)—(26) systems of NPI there are redundant nonlinear quadratic equations.
Equation (16) coincides with (22) and (23) because the last two already enter the system (16), are
dependent, and therefore cannot be used. Further, equation (24) and (25) coincide, and equation
(26) is symmetric, in part of the correlation function, with respect to equations (23) and (25). There-
fore, for each pair of p and g, (24) is independent.

On the basis of detailed analysis, we have that all (17-21) NPI systems determine the different
implementations of PCCF and CCCF specifically for only two CS - WY and WP. Therefore, the
mathematical model for constructing two CS W and WP is uniquely determined by the five NP1 sys-
tems in the form (17-21) and, as already justified, by the equation (24).

The above analysis results allow to determine the complexity of the model and on its basis the
complexity of constructing a subset of N CS.

1. When constructing one CS, it is necessary, depending on the allowable values Rg (1) and
1

Rgz (1), defined by the limits of dense packaging, consider v > k systems of the form (15-16).

2. When constructing two CS, it is necessary to consider v, > k;, systems of the form (17-21),
where k; is determined from Rglp () and R (1).
y 2,

3. When constructing N CS, it is necessary to consider v, > k, systems of the form (17-21),
where k, is determined RY (1) gng RY (1), and also R (1), and R (1) allowed values.
N 3 & by j b, j

Thus, on the basis of accounting for the boundaries of the physical packing of the subset of CS
[1], there are possibilities to construct subsets of the CS according to (15-16) and (17-21), using
aperiodic autocorrelation functions (AACF). In this case, simplifications are possible. So the system
(15-16) by analogy can be represented in the form of an NP1 system on the basis of aperiodic corre-
lation functions, that is,

*

L-m
AOESRUE (W) <d ). 1=1L m=1L, 27)
1=

where raql(l) and r’,i_ (I) — prescribed, but feasible, implementations in terms of tight packaging.

Further, the systems (15-16) and (17-21) can also be represented in terms of aperiodic mutual cor-
relation functions (ACCF) in the form of a system of nonlinear parametric inequalities

L—-m
Pyt T wd (W_q
1 L i=0

— 1) <), (28)

=1L m=1L,
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i (Wﬂl)* S0 (29)

where 1,3 1%, 17 2, % 151, % 15 ,% - permissible from the point of view of close packing AACF
and ACCF.

5 Problem solution for synthesis of a system of nonlinear discrete complex
cryptographic signals

The use of CS will improve the performance of ICS, in particular: EMS, noise immunity (noise
immunity of receiving signals under the influence of structural, obstructive, retransmitted and other
types of interference, stealth operation) and information security. Such discrete signals have the
necessary but limited (“tight packing™ values), correlation and ensemble properties. With this ap-
proach, the structural concealment of the signal is provided by randomness or pseudo randomness,
and noise immunity is provided by the correlation properties of the synthesized system of signals.
Information security of ICS is provided on the basis of the fact that the statistical properties of CS
are close to the properties of random sequences, as well as the use of cryptographic keys. It is nec-
essary to note the special property of CS systems: the possibility of their recovery in space and time
with the use of keys and a number of other parameters that are used in the synthesis of signals.

The authors proposed a method for synthesizing systems of complex nonlinear cryptographic
signals, including the following stages [13].

1. Formation of random or pseudorandom discrete sequences using key data.

2. Estimation of statistical properties of potential CS.

3. Building the required number of potential CS WY in accordance with the system of inequalities
(15) and key data.

4. Finding pairs or subsets of the CS W and WP, which satisfy the requirements (17-21).

5. The construction of the matrix of states of the mutually correlated functions of all possible
pairs of potential CS, which were selected by the results of the previous step and have all the neces-
sary properties.

6. The analysis of the matrix of states and the formation of the necessary number of subsets or
pairs of CS according to (15-16) and (17-21) and selection in the subset of only those pairs that
satisfy the requirements.

Examples of pairs and subsets of CS are given in [13].

Taking into account the need to ensure the cryptographic stability and structural concealment
(complexity) of the cryptographic signal, the choice of the algorithm of symmetric block encryption
with the counter is justified as a source of pseudorandom sequences of symbols (the first stage of
the method): The national cryptographic standard of the block symmetric transformation of
DSTU 7624:2014, "Kalyna™ and its modes of operation to ensure confidentiality and integrity of
information [15]. Alternatively, a source based on the AES algorithm (international standard
ISO/IEC 18033) may be proposed. Preference in the selection is given to DSTU 7624:2014, taking
into account the following factors.

Block symmetric ciphers (BSC) are one of the most common cryptographic primitives [16-18].
In addition to securing the confidentiality (encryption) of the main volumes of information transmit-
ted over the network or stored locally, they are used as a constructive element of other primitives
(hashing functions, message authentication codes, pseudorandom sequence generators, etc.). The
importance of this cryptographic transformation is underscored by a number of international compe-
titions, such as AES, NESSIE, CRYPTRACK, which were focused on the development of block
cipher (as the main goal or as part of a set of promising solutions).

The national standard supports the block size and encryption key length of 128, 256 and 512 bits
(the key length is equal to the block size or twice as large), providing a normal, high and ultra high
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level of durability (now it is the only block encryption standard in the world supporting 512- bit
symmetric keys). Different variants of the standard provide flexibility of choice of parameters for
developers of cryptographic protection systems, which makes it possible to obtain both the highest
level of performance and the largest margin of conversion stability. The high-level design uses a
well-researched Square-like SPN structure used in the algorithms of AES/Rijndael, Whirlpool, Stri-
bog and many others. The cycle transformation is constructed on the basis of tables of substitution
(S-blocks) and multiplication by an MDS-matrix over a finite field, providing necessary crypto-
graphic properties. The use of such a design makes it possible to provide provable stability with re-
spect to differential, linear and other types of cryptanalysis, while simultaneously providing an ef-
fective implementation for a wide range of software and hardware/software platforms. When choos-
ing the size of the MDR-matrix, the size of the L1 cache of modern and promising processors was
taken into account, which made it possible to optimize the performance of the software implementa-
tion of the cipher [19-22]. The standard of Ukraine provides the greatest nonlinearity of Boolean
functions, which gives an additional margin of stability in relation to linear cryptanalysis. In addi-
tion, in our opinion, the standard of block symmetric transformation of DSTU 7624: 2014 refers to
post-quantum algorithms, i.e. it will ensure (when selecting the appropriate parameters) crypto-
graphic resistance against attacks with the use of quantum computers [11].

6 Nonlinear discrete complex cryptographic signals properties

Tables 1 and 2 show the results of studies that illustrate the possibility of applying the above
method of signal synthesis for a number of applications of ICS.

Table 1 — Correlation properties of cryptographic discrete sequences
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64 17 9545 8 14 4931 45553 512 5451 589 10
1024 90 2209 72 3 1149 2 439 840 26 638 82
30 9 2479 2 2 973 3072720 95722 6
31 9 7743 5 155 3622 29 977 024 1465 137 5
63 17 10 868 9 14 7 166 59 056 712 12 214 869 11
127 25 6 798 17 51 3 636 23 106 402 1266 098 19
127 27 10 006 17 51 6491 50 060 018 9 006 648 19
511 63 7 662 45 6 4783 29 353 122 2 666 671 51
1023 100 8513 70 4 6 194 36 235 584 5293538 81
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So, in Table 1, in accordance with the method described above, the results of synthesis of dis-
crete sequences for some values of the sequence period are presented, in particular, the following
are given: boundary values for maximum emissions of correlation functions satisfying the "tight
packing™ boundaries [1-3]; the number of pairs of sequences constituting a complete ensemble of
signals (for estimating the cross-correlation properties of signals); the number of signals satisfying
the boundary values for different correlation functions. Table 2 gives estimates of the number of
pairs of sequences of different classes (M-sequences, sequences with a three-level cross-correlation
function — PCCFT, cryptographic sequences (CP)) that satisfy the "close packing" boundary for
the corresponding period [5,13].

Table 2 — The ensemble properties of various complex signal systems

Type of signals Sequgnce ""Dense packing" border Seq_uen_ces pairs number
Period value satisfying the boundary

M-sequences 31 9 3
PCCFT 31 9 495
CS 31 9 1465137
M-sequences 127 27 36
PCCFT 127 17 11610
CS 127 23 47 053
M-sequences 255 36 28
PCCFT — - =
CS 255 36 17599
M-sequences 511 63 276
PCCFT 511 33 147500
CS 511 63 2666671
M-sequences 1023 100 435
PCCFT 1023 65 338000
CS 1023 100 5293538

The analysis of the data in Table 1-2 shows that the proposed method for synthesizing complex
nonlinear discrete cryptographic signals using random or pseudorandom processes allows the for-
mation of large ensembles of discrete sequences of almost any period with given, but physically re-
alizable, side lobes of auto-mutual and butt correlation functions in periodic and aperiodic modes of
operation, as well as statistical characteristics of correlation functions that are not inferior to anal
tech characteristics of the best classes of linear signals. Thus, for the period of the sequence N=63,
the number of pairs of cryptographic discrete sequences satisfying the established limit value of the
maximum side lobes PCCF-17 is 12,214,869. For a representative of a class of linear sequences —
sequences with a three-level cross-correlation function (Gold sets that are optimal from the point of
view functions of cross-correlation signals [6]), the number of pairs of signals satisfying this
boundary is -975. Exceeding the volume of cryptographic signals over the ensemble composed of
M-sequences is more than 10’ times. For the period of the sequence 1023, the number of pairs of
cryptographic discrete sequences satisfying the established boundary value for the side lobes of the
cross-correlation functions (CCF) -100 is 5293538, whereas for a representative of the class of line-
ar sequences of M-sequences, the number of pairs satisfying this boundary is -43 i.e. exceeding the
volume of the signal system is more than 105 times. It should be emphasized that the law for the
formation of each of the cryptographic signals is determined by the key, and the length of the key
can be substantially smaller than the period (length) of the signal itself. With a slight decrease in the
requirements for the maximum peak side peak CCF, according to which signals are selected (in
fact, decrease in noise immunity of reception), the indicators of imitating resistance of IKS opera-
tion can be significantly improved. Thus, for the period of the sequence N=127, an increase in the
boundary value by 1.2 dB, will increase the volume of the ensemble with M=11610 at the boundary
Rpmax=17, t0 9,006,648 signals, with a boundary value of 27, i.e. in 776 times.
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The performed calculations and simulated simulation indicate that the maximum lateral emis-
sions of the correlation functions of the CS, as well as the statistical characteristics of this class of
signals, are not inferior to the corresponding characteristics of linear M-sequences [8].

Thus, varying the boundary values of the level of the side lobes of the corresponding correlation
function, depending on the requirements imposed on the ICS from the point of view of noise im-
munity of receiving signals, the system can be solved to achieve the required noise immunity of
signal reception, imitating and information stealth ICS.

In Table 3 shows examples of calculating the statistical characteristics of various correlation
functions for discrete signals widely used in communication systems and, in particular, the charac-
teristics of cryptographic DS These characteristics were obtained using the developed special soft-
ware. Calculations were carried out for different values of the DS period. As statistical characteris-
tics of the correlation functions:

- greatest lateral emissions values R, ;

max ?

- mathematical expectation value of the emission module m‘R‘ ;
. L .. . 1/2
- standard deviation value of the emission module D‘l;‘z and emission values DR )

Table 3 — Statistical characteristics of the correlation functions of discrete signals

Type of signal Characteristi warce M O Ole)
ype of signals aracteristics IN N T v
AACF 1,0-18 0,5 0,4 0,5

Characteristic PACF 01-19 0.2 0.1 0.2
discrete signals ACCF 19-32 1,0 08 1,0
PCCF 25-3,6 1,0 0,8 1,2

CCCF 21-5,0 0,9 0,7 1,1
AACF 0,7..1,25 0,32 0,26 0,41

PACF 1/ N 1/JN 0 0
M-sequences ACCF 1,4..5,0 0,54 0,48 0,73
PCCF 1,9..6,0 0,8 0,62 1,0

CCCF 2,0..51 0,83 0,62 1

AACF 12-19 0,5 1 11

Cryptographic PACF 02-19 0,6 0,4 0,7
signals ACCF 1,4-34 0,5 0,4 0,6
PCCF 1,9-52 0,7 0,5 0,8

Analysis of the data given in Table 3, indicates that the values of the maximum lateral emissions
of the CS, as well as the statistical characteristics of this class of signals, are not inferior to the cor-
responding characteristics of signals constructed using M-sequences and characteristic discrete sig-
nals [3]. As illustrations in Fig. 1 to 3, various correlation functions for the cryptographic DS syn-
thesized according to the method described above.

For many applications of ICS, a situation is typical where individual stations intentionally have a
negative effect on the functioning of the radiating system. In such cases, the electromagnetic com-
patibility, information security and noise immunity of ICS is largely determined by the structural or
statistical properties of the data-sending signals in the system. In the face of EMC countermeasures,
the radio channels interference immunity of ICS depends on the secretiveness of the selection and
use of the system parameters. The interference will only be effective the case where the counter-
measure station establishes the fact of the presence of the opposing system in the air and assesses its
parameters frequency band occupied band, the law of modulation of the signal, and others.

Under the covertness of radio channels in general and the hiddenness of the parameters used in
them, we will understand their ability to withstand the measures of the radio-electronic counter-
measure aimed at detecting the fact of the system operation (energy concealment) and determining
the signal parameters necessary for radio counteraction (structural and information concealment).

61



ISSN 2519-2310 CS&CS, Issue 4(8) 2017

) 56

772

- 134
;1 T 19

b

AT

B C sz
L1244
105

- 86.8

—F452
- 304

F1Ld

0 100, 200,

04
- 02

Fig. 2 — PCCF for CS period L=256

2
— 04

0 100 200

Fig. 3— ACCF for CS period L=256

62



ISSN 2519-2310 CS&CS, Issue 4(8) 2017

Energy concealment characterizes the ability of the system to withstand measures aimed at
detecting by the station the counteraction to the fact of the functioning of the system. Structural
concealment of used signals characterizes the complexity of reliable prediction of signals or
their symbols (according to known previous ones). Information concealment (difficulties in identi-
fying received signals with a message that is transmitted) predisposes the system's ability to con-
ceal the semantic content of messages, the ways of generating messages (signals), the very fact
of signal transmission.

If the radiating system uses a signal with a nontrivial modulation law whose parameters are
unknown to the counter, the latter is unable to use a correlator or a matched filter to detect the
signal. The only strategy of the opposing side in this case is the use of an energy detector [1],
which is optimal from the point of view of detecting a band-limited noise signal against the
background of Abelian white Gaussian noise. To prevent the station from detecting counteract-
ing the signal, the radiating system should use signals with a distributed or wide spectrum,
which have the highest possible value of the processing gain, and a practically undiscovered
structure.

The ideal structural concealment of the signal means that the signal synthesis methods must
implement signals that meet certain requirements. It is quite obvious that such requirements
meet the requirements for generators, which form random (pseudo-random) sequences. In addi-
tion, there should be an opportunity to perform an assessment of the correspondence of the
properties of the synthesized signals to certain requirements. Investigations of statistical proper-
ties are carried out within the framework of statistical tests based on statistical tests. The most
acceptable (from the point of view of practical use) testing techniques are: NIST STS, FIPS PUB
140-1, AIS 20 and AIS 31, NIST 800-90b, NIST 800-22.

To investigate the structural properties of CS, we used the random number (pseudo-random)
generator testing methodology defined by NIST 800-22 [23]. NIST 800-22 includes 16 statistical
tests, and 188 probability values are computed. All tests are aimed at identifying various random-
ness defects (not meeting the requirements of randomness).

Testing procedure:

1. A null hypothesis is advanced H, — the assumption that the test binary sequence is random.

2. For the sequence generated by the generator, the test statistics are calculated.

3. Using the special function and test statistics, the probability value P e[O,l].

4. Probability value P is compared with the level of significance o, ae[O, 001, 0, 01]. If P>a,

then the hypothesis Hy is accepted. Otherwise, an alternative hypothesis is adopted.
As a result of testing the memory bandwidth, a vector of probability values is generated
P={P,P,,...Pg}. In the standard, the recommended length is the input data block — 106 binary

symbols; one test uses 100 blocks of this length (the input data length for one test cycle is 108
characters). In NIST, two thresholds are used to decide the test results: 0.96 and 0.99, that is,
for different significance levels it is established that out of 100 blocks cannot pass four and one
test respectively.

With the use of NIST SP 800-22, the implementation of the cryptographic symbol sequence
was tested. The test results are shown in the Table 4.

The results of testing showed that the statistical properties of nonlinear KS in terms of the
values of the probabilities of this method are within the limits of acceptable values. And this, in
turn, means that the CS satisfy the requirements for pseudo-random sequences [23-24]: - the
unpredictability of the sequence of symbols, irreversibility, randomness, equal probability, in-
dependence, unpredictability, indistinguishability, etc. In essence, CS are indistinguishable
from random sequences. Thus, the use of CS as a physical data carrier will increase the struc-
tural and information security (cryptographic strength) of the ICS.
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Table 4 — Estimation of statistical properties of cryptographic discrete sequences using
NIST SP 800-22

Ne cl c2 c3 c4 ¢S c6 c7 c8 c9 c10 | Probability Test result Test title

1 14 5 11 | 10 | 10 | 12 7 14 8 9 0,574903 0,99 Frequency

2 10 8 10 | 11 | 12 5 6 13 | 14 | 11 0,574903 0,99 BlockFrequency

3 13 6 5 14 | 18 | 10 9 5 12 8 0,058984 0,99 CumulativeSums

4 14 9 4 10 8 8 15 | 15 | 12 5 0,122325 1 CumulativeSums

5 9 8 8 12 | 10 | 10 | 14 7 8 14 0,759756 1 Runs

6 8 14 | 15 8 8 7 9 12 | 10 9 0,657933 1 LongestRun

7 12 | 10 | 11 7 11 7 6 15 | 11 | 10 0,678686 1 Rank

8 10 7 9 12 9 11 | 14 | 10 8 10 0,935716 1 FFT

9 10 | 10 6 10 7 10 | 11 9 9 18 0,419021 1 NonOverlappingTemplate
10 11 7 9 12 9 14 9 8 11 | 10 0,924076 0,98 NonOverlappingTemplate
11 17 | 11 | 14 | 10 | 10 6 10 7 7 8 0,319084 1 NonOverlappingTemplate
12 16 9 7 8 6 7 10 | 13 9 15 0,275709 0,98 NonOverlappingTemplate
13 12 6 7 8 11 7 12 | 10 | 13 | 14 0,616305 0,99 NonOverlappingTemplate
14 15 | 15 | 10 9 7 11 6 9 7 11 0,455937 0,98 NonOverlappingTemplate
15 11 9 13 7 11 | 14 9 12 8 6 0,719747 1 NonOverlappingTemplate
16 13 | 12 | 12 9 12 | 12 7 8 8 7 0,816537 0,97 NonOverlappingTemplate
17 11 | 11 | 14 8 10 8 10 | 10 9 9 0,971699 1 NonOverlappingTemplate
18 8 12 | 11 | 11 | 12 7 12 | 12 6 9 0,851383 1 NonOverlappingTemplate
19 9 11 | 10 | 12 7 11 8 16 7 9 0,678686 1 NonOverlappingTemplate
20 14 | 10 | 13 | 10 | 12 | 12 6 7 11 5 0,494392 0,98 NonOverlappingTemplate
21 15 | 11 | 10 8 12 9 13 9 5 8 0,595549 0,95 NonOverlappingTemplate
22 9 5 14 | 10 7 6 14 9 13 | 13 0,334538 1 NonOverlappingTemplate
23 12 7 7 11 | 11 5 14 | 12 | 11 | 10 0,637119 0,99 NonOverlappingTemplate
24 10 | 12 | 12 | 11 | 15 | 10 7 10 6 7 0,657933 1 NonOverlappingTemplate
25 12 8 14 9 12 | 12 6 8 11 8 0,759756 0,98 NonOverlappingTemplate
26 6 7 7 10 | 14 7 8 15 | 15 | 11 0,249284 0,99 NonOverlappingTemplate
27 12 7 13 6 11 | 10 | 10 | 16 7 8 0,455937 0,98 NonOverlappingTemplate
28 12 9 9 12 9 10 6 7 17 9 0,474986 0,98 NonOverlappingTemplate
18 4 7 7 11 7 6 11 5 6 4 7 0,666838 0,9859 RandomExcursionsVariant
185 7 6 10 | 11 4 5 11 8 4 5 0,362174 1 RandomExcursionsVariant
186 6 11 11 1 9 11 4 4 6 8 0,076389 1 RandomExcursionsVariant
187 | 14 7 6 9 13 7 14 6 14 | 10 0,289667 1 Serial
188 | 11 8 13 5 6 11 | 14 8 14 | 10 0,419021 1 Serial
189 9 6 13 9 11 | 11 | 10 6 13 | 12 0,759756 0,99 LinearComplexity

84,82113 186,0039

7 Synthesis of derived signal systems based on cryptographic discrete
sequences of symbols

Various signal systems (sets of linear recurrence sequences, Kasami, Gold, Kamaletdinov sets, etc.)
that have relatively small values of the side lobes of auto and mutually correlated functions are found in
the IKS as a physical carrier of information [1-3]. However, these signals have low structural latency,
limited ensemble properties, and also exist only for a limited number of signal period values. In the case
of truncation (increase) of the period of such signals, their correlation properties deteriorate. Therefore,
the actual task is to develop the theory and practice of synthesis and analysis of discrete signal systems
with the required correlation, structural, ensemble properties. Studies have shown [12] that the required
(in various conditions) performance indicators of the system can be realized, including through the use
of broadband radio systems, for which the expansion of the spectrum is carried out using nonlinear dis-
crete sequences. In [13], the problem of synthesizing nonlinear cryptographic discrete signals (CS) that
provide the required values of noise immunity, information and structural stealth of the TKS operation,
is formulated and solved. In general, the problem of synthesis of optimal binary cryptographic signals of
a given period is formulated as follows. It is necessary to find a lot of discrete binary sequences - cryp-
tographic sequences (CS) with a given number of symbols possessing the permissible level of maxi-
mum side lobes of the periodic autocorrelation function (PACF). Further, the solution of the synthesis
problem is reduced to the preliminary selection of a certain limited set of discrete sequences, which
seems promising in terms of providing the necessary cross-correlation properties.
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Among the systems of phase-shifted signals, many are formed on the basis of Walsh systems [1-4]. It
is known that auto - and mutually correlated functions of Walsh sequences have large lateral peaks. To
improve the correlation properties of the signals, the signal system derivatives (DSS) are generated by
multiplying the Walsh sequences (source sequences) by a signal that has certain properties (the signal
generator), in particular, has small side peaks of the autocorrelation function. The authors formulated a
hypothesis about the possibility of using non-linear cryptographic sequences (CS) as generators, the
theoretical bases of their synthesis are given in [12-13]. The method of synthesizing derived signal sys-
tems based on the use of CS includes the following steps.

1. A selection is made of M cryptographic sequences (CS) of a fixed period L having minimum val-
ues of maximum side lobes (Rmax.) PACF.

2. A set of Walsh codes (the matrix N - N) is formed in which each line corresponds to a separate
code.

3. The sequences (each of the Walsh code lines of the original sequences) are multiplied by a crypto-
graphic signal, forming N DSS.

4. Investigate the correlation properties of the DSS formed (in particular, PACF, AACF). To investi-
gate the cross-correlation functions, they form a matrix of dimension N - N. The number of such matri-
cesis L - N.

As an illustration of this method of DSS synthesis, consider the Walsh code (Table 5).

Table 5 - The Walsh code (of dimension N = 64)

11111111111111111111111111111111111111111111117111111111111111111
1010101010101010101010101010101010101010101010101010101010101010
1100110011001100110011001100110011001100110011001100110011001100
1001100110011001100110011001100110011001100110011001100110011001
1111000011110000111100001111000011110000111100001111000011110000
1010010110100101101001011010010110100101101001011010010110100101
1100001111000011110000111100001111000011110000111100001111000011
1001011010010110100101101001011010010110100101101001011010010110
1111111100000000111111110000000011111111000000001111111100000000
1010101001010101101010100101010110101010010101011010101001010101
1100110000110011110011000011001111001100001100111100110000110011
1001100101100110100110010110011010011001011001101001100101100110
1111000000001111111100000000111111110000000011111111000000001111
1010010101011010101001010101101010100101010110101010010101011010
1100001100111100110000110011110011000011001111001100001100111100
1001011001101001100101100110100110010110011010011001011001101001
1111111111111111000000000000000011111111111111110000000000000000
1010101010101010010101010101010110101010101010100101010101010101
1100110011001100001100110011001111001100110011000011001100110011
1001100110011001011001100110011010011001100110010110011001100110
N =64 1111000011110000000011110000111111110000111100000000111100001111
1010010110100101010110100101101010100101101001010101101001011010
1100001111000011001111000011110011000011110000110011110000111100
1001011010010110011010010110100110010110100101100110100101101001
1111111100000000000000001111111111111111000000000000000011111111
1010101001010101010101011010101010101010010101010101010110101010
1100110000110011001100111100110011001100001100110011001111001100
1001100101100110011001101001100110011001011001100110011010011001
1111000000001111000011111111000011110000000011110000111111110000
1010010101011010010110101010010110100101010110100101101010100101
1100001100111100001111001100001111000011001111000011110011000011
1001011001101001011010011001011010010110011010010110100110010110
1111111111111111111111111111111100000000000000000000000000000000
1010101010101010101010101010101001010101010101010101010101010101
1100110011001100110011001100110000110011001100110011001100110011
1001100110011001100110011001100101100110011001100110011001100110
1111000011110000111100001111000000001111000011110000111100001111
1010010110100101101001011010010101011010010110100101101001011010
1100001111000011110000111100001100111100001111000011110000111100
1001011001101001011010011001011001101001100101101001011001101001

Table 6 shows the CS (M=14), selected from the set of sequences, according to the criterion of
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the minimum value of the maximum side lobes PACF (Rnax<10). The calculations of the statistical
characteristics of the correlation functions (PACF) of the selected CS are also presented here.

Table 6 — Cryptographic sequences with minimum values of side peaks PACF

1110001111101000011111011100110011000101000110101101001001100101
1000010010000100101110011010000000110010010000010111001110011101
0000100100001001011100110100000001100100100000101110011100111011
0000100100001001011100110100000001100100100000101110011100111011
0001001000010010111001101000000011001001000001011100111001110110
0100100001001011100110100000001100100100000101110011100111011000
0000100101110011010000000110010010000010111001110011101100010110
0001001011100110100000001100100100000101110011100111011000101101
0010010111001101000000011001001000001011100111001110110001011010
0100101110011010000000110010010000010111001110011101100010110100
0000000010100010011000001111100001101101110001101000010111100101
0000000101000100110000011111000011011011100011010000101111001010
0000001010001001100000111110000110110111000110100001011110010100
0100011110001100000100110010000000011011111011100101011000010110

OO |N|OO(OA~WIN| -
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o

[EEN
[EEN

[N
N

-
w

(SN
N

The results of the PCCF DSS based on CS show that the number of pairs of signals for a se-
quence of 64 symbols for which the Rmax values do not exceed 17 (this, the so-called "close pack-
ing" boundary, achieved in the best CCF series from the CCF viewpoint three-level PCCF) is 604
pairs (about 30% of the total number of possible combinations of pairs of signals). The number of
pairs of signals for which the values of Rpyax do not exceed 20 — 1577, which is 77% of the total
number of pairs of signals. At the boundary Rpax<25, the maximum number of selected pairs of sig-
nals is 1984 (96.8 %). The values of the maximum side peaks of PCCF Rmax<25 occur for the se-
quences most widely used in modern M-sequences.

Calculation of statistical characteristics of correlation functions (PACF) CS
1)640-8-4-40-8004044-8-48-4-4044-44-40844-4-8-40-80-4-8-44480-44-4440-4-48-4-8440400-80-4-4-80

PFAKmin: -4 PFAKmax: -8 MO: -0.09375 |[MO]: 0.46875 DISP: 0.5763694553724894 |DISP|: 0.3384787011890674
2)644-88480-8800-4-44040-84-4-8844-84448448-88448444-8448-8-44-80404-4-4008-80848-84
PFAKmin: 4 PFAKmax: -8 MO: 0.15625  |MO|: 0.59375 DISP: 0.6774495430488349 |DISP|: 0.3469815618916576
3)644-88480-8800-4-44040-84-4-8844-84448448-88448444-8448-8-44-80404-4-4008-80848-84
PFAKmin: 4 PFAKmax: -8 MO: 0.15625 [MOJ: 0.59375 DISP: 0.6774495430488349 |DISPJ:
0.3469815618916576
4)644-88480-8800-4-44040-84-4-8844-84448448-88448444-8448-8-44-80404-4-4008-80848-84
PFAKmin: 4 PFAKmax: -8MO: 0.15625 [MOJ: 0.59375 DISP: 0.6774495430488349 |DISPJ:
0.3469815618916576
5)644-88480-8800-4-44040-84-4-8844-84448448-88448444-8448-8-44-80404-4-4008-80848-84
PFAKmin: 4 PFAKmax: -8MO: 0.15625 [MOJ: 0.59375 DISP: 0.6774495430488349 |DISPJ:
0.3469815618916576
6)644-88480-8800-4-44040-84-4-8844-84448448-88448444-8448-8-44-80404-4-4008-80848-84
PFAKmin: 4 PFAKmax: -8 MO: 0.15625 [MOJ: 0.59375 DISP: 0.6774495430488349 |DISPJ:
0.3469815618916576
7)644-844004-440-8404040-800800-8-4-448444-444484-4-4-800800-8040404-804-440044-84
PFAKmin: 4 PFAKmax: -8 MO: 0.0703125 |MOJ: 0.4296875 DISP: 0.5553298776598447 |DISPJ:
0.350712702793093
8)640-8440-44-884-8408004-80-4400-8-40044000004400-4-8004-40-8400804-848-84-4044-80
PFAKmin: 4 PFAKmax: -8 MO: 0.0 [MOJ: 0.40625 DISP: 0.5634361794742422 |DISPJ:
0.3836429502240921
9)640-8440-44-884-8408004-80-4400-8-40044000004400-4-8004-40-8400804-848-84-4044-80
PFAKmin: 4 PFAKmax: -8 MO: 0.0 [MOJ: 0.40625 DISP: 0.5634361794742422 |DISPJ:
0.3836429502240921
10)640-8440-44-884-8408004-80-4400-8-40044000004400-4-8004-40-8400804-848-84-4044-80
PFAKmin: 4 PFAKmax: -8MO: 0.0 [MOJ: 0.40625 DISP: 0.5634361794742422 |DISPJ:
0.3836429502240921
11)64840-8-8-4488400-4-848808400-4-4-8-4004-44-44-4400-4-8-4-400480884-8-4004884-4-8-8048
PFAKmin: 4 PFAKmax: 8 MO: 0.0703125  |MO|: 0.5234375 DISP: 0.6476900319675074 |DISP|: 0.3767205345969094
12)64840-8-8-4488400-4-848808400-4-4-8-4004-44-44-4400-4-8-4-400480884-8-4004884-4-8-8048
PFAKmiIn: 4 PFAKmax: 8 MO: 0.0703125  |MO|: 0.5234375 DISP: 0.6476900319675074 |DISP|: 0.3767205345969094
13)64840-8-8-4488400-4-848808400-4-4-8-4004-44-44-4400-4-8-4-400480884-8-4004884-4-8-8048
PFAKmin: 4 PFAKmax: 8 MO: 0.0703125  |MO|: 0.5234375 DISP: 0.6476900319675074 |DISPJ: 0.3767205345969094
14)648-444004-4-44-4-80-40808-4-8-4-88-80040-444844-40400-88-8-4-8-48080-40-8-44-4-440044-48
PFAKmin: -4 PFAKmax: 8 MO: 0.0 IMOJ: 0.5 DISP: 0.6236095697723273 |DISP|: 0.3618734420321171
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Table 7 shows the results of studies of the statistical characteristics of the correlation functions of
various classes of signals, including DSS when used as generating cryptographic signals. Calcula-
tions were carried out for different values of the sequence periods (from 30 to 2052).

Table7 — Statistical characteristics of correlation functions DSS

1/2 1/2
Uyppes Characteristics —e Ty Dl Bl
signals JIN N JN JN
AACF 08-24 0,4-05 09-1 1-11
PACF 0,7-25 0,2-0,7 0,2-0,5 0,3-0,9
= ACCF 1-25 0,2-0,7 0,2-05 0,3-0,7
PCCF 14-28 0,2-0,7 0,4-0,5 0,6-0,9
AACF 0,7-1,25 0,32 0,26 0,41
Linear PACF 1N 1AN 0 0
M-sequences ACCF 1,4-50 0,54 0,48 0,73
PCCF 1,9-6,0 0,8 0,62 1

Analysis of the data in Table 7 shows that the statistical characteristics of the DSS are close to
the corresponding characteristics of linear signal classes. In this case, the values of the maximum
lateral peaks of the DSS cross-correlation functions are less than for the linear M sequences used in
modern ICS.

8 Conclusions

The methods of information exchange used in the ICS, based on a fixed correspondence: the
message bit (m bit) - signal (2" signals) in the information channel, and the use (for a long time) of
the same broadband signal in the synchronization channel (the signals used are constructed using
linear laws), do not allow to provide the required electromagnetic compatibility (EMC) of systems
and facilities operating in a relatively small to achieve the necessary values of noise immunity and
information security of the operation of the ICS. Studies have shown [5,11,12-13,25] that the re-
quired (in some or other conditions) indicators of the efficiency of the operation of the ICS can be
realized, including by using broadband radio systems for which the spreading of the spectrum is
carried out using nonlinear discrete sequences.

A comprehensive solution to the problem of ensuring electromagnetic compatibility, noise im-
munity and information security of the operation of ICS can be achieved, including on the basis of
the implementation of a dynamic information transfer mode, in which correspondence: the message
bit - the signal changes over time according to a law whose prediction is possible with probability
not exceeding the permissible value in the system, and applying signals with the necessary correla-
tion, ensemble, statistical, structural properties. In this case, the signal systems must be based on
nonlinear construction rules.

The proposed nonlinear discrete cryptographic signals, in contrast to the known signal classes
used in various ICS applications, can be synthesized for any values of the period of discrete signals.
The synthesis of this class of signals is based on the limitations associated with the boundary values
of the auto and cross correlation functions of signals in the periodic and aperiodic modes of infor-
mation transmission. The volume of the system of nonlinear cryptographic signals (coding power)
is determined, first, by the requirements caused by the use of this class of signals (detection and
measurement of signal parameters, user data transfer mode, etc.), and secondly, the requirements
for the system with point of view of such indicators of the efficiency of the functioning of the tele-
communications system, such as EMC noise immunity of signals reception, information conceal-
ment and imitation resistance of the system. The problem of synthesis of nonlinear discrete signals
is formulated in general form. Under the cryptographic discrete signal, it is proposed to understand
a sequence of symbols of an arbitrary alphabet and an arbitrary period, the only rule of construction
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of which is randomness or pseudo-randomness. Such a discrete signal possesses the necessary but
limited values of "tight packing”, correlation and ensemble properties. With this approach, the
structural concealment of the signal is provided through randomness or pseudo randomness. It is
also necessary to note the special property of such signal systems - the possibility of their recovery
in space and time with the use of keys and a number of other parameters that are used in the synthe-
sis of signals. Taking into account the requirements of cryptographic stability and the complexity of
generating a cryptographic signal as a signal generator, the choice of a symmetric block encryption
algorithm with a counter is justified. As a block cipher it was proposed to use the national standard
DSTU 7624: 2014. Alternatively, we can use the AES algorithm from the international standard
ISO / IEC 18033. The preference is given to DSTU 7624: 2014, since in our opinion it refers to
post-quantum algorithms, i.e. will provide (when selecting the appropriate parameters) crypto-
graphic resistance against attacks with the use of quantum computers. CS are self-synchronized, and
also have an ideal (absolute) structural concealment. The absolute structural concealment of such
signals is that no subsequent bit, even the last, of such a signal can be uniquely determined with the
prior symbols. It should be emphasized that the law for the formation of each of the cryptographic
signals is determined by the key, and the length of the key can be substantially smaller than the pe-
riod (length) of the signal itself.

The developed method for synthesizing a new class of nonlinear discrete signals allows changing
the boundary values of the level of the side lobes of the corresponding correlation function, depend-
ing on the interference situation, as well as the requirements for the IRS, to achieve the necessary
noise immunity of signal reception, imitating and information stealth of the system subscribers.

Synthesized systems complex signals possess, on the one hand, structural properties analogous to
the properties of random (pseudo-random) sequences, and, on the other hand, the required ensemble
and correlation properties, while improving the performance of ICS, in particular, EMC, noise im-
munity, information and structural stealth.

The characteristics of the auto- and mutual correlation functions of such signals are not inferior
to those of the best ones from the point of view of the correlation properties of discrete sequences
(M-sequences, Gold and Kasami sets, Kamaletdinov ensembles, etc.). In addition, cryptographic
signal systems (CS) exist and possess the above properties, for a wide range of sequence period
values. It is also necessary to note the special property of such signal systems — the possibility of
their recovery in space and time with the use of keys and a number of other parameters that are used
in the synthesis of signals. The improvement of the above mentioned indicators of the IKS opera-
tion is achieved, in particular, due to the possibility of forming, with the use of the obtained method,
large discrete sequence ensembles of virtually any period with the necessary side-lobe values of the
auto-mutual and butt-function correlation functions for various system applications periodic and
aperiodic modes of operation, as well as statistical characteristics of correlation functions (CF), not
inferior to similar characteristics of the best, in terms of CF, linear classes of signals. This makes it
possible to improve the noise immunity of signal reception. The mathematical and software provid-
ing the proposed method and computational algorithms for the synthesis of systems of complex
nonlinear discrete cryptographic signals, as well as derivatives of signal systems for which the co-
processors are used as the producing ones, are developed. During the research, an imitation (soft-
ware) model was developed that implements the proposed method for synthesizing discrete crypto-
graphic sequences. The obtained model allows: generating cryptographic signals of almost any pe-
riod; to obtain minimum and maximum values of lateral emissions of periodic and aperiodic func-
tions of auto- and cross-correlation of sequences; compare the values obtained with the known
"close packing"” boundaries; read selected, satisfying boundaries, sequences; assign unique identifi-
ers to selected sequences for optimal signal processing in various applications of broadband sys-
tems. In addition, the proposed synthesis method makes it possible to synthesize pseudo-random
sequences with zero values of the side peaks of the periodic auto and cross-correlation functions
near the main peak, which is an important factor in maintaining stable synchronism in the system.

Software and mathematical support obtained in the course of research, realizing the methods of
synthesis and research of the properties of nonlinear signal systems, including DSS, is practically
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ready for possible use in the composition of prototypes and elements of modern digital communica-
tion means.

An improved method for synthesizing nonlinear discrete cryptographic signal systems is devel-
oped, based on the optimization of the synthesis of the signal system using the branch and boundary
method, which makes it possible to reduce, in comparison with a full search, the volume of compu-
tational procedures for synthesizing signal systems and, consequently, necessary, for those or other
applications of telecommunication systems, properties.
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J1ecO00Pa3HOCTh MPUMEHEHUS B 3alIWIICHHBIX MIMPOKOIMIOIOCHBIX TEIEKOMMYHUKAIIMOHHBIX CHCTEMaX MPOU3BOIHBIX CUCTEM CHI'HA-
JIOB IS TIOBBIICHAS 3(PPEKTUBHOCTH, IITEKTPOMATHUTHONH COBMECTHMOCTH, ITOMEXOYCTOWYHBOCTH TPHEMA, CKPHITHOCTH U HHPOP-
MaIMoOHHO# 0e3omacHocTH 3anuineHHsx [ITC.

KnroueBble c10Ba: MHOTOITOJB30BATEIbCKAS CHCTEMA; CBKIHIOBO PACCTOSIHUE, aHCAMOJIb CHTHATIOB; KPUITOTPa)UUIECKHIA CHTHAT,
cHcTeMa MPOU3BOJHBIX OPTOTOHANBHBIX CUTHAIOB; KOPPEISIIUOHHAS (QYHKIINS.
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