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Abstract: Due to the acceleration of the informatization of modern society and the increase in the number of flows
and objects of information that must be protected from unauthorized access, problems with the use of biometric iden-
tification technologies to differentiate access to information resources are becoming increasingly important. The pa-
per discusses some features of fingerprint preprocessing procedures using the Gabor filter. A block diagram of a
parallel model of software for fingerprint preprocessing is presented. Various technologies are also briefly consid-
ered that make it possible to organize an appropriate program (parallel processing), the advantages and disad-
vantages of each of them are described, on the basis of which the optimal one is selected for a specific task. The re-
sults on the speed of program execution with a different number of threads and their priority are provided.
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1 Introduction

Due to the increasing informatization of modern society and the increasing number of flows and
objects of information that need to be protected from unauthorized access, problems with the use of
biometric identity identification technologies to differentiate access to information resources are
becoming more urgent. The use of biometric characteristics to confirm an identity involves the use
of physical characteristics, such as voice or fingerprints, for identification purposes. Fingerprint
mapping is the most successful biometric identification technology due to its ease of use, non-
interference and reliability. The fingerprint consists of furrows and stripes, forming a complex
pattern unique to each person, and therefore provide the optimum method of verification. Usually,
the problem with fingerprint identification, namely fingerprints, is poor image or fuzzy lines. The
subject matter of the development is an information and technical system for the processing of
fingerprint images. The problem they solve is that it is necessary to improve the image of
fingerprints for further analysis of fingerprints.

2 The Gabor filter and implementation of the software product

The application of the Gabor filter enhances the image. It is contrasted with the lines of prints,
noise is removed. Binarized images are convenient for further conversion: skeletonization and
search for special points on prints [1-6]. Using coherence allows you to highlight the area of interest
in which additional calculations are performed. The disadvantage of the algorithm is the representa-
tion of a curve line as a set of directions in each segment, which can cause a fuzzy response of the
filter in the areas and curvatures and curls. On the other hand, the incremental sampling associated
with the decrease in segment size entails a large margin of error in determining the average line ori-
entation of each segment.

Gabor filter transfer function
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The C™ programming language was chosen to
implement the software. C*™* is a compiled, stati-
cally typed general-purpose programming lan-
guage. Supports programming paradigms such as
procedural programming, object-oriented pro-
gramming, generalized programming. The lan-
guage has a rich standard library, which includes
common containers and algorithms, 1/O, regular
expressions, lots of accuracy support, and other
features. C™* combines the properties of both high-
level and low-level languages. The advantage of
written software is the lack of third-party libraries.
The program is based solely on standard tools pro-
vided by Microsoft. As well as minimizing the use

Fig. 1 — Gabor function of objects for easy translation of the program into
the C programming language, as needed. The pro-
gram has no memory leaks and handlers (repeated testing).

In order to write a program that in turn will use the computing power of the computer as effi-
ciently as possible. The main technologies for parallelizing software, namely the Message Passing
Interface (MPI), OpenMP (Open Multi-Processing) and POSIX Threads, were reviewed. Each tech-
nology has a number of advantages and disadvantages.

MPI (message passing interface) - the transmission system is standardized (function library). The
standard is the syntax and semantics of the current functions, use when writing portable programs
with the transmission of translations on the moves Fortran 77, C and C**. The main way of sharing
parallel processes in a given whistle is to transfer a single site to a single site. The MPI standard is
the interface, which is guilty of being impaired as a system by the program on the leather calculat-
ing platform, so we are corrupted when setting up our programs [7]. MPI-program - with no parallel
processes. All processes are done once, asserting parallel part of the programs. Each process works
in its address space, there are no common variables or data in MPI. The main way to interact with
the processes € is to make sure that one of the processes is completed.

It’s independent of those that use MPI programs to show the highest level of productivity, the
technology itself has a number of short-lived [7]:

* Low level (programming on the MPI is often the same as programming on the assembler),
the need for detailed control of the output and the number of cycles, as well as the greater
the number of processes — all the more important;

* Necessity of superlative specificity of types in tributes, as well as the very manifestation of
hardcore divisions in tipi of transferred tributes;

* Flexibility of writing programs, keeping your eyes peeled at the end of the week of high-
tech and high-quality processes - to rob is practically impractical to re-enter the wake-up
MPI-programs;

* Visibility of the object-oriented approach.

OpenMP promotes a simple mechanism for realizing parallel parallels in additions for additional
multithreading, in the “master” thread and the “slave” thread, and the redundancy of them. OpenMP
standard for Fortran, C / C** (Fortran is not to be looked at) and for formulating an API for writing
sterile bagging threading on multiprocessor systems using the Single Program Multiple Data
(SPMD) [8]. Portability is tied to the OpenMP program model, which requires an independent plat-
form for compiling directives (pragmas), functions and middleware, obviously showing a compiler,
and I’m talking about parallelism. For a programmer, there’s no need for additional storage, for get-
ting things done, for synchronizing, for balancing and for getting things done. OpenMP allows you
to see how it’s possible over Pthreads, the POSIX interface for organizing threads. At Pthreads it-
self - it’s a busy low level of programmability, a little bit of parallelism for giving, and the very
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mechanism of flowing to bed is not for the purposes of organizing parallelism. OpenMP has termi-
nology and programming model, close to Pthreads, for example, dynamically generated threads,
external and collective data, etc. OpenMP technology is aimed at those who want to use one version
of the program for a parallel and last weekend. However, it’s possible to set programs so that you
can correct ones in parallel mode, but give the last result in the last mode. In addition, through the
accumulation of forgiveness rounded off, the result of the weekend shall be deducted from the cities
of the Republic of Kazakhstan in possible deceases.

hMemDC )

LoadBitmapFromBMPFile( bm,

__JLoads an image into memory using standard C ++ tools
Works with bmp image format
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Fig. 2 — Block diagram

POSIX Threads, usually re-
ferred to as pthreads, is an exe-
cution model that exists inde-
pendently from a language, as
well as a parallel execution
model. It allows a program to
control multiple different flows
of work that overlap in time.
Each flow of work is referred to
as a thread, and creation and
control over these flows is
achieved by making calls to the
POSIX Threads API. POSIX
Threads is an API defined by
the standard POSIX.1c,
Threads extensions (IEEE Std
1003.1¢-1995) [9].

Before performing the Ga-
bor function on the image, a
number of manipulations are
necessary [1,3]. Some of them
are quite complex and also need
to be parallelized. Since the
process of creating and starting
the stream is quite heavy, the
optimal solution for paralleliz-
ing the program was found.
Figure 2 shows a block diagram
of the main function which de-
scribes the main stages of the
work progress.

3. Program execution speed
testing

Product testing was con-
ducted on a computer HP 4540s
Intel i5 processor - 3230M CPU
2.6GHz. This processor model
contains 4 logical cores, which

made it possible to fully test the speed of a program with a different number of threads.

Table. 1 — Program speed results

Thread Count / Priority 1 2 3 4
NORMAL 47s 39s 31s 28s
HIGHEST 45s 30s 23s 20s
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Figure 3 shows an example of an input image and Figure 4 shows an example of an image modi-
fied by a Gabor filter.

o
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Fig.3 — Input image Fig.4 — Modified image

3. Conclusions

A Dbrief overview of the main procedures has been completed of fingerprint image preprocessing
by the Gabor filter. Having also analyzed the most common technologies for organizing parallel
execution of processes available in the C** programming language. Taking into account the fact that
the mathematical model can be divided into subtasks that will not be interconnected, that is, the
principles of data locality are preserved - we can conclude that there are no advantages for this task
in the mpi technology. The next technology on the list is Open MP, in which the model is pretty
close to our task (processing of fingerprint image), but it also has a number of disadvantages, the
main one being the fact that the Microsoft C** compiler only supports ver. 2.0, which does not
have support for setting priorities for child threads, which is significant limits our possibilities.
Therefore, for a specific task, POSIX Threads is the preferred option that encapsulates fairly quick
and convenient thread manipulations.
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Po3napajieioBanHs MaTeMaTH4YHOL Moei ¢piabTpa ['agopa.

AHoTamisi. VY 3B'I3Ky 3 IPUCKOPEHHSM iH(pOpMaTH3amii Cy4acHOTO CyCIIILCTBA Ta 301IBIIEHHSIM YHCIa HAPSMKIB 1 00'eKTiB iH(pO-
pMmarlii, siki HeoOXiTHO 3aXUCTHUTH BiJ HECAHKIIOHOBAHOTO JOCTYILY, TPOOJIEMHU 3 BUKOPHCTAHHAM TEXHOJIOTiH O610MeTpHYHOI 11eHTH-
¢ikamnii 0coOHCTOCTI U1 pO3MEKYBaHHS JIOCTYITy 10 iH(GOpPMAIIHHIX pecypciB CTAalOTh AeAali akTyalbHimMMH. B poboti posris-
JTAIOTHCS AeSKi 0COOIMBOCTI MPOLIeRyp MONepeIHb01 0OpOOKH BiIOUTKIB MaJbLiB 3 BUKOpUCTAaHHAM ¢inbTpa ["abopa. [Ipeacrasnena
CTPYKTypHA CXeMa MapajebHOT MOJENi MPOrpaMHOTo 3a0e3MeueHHs I MONepeaHb0i 00poOKH BiTOUTKIB manbLiB. Takok KOPOTKO
PO3TISIHYTI Pi3HI TEXHOJOTII, IO JO3BOJIIOTH OPTaHi3yBaTH BiAMOBIAHY mporpamy (mapajieabHoi 0OpoOKH), OMMCYIOTHCS MepeBart i
HEIOJIKN KOXKHOT 3 HUX, HA OCHOBI SIKUX BUOMPAETHCS ONTUMAJbHA, /Ul KOHKPETHOTO 3aBaHHs. HaJaHo pe3yibTaTd MO MIBUIKOCTI
BUKOHAHHS IIPOTPaM 3 Pi3HOIO KUIBKICTIO MOTOKIB 1 iX IPiOpUTETOM.
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PacnapaniesmBanue MmaTeMaTu4ieckoii Moaeau ¢puastpa 'adopa.

AHHOTanus. B cBs3u ¢ yckopenneM nH(popMaTH3aMy COBPEMEHHOTO OOIIECTBA U yBEIMUCHHUEM UHCIIa HAMPABJICHUH W 00BEKTOB
nHpopmarmm, KoTopble HEOOXOMMO 3alIUTHTh OT HECAHKIMOHHUPOBAHHOTO JIOCTYIA, MPOOJIEMBI C HCIOJIb30BAHMEM TEXHOJOTHIMA
OMOMETPHYECKOI MACHTU(HUKAIIMN JIMYHOCTH Ul pa3rpaHHUYeHus JOCTyna K MHQOPMAILMOHHBIM pecypcaM CTaHOBSTCS Bce Ooliee
aKTyaJbHBIMH. B paboTe paccMaTpuBaIOTCsi HEKOTOPBIE 0COOCHHOCTH MPOLEAYp HPeIBAPUTENBHON 00pabOTKH OTIEYAaTKOB MajblEeB
¢ ucrnons3oBaHueM ¢uibrpa ['abopa. [IpeacrasieHa CTpPYKTypHas cCXeMa MapajuiejbHOW MOJIENH HPOrpaMMHOTIO 00ECIeUEeHHs IS
IIpeIBapUTEILHON 00pabOTKH OTIEYaTKOB MaIblEeB. TakKe KOPOTKO PACCMOTPEHBI PA3IMIHBIE TEXHOIOTHH, MO3BOJISIONINE OpTaHH-
30BaTh COOTBETCTBYIOMIYIO IIPOrpamMMy (TIapaIeTbHOH 00pabOTKH), OMICHIBAIOTCS MPEUMYIIECTBA U HEIOCTATKH KaXKAOH U3 HUX, HA
OCHOBE KOTOPBIX BBIOMPAETCsl ONTUMANbHAs, AT KOHKPETHOH 3amadn. [IpeqocTaBineHs! pe3yabTaThl O CKOPOCTH BHIITOTHEHUS TPO-
TpaMM C pa3HbIM KOJIMYECTBOM IOTOKOB M X IPHOPUTETOM.
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