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Abstract: This paper considers mathematical models of biometric fingerprint images, as well as basic computational
procedures for fingerprinting. The main stages of processing dactyloscopic portraits based on the selection of local
features, their filtering and digital processing are investigated. The developed software implements the transfor-
mation of fingerprint images with the subsequent formation of a cryptographically strong password sequence based
on them. This allows you to simulate a dactyloscopic authentication system for the purpose of studying certain of its
properties, estimating probabilistic performance indicators (error probabilities of the first and second kind), and so
on.
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1 Introduction

To date, biometric technologies are actively used in many areas of everyday life that are related to
providing access to information in the tasks of identification and authentication of personality. Bio-
metrics use the following features that are inherent to each individual: a papillary finger pattern, a pat-
tern of the iris, voice parameters, a blood vessel pattern and so on.

All people have a unique fingerprint pattern, so everyone can be identified. Identification algo-
rithms use points on fingerprints: the end of the pattern line, line branching, single points [1]. Also,
the morphological structure of the fingerprint is considered, namely, the relative position of the
closed, arched and spiral lines of the papillary pattern. The features of fingerprint portraits are trans-
formed into a unique code that preserves the informative image of the imprint [1].

Thus, the actual formation of a model of a biometric fingerprint portraiture system and subsequent
authentication is relevant. The purpose of this work is to develop a mathematical method and algo-
rithm for converting fingerprint portraits for reliable authentication on fingerprints.

2 Formation of the model of fingerprints

Dactyloscopy is a subdiscipline of traosology that studies the configuration of papillary lines of the
skin on the palms, fingers, legs and special techniques for their investigation in order to establish the
identity of the person in the process of identification and authentication of users for access to a secure
system, etc. [2]. There are two types of attributes: global and local. The global features include the
core (center), the point "delta" (starting point), line type, counter line, types of patterns. Local signs
are also minutias that are unique for each imprint of signs that determine the points of change in the
structure of papillary lines (ending, splitting, rupture, etc.), the orientation of the papillary lines and
the coordinates in these points. Each imprint can contain from 16 to 70 minutias [3].

Classification of all fingerprints is based on the existence of singular points - global fingerprint
signs [4]. Although the fingerprints of different people may have the same global characteristics, it is
completely impossible to have the same local characteristics. Therefore, global attributes are used to
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classify the database into classes - the authentication phase. At the next stage, local identification is
used to identify.

Papillary patterns on the human fingertips form three types of patterns, namely: "loop™ (left, right,
central, double), delta or arc (simple and acute), "spiral” (central and mixed) (Fig. 1).

Fig. 1 - Types of fingerprint patterns (a — loop; b — delta; ¢ - spiral)

The fundamental distinction between identification and authentication is the level of trust to the us-
er. At the previous stage of system identification, the level of trust to the user being logged is a priori
high. In a multi-user system, biometric identification must be carried out under the direct control of its
owner or its representative, which confirms the user's authority and correctness of the behavior during
the system training.

The biometric authentication mode, conversely, implies a low level of confidence in the identity
that is authenticated. When biometric authentication, the applicant must prove the authenticity of his
claimed name by presenting his unique biometric images. It should be noted that biometric authenti-
cation is potentially vulnerable if it is used regardless of the methods of classical authentication based
on protocols using passwords and keys. An adequate level of information security can only be
achieved by combining methods of classical and biometric authentication.

Any biometric system can accept errors of the first and the second kind. In biometrics, the most
constant notions are FAR (False Acceptance Rate) and FRR (False Rejection Rate). The first number
characterizes the probability of a false coincidence of the biometric characteristics of two people. The
second is the likelihood of denial of access to a person with a tolerance. The system is considered to
be better when the value of FRR is smaller with the same FAR values [5]. Fingerprint has a character-
istic FAR of 0.001%, and FRR of 0.6% [6].

As matters currently stand, it can be identified three basic methods for comparing fingerprint im-
ages: comparing patterns of prints, correlation comparisons and a method that uses key points - minu-
tias.

In the algorithm of pattern comparison, the peculiarities of the structure of the papillary pattern are
used directly. The image of the fingerprint obtained from the scanner is divided into a large number of
small particles, while the size of such cells depends on the required accuracy (the smaller the size of
the cell, the more accurate the result is obtained).

The disposition of the lines in the cell is described by parameters of some sinusoidal wave: the ini-
tial phase shift, the wavelength and the direction of its propagation are determined. Accordingly, to
receiving a fingerprint for comparison, it is aligned and is reduced to the same kind as the template.
Then the parameters of the wave representations of the corresponding cells are compared.

The main advantages of this algorithm are quite high speed and low requirements for the quality of
the resulting image. The method of comparison on the pattern has not yet become widespread because
of the complexity of implementation, as well as high requirements to the mathematical base.

It should be noted separately that in the automated identification, there are several problems asso-
ciated with the difficulty of scanning and recognizing some types of fingerprints.

In the algorithm that uses a correlation comparison, the received fingerprint is superimposed on
each of the standards of the prints of the database and the calculation of the pixel difference between
the input fingerprint and the reference.
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The main advantage of this method is the low requirement for the quality of the received imprint.
Disadvantages: the need for a large amount of memory to store the database, low speed algorithm.
Every time a person places his finger at different angles and different places of the scanner's working
area. This means that the process of comparing its fingerprint with the standards should include a lot
of iterations, each of which the image obtained from the scanner returns at a small angle or slightly
shifts [7]. Because of the duration of the comparison procedure, especially when solving the identifi-
cation problem, the "one to many" comparison, this method is extremely rarely used for solving iden-
tification and authentication tasks.

The algorithm of a method that uses minutias describes a template that is formed on the basis of
the fingerprint image on which the end points and branch points are marked. When comparing the key
points at the input fingerprint image are also marked. After that, the minutias of the given imprint are
compared with the templates. By the number of concurrency points, a decision is made on the identity
of the images [8]. The advantage of this algorithm is the high speed of operation. That is why the al-
gorithms of this class are the most common.

To work the algorithm for comparing fingerprints from key points, high quality images with low
noise are required. Therefore, special image processing algorithms are used to improve the quality of
the fingerprint images. In particular, as a model of noisy biometric imaging, the most commonly used
normal distribution law with random variables. In this paper, the method of taking the inverse func-
tion is used to implement this model. This method is especially convenient to use in the case when the
integral law of probability distribution is given analytically and a possible analytical take of the in-
verse function from it.

3 Modeling of normally distributed random variables in the processing of biometric images

The random variable means the value, which as a result of the trial takes a certain value, and it is
unknown in advance, which is exactly [9].

According to the central limit theorem of probability theory, by adding a sufficiently large number
of equally distributed independent random variables, we obtain a random variable with a normal dis-
tribution law [10] (2).

F(X)=PX<x)=> P(X=%)=>"p (1)

X <X X <X

Due to the addition of more than ten random variables with uniform distribution in the interval
(0;1), we obtain a random variable, which with the accuracy sufficient for most practical problems
can be considered as distributed according to the normal law [10].

For the quantitative characterization of the distribution law it is convenient to use the probability
of an event X <X, where x- a certain variable. The probability of this event obviously depends
on x. This dependence is given by the distribution function of a random variable X (2):

F(X)=P(X <X). )

Properties of the distribution function are:

e the distribution function F(x) does not decrease, that is, when x, <X; the F(x,)>F(X, )in-
equality is performed,

° F(—OO) =0 ;

e F(+x)=1.

Knowing the law of the distribution of random variables, we can construct the distribution func-
tion by the following rule.

The function of the distribution of a random variable always is a discontinuous step function, the
jumps of which occur at points corresponding to the possible values of the random variable, and are
equal to the probabilities of these values [11]. The sum of all jumps is equal to one (Fig. 2).
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Fig. 2 - Bursting step function

Normal distribution law is found in nature very often, therefore, effective methods of modeling
for it are developed. The formula for the probability distribution of the values of random variable x

under the normal law has the form (3):
_(X_mx )2
1 25°

= . X
o 2r ’ @

Where x - a random variable; Y(X) - probability of acceptance of a random value of value x; m,
- mathematical expectation; o, - mean square deviation.

As you can see, a normal distribution has two parameters: the mathematical expectation m, and
the mean square deviation o, of the value x from this mathematical expectation.

Normalized normal distribution (Fig. 3) is called a normal distribution, which has m, =0 and
o, =1 [12]. With a normalized distribution, you can get any other normal distribution with given
m, and o, by the formula: z=m +X-o,.

-30 =20 =0 0 o 20 30 X

Fig. 3 - A graphical representation of the normal distribution law of a random variable x

The graph of the normal distribution law shows that in the interval —c<X <o of the graph,
68% of the distribution area is concentrated, in the interval —2c <x<2c 95.4% of the distribution
area is concentrated, and in the interval -3c<x<3c- 99.7% of the distribution area (the "rule of
three sigmas").

Consider the question of simulating random variables given by the normal distribution law. In
this paper, the method of taking the inverse function will be used.

In the case of continuous random variables, their probabilistic characteristics are determined by
the distribution density. The density of the distribution of a random variable [13] X is called a func-

tion f(x) that (4):
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f(x)=F'(x), (4)

where F(x) is the distribution function of the quantity X.
Assume that the integral law of probability distribution F(x) is given to us (5):

F(x)= _[ f(x)dx_ (5)

—00

Then it is enough to play a random number, evenly distributed in the range from 0 to 1. Since the
function F also varies in this interval, then the random event X can be determined by taking a re-

ciprocal function graphically or analytically: x=F"(r). Here r - the number generated by the ref-

erence Random Number Generator in the range from 0 to 1, x - generated as a result a random vari-
able. Graphically, the essence of the method is depicted in Fig. 4, namely the probability density
graphs and the integral probability density of X.

f(x)

0 0 Xy X
Fig. 4 - lllustration of the reverse function method for generating random events x

By the density distribution property f(x)>0 for all x of the interval (a,b), the function
y =F(x) increases strictly in this interval (Fig. 3). Therefore, the function F(x) has an unambigu-
ous inverse function x=G(y) with a range of values y €(0,1) and a definition area x (a,b) on the
interval (a,b). The function x=G(y), as well as the function y=F(x), is increasing (Fig. 5).
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Fig. 5 - Graphic display of the function x=G(y)
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This function also has an unambiguous reverse function on its interval of definition (0,1) . Obvi-

ously, this reverse function is y = F(X). This method is especially convenient to use in the case

when the integral law of probability distribution is given analytically and a possible analytical take
of the inverse function from it.

4 Handles dactyloscopic portraits

4.1 Selection of key points in the image

Image processing is an important part in creating automated biometric identification systems.

Usually, the image obtained with the scanner is of low quality. The quality of this image is influ-
enced by many factors: the strength of the finger pressure when scanning, the humidity of the air,
the cleanliness of the finger and the scanner itself. Therefore, different methods of filtering are used
to improve the quality of the original image. At the stage of thinning operation, the binary image of
the image of the fingerprint is throttled to the skeleton.

The skeleton of the line is called a simple chain (u,v) passing near the geometric center of the
line, and for each vertex p; there are exactly two adjacent to it vertices p, and ps, thus, the vertices
p2 and ps are not adjacent.

Thinning operation is a morphological operation that brings a binary image to its skeleton. The
thickness of all lines in the skeleton has a thickness of 1-2 pixels. For such a result, it is necessary to
remove the extreme points from the black lines. The method pulls the line into the center, without
making any breaks.

After that, in the skeleton of the image is searched for minutias - key points. In most algorithms
for recognition, only two types of minutias are used: ending and branching.

The ending is called the top of the skeleton such that for it there is exactly one vertex adjacent to
it. The branching is called a vertex of the skeleton, for which there are exactly three adjacent verti-
ces and are pairwise noncontiguous.

For each key point, its type, their coordinates in the image and the orientation are determined.

To correctly determine the minutias, it is needed to process the image and then lead to a special
format. The image processing can take place in two scenarios. Such scenarios are conditional, that
is, it is possible to combine them.

The first scenario:

1) calculation of orientation of lines;
2) improving the quality of the lines;
3) binaryization of the image;

4) thinning operation to the image.

Second scenario:

1) adaptive filtering, allocation of interest zone;

2) binarization, the allocation of homogeneous areas;
3) morphological treatment;

4) thinning;

5) vectorization;

6) vector post-processing.

4.2 Digital fingerprint image processing
To date, there are several fingerprint filtering algorithms.
Smoothing filter

The smoothing filter is widely used to remove noise in the image in general and in the form of a
fingerprint in particular. It consists in scanning the entire image of the window N - dimensionality

N*n and converting the intensity value for each pixel. The new value is calculated as the arithme-
tic mean of the value of all the pixels that fall into the window (6):
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3 1(xy)

I(i,j)=%, (6)

where 1(i,]) - the new value of the pixel intensity with coordinates (i,j), 1(x,y) - the initial in-
tensity value for the pixel with coordinates (X,y).

Median filter.

Similarly, the method of removing noise in an image is widespread. The image is scanned by the
nxn dimension window, the value of the intensity of the pixels inside each window is sorted as-
cending (descending); the output value is the intensity of the pixel located in the middle of the list.

The method of spatial filtration of the image.

The method of spatial filtration of the image is to realize the physical process of absorption and
reflection of light. The algorithm is implemented in several stages:

1) The input of the algorithm receives a grayscale NxN. Then the threshold processing of the
fingerprint image is performed to obtain a binary image.

Let R(i,j) - the value of the pixel with coordinates (i,j) in the binary image, then R(i,j)=1
with G(i,j) >Ry, in all other cases R(i,j)=0.

2) At this stage, the binary image is scanned by the nxn dimension window, for the central pix-
el of the window with coordinates (i, j), and the reflection coefficient is calculated, which is equal
to the ratio of the number of N(i,j) white pixels caught in the window to the dimension of the
window (7):

k(i,i)=N('2’J), (7)

n

where k(i, j) - the reflection coefficient of the pixel with coordinates (i, j).

3) Next, a new intensity value for each pixel is calculated. The new value of the intensity of the
pixel is equal to the product of the reflection coefficient on the maximum intensity of light (8):

1(i,7) = K(i,J) Dyacs (8)
where | - the maximum value of intensity, 1(i,j) - the value of the intensity of the pixel with
coordinates (i, ]).

Gabor filter.

Processing of the image of a fingerprint by the given algorithm is carried out in several stages:

1) Normalize the image. Required to set the previous mean values and deviations. A normalized
image G is defined as an image where G(i, j) - the value of the normalized brightness of the pixel

with coordinates (i, ]).

The normalized image is calculated based on the mean and root mean square deviation of the
original image, where M and VAR - the output values of the mean and the mean square deviation,
are calculated by the formulas (9) (10):

1 N-1N-1
=— I( 9
N? & & (©)
1 N-1N-1 2
VAR=—7 » O( -M)". (10)
i=0 j=

10
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2) Orientation image is calculated from the normalized image. It is defined as an image where
O(i,j) - the local orientation (angle of inclination) of the projection in the pixel with the coordi-

nates (i,j) (11):

O(ij) = arctg [zddxx(;{,jj)>ddyy((ii’,jj))J ’ i

where d, (i,j) and d(i,]) - gradients of the pixel with the (i,j) coordinates on the axes X and

Y respectively.
3) From the normalized image, the frequency image F is calculated. Frequency image is an im-

age where F (i, j) - the local frequency of the protuberance, which is defined as the frequency of
papillary lines of the image of the fingerprint. If due to the features of the papillary pattern, it is not
possible to determine the pixel frequency, then its frequency is defined as the average value of the
frequency of adjacent blocks.

Let I - the number of pixels between two adjacent vertices of the crests in the dimension block
W xW with the center of which is a pixel with coordinates (i, j), then the frequency in this pixel

will be (12):
F(i,j):ll_, (12)

4) Binaryization of the image. We will define a binary image R as an image N xN showing the
(i,j) pixel category. The pixel may be a pixel of the hollow or pixel of the ridge.

R(i,j)=1, if G(i,j)>Ry, in all other cases R(i,j)=0 where G(i,]) - the threshold of masking,

Ry - the intensity of the pixel of the normalized image.

5) The use of Gabor filters configured for the local orientation of the speeches, applies to the
normalized input image (13):

G(x,y)=exp - §+y_¢2, cos(27r9x ) (11)
’ 2| o2 0'5 v
where  x, =xcos(¢)+ysin(¢); Y, =-xsin(p)+ycos(p); ¢ - the orientation of the Gabor filter,

0 - the frequency of the sinusoidal plane wave, o2 and 05 - the space constants of the Gaussian

bypass along the axes X and Y, respectively. These constants are established and adjusted on the

basis of empirical data on the operation of the algorithm.

For the Gabor filter, you need to set up a Fourier transform, which gives the frequency infor-
mation contained in the signal, that is, what the content of each frequency in the signal is. The inte-
gral is taken from —o to +wo to the entire time axis. For the Fourier transform, it is equally true
whether there is a certain frequency throughout the signal being studied, or it arose at a certain time,
its contribution will still be the same.

Fourier transform is not suitable for the analysis of nonstationary signals, with one exception,
when we are interested only in frequency information, and the time of existence of spectral compo-
nents is not important. To correct these shortcomings Gabor's transformation can be used. Let (14):

1 v
Oa (t)=S=e"2, (12)

where a is a fixed parameter. The function g, is used as the time window.
Fig. 6 shows the Gabor function, which is a composition of the cosine and exponentials.

11
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Fig. 6 - The function of the Gabor (3), which is a composition of the
cosine function (1) and exponent (2)

Indeed, Gabor's transformation localizes the Fourier transform around a point t =b. To construct
a one-dimensional Gabor filter, we use the formula (15):

G(x) = exp (—x2/20-2)><cos(2m9x), (13)
where O - the standard deviation of the Gaussian nucleus, which determines the amplitude of the
function, @ is the frequency of oscillation, defined as Hz?, where T - the period of function

cos(276x). The more is o , the more gentle the form will accept the function.

5 Modeling and analysis of local features

Consider a heuristic approach based on the method of structural and statistical analysis. The
main idea of the proposed model lies in the formation of the space of independent attributes when
recognizing images given in the form of images. To describe each source image, methods are used
to search the main components of the element (that is, the definition of structural features) and to
calculate the statistical characteristics of this image of the fingerprints.

The proposed model of operators for identifying the characteristic features of fingerprint images
when identifying a person includes the stage of determining the set of fingerprint features. At this
stage, a set of characteristic features of fingerprints is formed, which are determined using both the
structural method and the statistical method of determining the characteristic features of the images.
In determining the structural features of fingerprints (for example, capillary lines of the imprint and
special points of the prints), the structural method is used, and when calculating the various statisti-
cal characteristics of the image under consideration (for example, texture characteristics based on
statistics of the first order), the statistical method. As a result of this stage we will get a set of fea-
tures that characterize fingerprints. At the next stage there is a selection of subsets of strongly relat-
ed features. At this stage, the system of "independent” subsets of attributes is determined. The fol-
lowing is a definition of representative features in each subset of characteristic strongly related fea-
tures. At this stage, from each subset of such signs a single sign is determined and as a result of the
implementation of this stage a set of representative features is distinguished. As a result of this stage
we get a reduced space of signs, the dimension of which is much smaller. The final step is to identi-
fy the desired features. As a result of this stage, the best signs of fingerprints are formed.

Thus, a model of operators of the formation of the space of signs on the images of fingerprints is
constructed. In the process of solving the practical problem it is determined that the stages of for-
mation of subsets of "independent” features, namely, the question of determining the number of the-
se subsets and a set of attributes on the image of fingerprints, as well as choosing a model of recog-
nition, are important in solving the problem. Therefore, it is necessary to continue the study based

12
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on the identified features. The developed model can be used in the compilation of various software
complexes, focused on solving tasks of classification of objects, given in the form of images.

To solve the problem of identifying local features in this work it is proposed to apply a mathe-
matical model of the salesman problem.

The mission of a salesman is important and difficult to solve. It represents the problem of finding
the shortest Hamiltonian path in a complete finite graph with N vertices. In order to apply a math-
ematical device in solving a problem, it is necessary to present it as a mathematical model. The
salesman's task can be presented as a graph using the vertices (minutias) and edges (the distance

between the minutias). Let i, ] - the vertices, and ribs (i, j) - the paths of communication between

the points. In this case, for each of the edges you can match the criterion of the utility of the route
cj 20.

The Hamiltonian cycle can be called a route that involves passing through each vertex of the
graph exactly once. In order to simplify the task and guarantee the existence of such a route, it is
necessary that the model graph is fully connected. All known methods for finding the exact solution
include searching for a space of decisions, which expands exponentially depending on N . The
mission of a salesman can be solved with heuristic, search and precise algorithms.

Exact algorithms include the algorithm of full-fledging and the method of branches and bounda-
ries.

The exhaustive search algorithm searches for N! space solutions by scrolling through all the op-
tions. The result of the algorithm is the exact solution. The disadvantage of this algorithm is its

temporal complexity - the search space grows exponentially, so when N is heuristic and search
algorithms are not significantly less used.

Experimentally, the complexity of this algorithm was evaluated as t =0,0056-e(*3"8N) [14].

The advantages of this algorithm include the possibility of parallelization and the exact solution
of the problem.

The method of branches and boundaries is the development of exhaustive search algorithm. Its
essence is to add a test of the criterion that limits the functions and proceeds from the task at which,
at a certain level, you can pause the construction of this branch of the permutation tree.

It retains all the positive properties of the exhaustive search algorithm, but nevertheless is not
suitable for tasks where N is not very small. Experimentally, the complexity of this algorithm was

evaluated as t =0,0745e(0#&N) 114],
In the case of use as a minimal initial solution, a solution obtained by the "greedy” method is

used. The complexity of the algorithm will be t = 0,3164¢(%7*N) [14]. The advantages of this al-
gorithm include the possibility of parallelization and the exact solution of the problem.

Heuristic algorithms include the method of incorporating a remote and BV-method.

The idea of incorporating a remote method is that the minutias, which are as far apart as possible,
will never be adjacent to the chain. These two points will be the basis for further resolution. Then
again there is a vertex that is as far removed as possible from the vertices already enclosed in the
chain. There is a minimum sum of the lengths of the edges between the vertex found and the pair of
adjacent vertices in the chain, which sets the place in the chain of the found vertex. This algorithm
has a linear complexity, gives an approximate solution to a problem and can not be parallelized. His

temporal complexity was appreciated as t= 28,0600+(—1,6069-N)+(0,0227-N2) [14].

The BV method is based on an analysis of the existing reference route and its optimization. The
decision can be divided into two stages: obtaining the original reference solution and optimizing the
initial solution. The initial solution is the best of all decisions made on the basis of the "greedy"
method. The second stage is to modernize the resulting initial reference route with the help of BV
modifiers, which allow to identify non-optimal areas and convert them. This algorithm has a quad-
ratic complexity, gives an approximate solution and can be parallelized at the 2nd stage [15]. His

temporal complexity was appreciated as t = —169,40 +(15,5786:N )+(—0,4104-N2)+(0,004O-N3) [14].

13
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Search algorithms. The Genetic Algorithm and the Ant Colony System (ACS) algorithm are
"leaders™ among search algorithms [14].

The most optimal (result / time) among search algorithms is Genetic Algorithm. However, it also
has its disadvantages associated with premature convergence (it is not always possible to find a way
out of the local minimum). Experimentally its temporal complexity was estimated as

t =683+ (-42,467-N )+ (1,0696:N* ) [14].

Ant Colony System (ACS) is the development of the Ant System (AS) algorithm. Its main dif-
ferences are:

- in the function of choosing a new point the balance between the use of accumulated knowledge
and the study of new possible solutions is clearly set;

- at global renewal of pheromone (at the conclusion of each iteration) its addition occurs only to
the arcs belonging to the global shortest path.

Heuristic algorithms are found much faster than the search algorithms. This is connected, as a
rule, with the linear organization of the method itself and allows them to be used in those tasks,
when computing time is a critical parameter. Exact methods are little suitable for solving problems
of large size (unable to solve a task in a reasonable time), and search algorithms are a compromise
between heuristic and precise methods [14].

6 Conclusion

Thus, the mathematical models and operations investigated allow us to formulate a list of unique
biometric features that can be applied in user authentication systems. Structurally, the proposed
model of the biometric fingerprint authentication system consists of the following steps.

In the first stage, it is necessary to generate normally distributed random variables. Since the
normal distribution law is encountered in nature very often, so for it effective methods of modeling
have been developed. In this paper, we propose using the method of taking the inverse function.
This method is especially convenient to use in the case when the integral law of probability distribu-
tion is given analytically and a possible analytical take of the inverse function from it.

At the next, the second stage, it is necessary to process the data from the matrix formed at the
previous stage. Since we are only interested in key points (they will correspond to "1" in the ma-
trix), then at this stage the task of finding the shortest path will be solved, that is, a chain of points,
sorted by minimum distances between the points, will be created.

In the third stage, the algorithm "Method of branches and boundaries" will be used to solve the
salesman problem. Such an optimization algorithm is one of the effective polynomial algorithms for
finding approximate solutions of the salesman problem, as well as solving similar problems in find-
ing routes in graphs. The general idea of the method can be described in the example of finding the
minimum of a function f(x) on the set of valid variable x values. For the method of branches and
boundaries, two procedures are required: branching and finding the marks (boundaries). The
branching procedure consists in splitting the set of permissible variable x values into subsets of
smaller sizes. The procedure can be applied recursively. The resulting subsets form a search tree or
tree of branches and boundaries. The nodes of this tree are constructed subsets of values of a varia-
ble x. The procedure for finding estimates is to find the upper and lower bounds for solving the
problem on a subset of admissible values. Discrete optimization methods, in particular branches and
boundaries, allow finding optimal or approximate solutions for quite large tasks. The result of this
stage is an integer expression, which is the optimal way in the graph, with vertices of which there
are minutias.

On the last, fourth stage, the formation of a passive sequence occurs. To do this, as one of the op-
tions, the SHA-256 hexing algorithm will be applied to the integer expression. With regard to the
use of hexing during the formation of a passive sequence, such a method requires additional re-
search in the further development of work. Technical characteristics of the SHA-256 hex function:
The length of the message digest is 256 bits, the length of the internal state is 256 (8x32) bits, the
block length is 512 bits, the iteration cycles are 64.
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The scheme of the computational algorithm of the developed software implementation of the bi-
ometric fingerprint authentication system is shown in Fig. 7.

Generation of random variables by the law of normal
distribution

)

Creating a matrix of distances between all points

v

Selection of the initial vertex in the graph

v

Recursive bypass in the graph

v

Calculation of target function

v

Formation of a passphrase

Fig. 7 - Scheme of computational algorithm

The developed software performs the transformation of fingerprint images, formed by the normal
law of random variables, with subsequent transformation into a passive sequence. Consequently, it
can be provided for modeling the fingerprint authentication system in order to investigate certain
properties of it, to evaluate the probability indicators of efficiency (probabilities of the first and se-
cond kind errors), etc. These and other studies are a promising direction for our further scientific
works.
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