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ENERGY SPECTRUM AND MAGNETIC PROPERTIES OF THE DECORATED SPIN
LADDER MODELS OF NANOMAGNETS ON THE BASE OF POLYMERIC TRANSITION
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The work is devoted to the theoretical study of the energy spectrum and low-temperature magnetic
properties of the decorated spin-ladder model with the polyacene topology and the three types of the site
spins. On the base of cluster expansion technique an approximate analytical treatment of lowest part of the
energy spectra of two isomeric ladder structures was given. It is shown that the ladder model with singlet
ground state is more stable than its isomeric analog with the macroscopic ground state spin. In addition, the
numerical study of field dependence of low-temperature magnetization of 8- spin clusters of both ladder models
was performed by means of exact diagonalization method. On the base of these results, it was shown the
presence of an intermediate plateau in low-temperature magnetization profile of the above spin ladder models.

Keywords: mixed spin ladder model, intermediate magnetization plateau.

Introduction

Low-dimensional quantum spin systems have become the subject of immense interest during the
last few years, since their properties are strongly affected by quantum fluctuations. The design of
highly ordered systems of paramagnetic metal centers is a current subject with the aim of providing
magnetic materials exhibiting spontaneous magnetization. The most known mixed spin systems corre-
spond to rather big family of so-called bimetallic magnets like NiCu(pbaOH)(H-O);-2H,O, where pba
is 1,3-propylenebis(oxamato) [1]. There are also trimetalic polymeric systems like Prussian blue ana-
log (Nix Mnj.)1s[Cr(CN)s] nH.O (x~0.4). The exchange interaction of localized spin moments of
metal centers in polymeric complexes is mediated by ligands [1-3]. Hence, the chemical modification
of the ligands effects on the magnetic properties of these complexes. It open the way for targeted de-
sign of new magnetic materials for different technological applications. On the other side, numerous
experimental realizations of mixed spin compounds motivate their study by means of different meth -
ods of solid state physics and quantum chemistry.

In this study the main attention will be given to the consideration of two isomeric decorated spin
ladder systems formed by three different site spins s=1/2, 1 and 3/2. These spin systems have the
topology of polyacene lattice described by effective Heisenberg spin Hamiltonians — spin formalism of
well- known Valence Bond method of quantum chemistry. The exact energy spectra of these systems
are unknown. For approximate evaluation of the lowest part of the energy spectra of our ladder models
with the infinite number of unit cells we use simple two block cluster expansion technique [4]. In addi-
tion, in order to get information about the magnetic properties of the above spin systems, we use the
exact diagonalization study for the Hamiltonians of small lattice clusters at different values of spin
coupling parameters.

Heisenberg spin lattice model with three different types of the site spins

Let us start our consideration with two simple lattice systems formed by three different site spins
s=1/2, 1 and 3/2 with uniform antiferromagnetic coupling of neighboring spins (Fig.1)

© Cheranovskii V.O., Mukhomodiarova V.V., 2023
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Figure 1. Three and four spin systems formed by three different types of site spins. Here crimson, green and blue
balls correspond to the site spins s=3/2, 1 and 1/2, respectively.

In nearest neighbor approximation these two systems can be described by the following Heisenberg

spin Hamiltonians with coupling constant J=1:
H,=SS,+S,S,, H,=SS,+S,S,+S,S,+S;S, €))
These Hamiltonians can be rewritten in the scalar product of two new spin operators with obvious
energy spectra:
H, =SS, S,=(S+S,), H,=SS,. S,=(5+S,).S,=(S +S;)

It can be easily shown that the ground state of H, is singlet (nonmagnetic) with the energy
Ey=-15/4. For the Hamiltonian H, the ground state spin is S;=3/2 and the corresponding energy is
Ey=-7/2. These results are in agreement with the extended Lieb theorem [5-7] for bipartite spin lattice
systems.

Let us now consider more complicated two-leg spin-1/2 ladder model with the legs decorated by
two different site-spins s=1 and s=3/2, as it is shown below on Fig.2.

Figure 2. Two isomeric mixed spin ladder systems.

The above two spin ladder systems are described by Heisenberg spin Hamiltonian with
antiferromagnetic coupling of neighbor site spins (J; - J5>0). For example, the Hamiltonian of the
system 2(a) with periodic boundaries has the form

L
H, = Z[Jlsz.lsz./ +S]./ (stz./ +J3Sz.1-1)+s4.i (J:S,u +J}S3.]>1 ):| 2
I-1

where L is the total number of 4-spin unit cells and all spins are enumerated along the unit cells;
S,;-is the spin-1/2 operator, located on /-th unit cell of the ladder; S,; and S;; - are the operators of
spin s=3/2 and s=1, respectively.

The spin ladder systems 2(a) and 2(b) have bipartite symmetry and, according to the generalized
Lieb theorem, the corresponding Heisenberg Hamiltonian have nondegenerate ground state with total
spin S;=L/2 for model 2(a), and Sy=0 for model 2(b) with even number of 4-spin structural units (unit
cells in the case of model 1(a)). In addition, according to [7, 8] the ground state of the model 2(a)
should have ferrimagnetic spin ordering. Note also, that for the model 1(a) similar to the perturbative
treatment from [9, 10], we may expect an appearance of intermediate plateau in field dependence of
magnetization at least in the case of the weak interaction between unit cells(J5<<J).

In order to get more information about the lowest energy states of the above spin ladder models
2(a) and 2(b), we performed numerical calculations of the exact energy spectra of finite ladder clusters
formed by 8 site spins (two unit cells for model 2(a)) at some values of model parameters. For this
purpose we used basis of spin configurations (3) having the form of direct products of eigenfunctions
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of the site spins. It can be easily shown, that these functions are the eigenfunctions of the operator of
z-projection of the ladder total spin M:

q){s,m} (M) = HQ(Sk ° mk ) (3)
k=1

where N is a total number of site spins; multiindex {s, m} enumerates all possible combinations of site

quantum numbers (si, mi). Q(sk, my) is the eigenfunction of the site spin operator Si with the

specified values of spin s and its z-projection m.
For example:

Q(1/2,1/2)=a Q(3/2,1/2):%(aaﬁ+aﬁa+ﬂaa)
where for site spin s=1/2 S;a =1/2a , S{f=-1/2p.

The exact diagonalization study was performed for all fixed values of quantum number M sepa-
rately. Due to the scalar character of the ladder Hamiltonians, the comparison of the energy levels for
each subspace with specified value of M permits us to obtain the lowest energy levels with fixed value
of total spin S. We also used the result of our analytical consideration of the three-spin clusters (Fig.1)
for testing of the above numerical scheme.

Some results of the exact diagonalization study of the ladder clusters for model 2(a) with J,=/=1
are presented on Table 1.

Table 1. The lowest energies of the 8-spin clusters of the ladder models 2(a).

S=0 S=1 S=2 S=3 S=4
Ji=1 -5.385 -5.959 -5.854 -5.664 -4.681
J:=0.5 -4.889 -5.238 -5.130 -4.943 -3.911
J:=0.1 -4.781 -4.856 -4.753 -4.617 -3.491

According this study the ground state of the cluster 2(a) corresponds to the total spin S=1 in
agreement with the extended Lieb theorem. Let Enin(1) and FEwin(0) are the corresponding exact
energies of the triplet ground state and lowest singlet excited state. Similar to [9, 10], we can suppose
that these two lowest energy states can be described by the following effective spin s=1/2
Hamiltonian:

H,=J,
where & is the ground state energy of the 4-spin unit cell. The parameters J.z and R can be
estimated from the obvious system of linear equations

{ E,.(1)=2&+R+J, /4

E,. (0)=2¢,+R-3J, /4 ©)

min

S,S, + R+2¢, “

In the result, we obtain:
J":/f = Emi” (1) - Emin (0) < 0 > R = (3Emin (1) + Emin (0) _880) / 4 (6)

The results of the corresponding exact diagonalization study for 8 —spin cluster of the ladder model
2(b) at J,=J,=1 are presented below on Table 2.

According to these results, Joy = Ewmin(1) - Emin(0) > 0, which is in accordance with the extended
Lieb theorem. Similar to the above analysis it can be shown that the lowest part of the energy spec -
trum of ladder model 2(b) can be described by the effective spin s=1/2 Hamiltonian of the form (6)
with antiferromagnetic coupling.

This means that the mixed spin ladder model 2(a) and 2(b) should have gapless energy spectrum in
the thermodynamic limit /. — o0 and different types of the ground states with S=L and S=0, respec-

tively.
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Table 2. The lowest energies of the 8-spin clusters of the ladder models 2(b)

S=0 S=1 S=2 S=3 S=4
J=1 -5.986 -5.938 -5.833 -5.645 -4.640
J5=0.5 -5.259 -5.211 -5.106 -4.925 -3.873
J5=0.1 -4.867 -4.836 -4.742 -4.609 -3.478

It is of interest, that the ground state energy of the triplet cluster (ladder 2(a)) is bigger than the
ground state energy of singlet cluster (ladder 2(b)) at all the values of parameter J; studied. This result
may be treated as a bigger chemical stability of the singlet ladder cluster in comparison with isomeric
triplet cluster of our mixed spin ladder. Moreover we can estimate relative stability of the infinite spin
ladder systems 2(a) and 2(b) using formulas (5) and (6). For this purpose let us estimate the difference

in the corresponding ground state energies £, and E(/,’ per 4-spin structural unit. After simple

manipulation we have:

AE = Eg - E(l; = E:;in (])_ Ell]’lill (1) + ( Ell;in <] ) o Elll)lill (O)) ln 2 (7)
(1) E,

min

where EY

spin ladders 2(a) and 2(b), respectively. These energies are presented in Tablel and Table2. In the
result, for example, for Ji=/,=/5=1 AE~0.0123>0. This means that for this set of coupling parameters
the infinite spin ladder (2b) is more stable than the isomeric ladder structure (2a).

We also used exact diagonalization approach for the study of low-temperature magnetization
profiles of 8- spin clusters of the ladder models 2(a) and 2(b). For this purpose we used simplified
version of the models with equal g-factors for each type of site-spins. In the result, for each energy
state of the ladder, the projection of total spin on the direction of the external magnetic field is a good
quantum number. Therefore, external magnetic field change the energy of the state with specified
value of z-projection of total spin M by the quantity AE=-AM, where 4 is a strength of magnetic field
in energy units. Using standard Boltzmann distribution we have the following expression for ladder
magnetization per 4-spin structural unit:

M(h,T)=> M exp(—(E —hM,)/ k,T)/ > exp(~(E —hM,)/ k,T') (8)

(1)7 E:ﬁn

(0) are the lowest triplet and singlet energies of 8-spin clusters of the

where kg —is a Boltzmann constant.
The results of this numerical simulation for model 2(a) are presented below (Fig.3).

204 f-
154

=
L0
—J 1
—J05
051/ J=01
QO T T T T T T
00 02 04 06 08 10 12
h

Figure 3. Field dependence of magnetization per 4 spin unit cell m of the cluster 2(a) at J,=/,=1, ksT=0.02.

According to these calculations the low temperature magnetization profile of 8-spin cluster of
model 2(a) has intermediate magnetization plateau at m=1.5. The appearance of this plateau can be ex-
plained by relatively big energy gap between states with S=3 and lowest state with S=4. The size of
this plateau is increased with the decrease of the interaction between unit cells (coupling constant J3).
We have also small peculiarity in behavior of the magnetization profile near the point m=0.5 which
can be explained by the triplet ground state of the ladder cluster studied.
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Finally, in the result of our approximate analytical consideration and numerical simulation we may
suppose that the ladder model 2(a) has intermediate plateau in low-temperature magnetization profile
at arbitrary values of coupling parameter J; from the interval (0, J>).

The results of similar numerical study of magnetization profile of the ladder cluster of the model

2(b) are presented below on Fig.4.
. J
L5

101 —51
’ — 03
JAal
05
QO T T T T T T T T T
00 02 04 06 08 10 12

h
Figure 4. Field dependence of magnetization m per 4 spin structural unit of the cluster 2(b) at J,=J,=1, ksT=0.1.

According to this simulation, the magnetization profile of the ladder cluster 2(b) has also
intermediate magnetization plateau at m=1.5. In contrast to the cluster 2(a) there are not magnetization
peculiarities at m=0.5. On the other side, according to our two block cluster expansion analyses, the
initial part of the low-temperature magnetization profile of infinite ladder model 2(b) should be close
to the magnetization profile of antiferromagnetic Heisenberg spin-1/2 chain without magnetization
plateau.

Conclusions

The exact diagonalization study of the energy spectra and low —temperature magnetic properties of
the two isomeric mixed tree-spin ladder models of polyacene topology was performed for 8-spin
lattice clusters. On the base of this study we derived simple two block cluster expansion technique and
showed that that the ladder model with the singlet ground state is more stable than its isomeric analog
with the macroscopic ground state spin. We also found the presence of an intermediate plateaus in the
low temperature magnetization profiles of the above spin ladder models.
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B.O. YepaHoBcbkuii, B.B. MyxomogsapoBa. EHepreTuyHmin CnexkTp i MarHiTHi BNacTMBOCTI AEKOPOBAHUX CMiHOBUX
CXO[0BVX MOAenen HAaHOMarHeTVKIB Ha OCHOBI MOMIMEPHUX CMOMYK NepexigHnx meTanis.

Xapkiecbkuli HauioHanbHUl yHisepcumem imeHi B.H. KapasiHa, ximiyHul chakynemem, matidaH Ceobodu, 4,
Xapkie, 61022, YkpaiHa

Pob6ota npuceBsyeHa TEOPETUYHOMY [OCIIAXKEHHIO EHEepreTUYHOro CrekTpy Ta HU3bKOTeMMepaTypHUX
MarHiTHMX BIaCTUBOCTEN [EKOPOBAHOI CMiH-CXOAOBOI MOAeni 3 noniaueHoBOK TOMOSOrield Ta TpboMa Tunamum
BY3MOBMX CMiHiB. Ha OCHOBi MeTody KnacTepHOro pPO3LUMPEHHSI MPOBeAEHO HabnvxeHy aHamniTuiHy obpobky
HWXXHBOT YaCTVHWN eHepPreTMYHUX CMEKTPIB OBOX i30MEPHUX CXOA0BUX CTPYKTYp. MNMokasaHo, Wwo cxoaoBa Mogerns i3
CUHITIETHUM OCHOBHWM CTaHOM 6inbLu cTabinbHa, Hix il i3oMepHMIA aHamnor i3 MakpOCKOMiYHUM CMiHOM OCHOBHOTO
ctaHy. Kpim TOro, metogom TOYHOI AiaroHanisauii npoBegeHO 4YucernbHe AOCHIOKEeHHS MOMbOBOI 3aneXHOCTi
HU3bKOTEMMNEepPaTypHOi HaMarHidyeHocTi 8-cniHoBMX knacTepiB 060X cxogoBuMX Mogenen. Ha ocHoBi  uux
pesynbTaTiB Oyno nokasaHo HasiBHICTb MPOMIKHOIO NaTto B HU3bKOTEMMNEpaTypHOMY Mnpodini HamarHi4YeHOoCTi
HaBeaEeHUX BULLE MOAENeN CniHOBUX CXOAiB.

Knroyoei cnoea: 3miluaHa cniHoBa CxO40Ba MoAenb, MPOMiIXKHE NnaTto HamarHiYeHoCTi.
HadicnaHo do pedakuji 21.04.2023 lMputiHamo do dpyky 11.09.2023
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The article discusses a set of internal validation parameters that are (or can be) used to describe the quality of
regression models in quantitative structure-activity relationship problems. Among these parameters there are
well known determination coefficient, root mean square deviation, mean absolute error, etc. Also the indices
based at Kullback-Leibler divergence as a measure of distance between two sets have been investigated. All
the parameters (indices) were calculated for several regression models which describe boiling point of
saturated hydrocarbons (alkanes). Regression models include a four-component additive scheme and
equations describing the property as a function of topological indices. The two types of regressions based on
these indices are linear dependencies on only one topological index and linear dependencies on topological
index and the number of carbon atoms in the hydrocarbon. Various linear regression equations have been
described with internal validation parameters that evaluate the quality of the equations from different
perspectives. It is shown that a wide set of test parameters is not only an additional yet alternative description of
regression models, but also provides the most complete description of the predictive characteristics and quality
of the obtained regression model.

Keywords: Quantitative Structure-Activity Relationships (QSAR), regression models, internal validation,
topological descriptors

Introduction

It is easier to calculate a regression equation than to prove its predictive ability. This sentence is es-
pecially true for QSAR (Quantitative Structure-Activity Relationships) linear regression models. Ne-
cessity of proper investigation of obtained equations has been recognized during the last years. It has
been demonstrated that poorly validated regression equations can be misleading when evaluating
molecular activity/property. Several important articles discuss typical situations and difficulties in de-
scription of the predictive ability of regression models. The provocative titles of the articles — “The
importance of being earnest'...” [1] “Beware of g2!” [2], “Beware of R*....” [3] call for attention to
this problem. In the presented paper, we consider the problem of validating of QSAR regression equa-
tions from a somewhat specific point of view.

First of all, we note that, for common practice, QSAR studies involve dividing the primary data
into two data sets. These sets are the training set that is used to generate the corresponding QSAR
model, and the fest set is the data for validation of the resulting models (equations). The parameters
characterizing the description of the training set by the obtained equations are considered as internal
validation, while the parameters characterizing the quality of the description of the test set are external
validation. In recent years, significant attention has been paid to external validation, which can be con -
sidered as a model for the practical use of the obtained equations. Regarding the content of external
validation, several important issues should be noted. The primary set must be divided in a certain ratio
between the training and test sets. What is this ratio? How to specify the separation of systems (points)
between two sets? How to prove the correctness of the division? And, in the end, will such a division
lead to a decrease in the predictive ability of equations due to a decrease in the size of the training
sample? So we see that external validation leads to additional questions for which there are no general
answers yet (see, however, the article and references therein discussing this problem [4-6]). Hence

! The quote from the famous play by Oscar Wilde emphasizes the main idea of the authors of the article — "first,
validate, and then explore".
© Khristenko I.V., Ivanov V.V., 2023
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such a procedure is not computationally well defined. In contrast to external validation, the internal
validation does not need dividing the input data into two subsets.

Without denying the necessity for an external validation procedure, in the present paper we propose
to take a closer look at the internal validation (goodness-of-fit) of QSAR regression. Usually the re-
stricted set of parameters used for the internal validation. Among these, the most important are the de-
termination coefficient (R’) and the standard deviation (root mean square deviation, RMSD). Such pa-
rameters cannot be considered as those that give a complete description of the training sample and the
corresponding regression equation. Also these parameters usually demonstrate a low sensitivity to
variation of the model. An extremal example is the classic Anscombe paper, where the very different
data unexpectedly fit the same equation, with the same R’ and the same RMSD [7,8].

In this paper, we analyze a wide set of known internal validation parameters and a few new param-
eters that we have proposed. As an example we describe boiling points (BP, C°) of saturated hydrocar -
bons (alkanes). QSAR-models of these properties include additive scheme and graph theory ap-
proaches based on known topological indices. It should be noted that the interest to topological indices
has been stable for a long time up to the present day. For instance, in the paper [9], new graph theory
model for description of boiling points of alkanes is discussed. Also graph theory approaches currently
used for description of anti-cancer activity [10] and even for description of potential anti-COVID-19
substances [11,12].

All the calculations were performed by using Python3 script language. RDKit package was used
for manipulations with chemical structures and calculations of molecular descriptors. [13] The experi-
mental data for BP of the alkanes were obtained from [14]. When information about the physicochem-
ical properties of alkanes includes several values, we used the average values. In total, the training set
contains information on 39 different saturated hydrocarbons with 1 to 9 carbon atoms.

Linear regression models and internal validation parameters
For the physical-chemistry property of alkanes we consider three types of linear regression models.
The first one is correspond to simple additive scheme.
Y =nx +n,x, + nyx; +n,x, (1)
Where Y is the dependent variable — the physicochemical property of alkanes is a function of four

parameters (71, 12, 13, n4) that describe the molecular structure. The partial values (increments) x, xa,
X3, X4 are contributions from elements of the molecular structure (Table 1).

Table 1. Parametrization of additive scheme for alkane molecules

Number of
Fragment . Increments
Fragments in the molecule
H,C— n, X,
H,c_ n, X,
~
HC< n, X,

‘g n, X,

Also we consider fwo regression models based on graph theory. The topological indices
X = { 2", ZM,, ZM,, ZM,, IC,, Igf]_)} (see Table 2) were used in the calculations as the molecular

descriptors. For a detailed descriptions of the indexes presented in the Table 2, see for example
[15,16].
The first graph theory based model is single-parameter equations:
Y=a,+aX )
where X is the descriptor from Table 2. The second equation includes descriptor X and the number of
carbon atoms (N¢) in the hydrocarbon:
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Y=a,+aN, +aX 3)
The regression coefficients (ao, a1, @») as well as partial values for additive scheme (x;, x5, X3 x4)
were obtained using the Ordinary Least Squares (OLS) method (see for example [17]).

Table 2. Topological indices used in the present article (vi— order of vertex i, (i, j) are pairs of con-
nected by edges carbon atoms)

Ne Topological Index Definition
M _ /
1 | First order Randich index x = (Z; 1/ ViV
L]
2 | First Zagreb index M, = Z 4
3 | Second Zagreb index M, = Z”
4 | Third Zagreb index (so called “forgotten index™) M, = Z Vi
First order informational content. n,- number of vertices 7 n
5 1 1 — ’ 1IC =— Kk log ke
with definite v, N Z n, 1 ; N 2N
Informational index of distances in graph. 7— number v, 7,
6 | of routs with topological dist ok, N, =S r, InfD =) ——log,——
of routs with topological distances equal to k, N ,Z A Zk: N, 2 N,

The residuals between given (experimental) values Y and those obtained by using regression equa-
tions (1-3) for training set (¥, are calculated as follow:

ei — Y _ iL'u/u (4)

Also, the correspondence between the calculated and given values of the variable Y is usually de-
scribed as a linear form which can be presented by two equivalent, but not identical, equations:

Y = /Bu + ﬁ]Y &)

V=7, + ¥ ©)

Of course, for the absolute (or “ideal”) correspondence between Y and Y*“ values, one can write
(By=7,=0, f =y, =1):

V=Y and y“ =y Q)

However, for the typical (realistic) situation of QSAR investigations, for the equation (5) one can
write
Y =(1-R*)Y +R*Y (®)

Where R is Pearson correlation coefficient, ¥ = Z Y /n is mean value, and 7 is size of sample.

Further, according to known expression f3y, = R* [18] for the eq. (6) we always have absolute corre-
spondence in the sense of least square method (, =0, 7, =1).

Y _ Y(‘LII(‘ (9)
However, note that both equations (8) and (9) must be interpreted in the spirit of OLS and, of course,
have the same coefficient of determination, R*. A discussion of these issues can be found in [18, 19].
Hence, in the general case, the deviation of Y** from Y can be expressed in the following most for-
mal way

n=FY,Y"). (10)
Where the parameter # describes the quality of approximation for the selected regression model. Gen-
erally speaking, expression (10) implies the use of different metrics F.

The set of 17 — parameters calculated for the presented regression models based at (1-3) is presented
in Table 3.
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Table 3. Internal Validation parameters

Ne Parameter Description Best equation
Root Mean Square Deviation, 3 e

U RusD RMSD = anp RMSD — 0
Determination Coefficient, , Zef

2 | R’ For the LOO procedure R=l-—7—= R> 51
desi : 2(r-7)

esignated as O -
Mean Absolute Error I
’ MAE ==Y"e
3| MAE HZ(’ MAE — 0
i 1

4 | Asymmetry of residuals, Asymm==>"¢, Asymm — 0
Asymm n-; )
Relative error of worst point, _

S|y WPt = max, {‘e,. /K|} WPt — 0

- 1 1 calc e ‘ Y/ |

Ktk el dgnee |, (1) 7)1 o, L

6 W y ) i i D,\/(YHY‘”“)—)O
distributions, D,, (Y || Y ) PRAS YA ‘ =1

. . |
7 izllleomogenelty of Residuals, IhR = ~log, n—;zlogz e, 1/ e ThR — 0
i k

Angle between ideal (7) and AG = arc t —0.7854

8 obtained lines (5, 8), Ag ¢ =arctan(f;)-0. Ap—0

Here one can see several standard parameters. Among them the RMSD (p is number of regression
coefficients) and determination coefficient — R°. We have also included a parameter based at absolute
values of error (MAE). The advantages and disadvantages of parameters based at absolute values of er-
ror are discussed in details in [20-22]. Also we found a few simple parameters to be useful. Asymm is a
measure of the under- or overestimation of the dependent variable Y. The parameters WPt is simple
values that estimate the spread of the residual vector or can be treated as relative outlier of point.

We are using also parameters based at Kullback-Leibler informational theory [23-24]. The Kull-
back-Leibler divergence D, (Y || Z), also known as the relative entropy, in specific way describes how

Z distribution differ from actual distribution Y. There are several interpretations of D, (Y| Z). One of
them is designated as “informational lost” when Z used instead of Y (or Z approximates Y). The main
properties of Dy, are: Dy, (Y||Y)=Dy, (Z11Z)=0, and Dy (Y| Z)# Dy, (Z||Y). We use two indices
based at Kullback-Leibler divergence. The first one is to describe divergence of Y from Y
D, (YY), and the second — to describe inhomogeneity of the residuals /4R (see Table 3). As an ex-

ample of the use of the Kullback-Leibler informational theory in chemistry see [25].

And also we are calculating the angle (A¢p) between “ideal line” (7) and line that is result of the
regression analysis (8). All the above mentioned parameters were calculated in two variants. The first
one corresponds to the calculation of regression parameters for the full sample, and the second to the
leave-one-out cross-validation procedure (LOO) [26-29].

Results of calculations and discussion

As a result of the OLS regression calculation for the additive scheme (Eq. 1, Table 1), the corre-
sponding plot of the “theory-experiment” relationship is presented in Fig. 1. The red line is corre-
sponding to “ideal” dependence (7). Here one can see, that dependence of Y*“* from experimental
value Y= Y*7*™ designated as green circle, too far from “ideal” dependence for additive scheme.
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Among the results obtained with the simple one-parameteric equation (2), much better solutions
can be found. Especially the equation with Randich index (") demonstrated the best result.

BP(C°)=—-141.6+71.026 ' (11)

Additive scheme

150

100 A

50 4

Ycau‘c

—50 4

—100

—150

T . T T T T T
-150 -100 -50 0 50 100 150
Yexperﬁm

Figure 1. Dependence “theory-experiment” according to the additive scheme.

The internal validation parameters of the linear regressions obtained using the additive approach and
those that follow eq. 2 are collected in Table 4. According to the obtained data, the equation based at
2V is the best equation for all the parameters presented. Nevertheless, the choice of the following
equations (in quality) depends on the chosen validation parameter. According to R* (and Q*, MAE,
Ap) the next best equation is function from ZM 1. The worst result was demonstrated by the ZM3 index
(R’ =05265 and a poor correspondence to the distribution of experimental data D,, (Y[|Y*")=0.5624)

with abnormal sensitivity to selected groups of molecules even compared to /nfD. For the InfD the
value D,, (Y||¥**)=0.1445 is significantly better than for the ZM3 D,, (¥[|Y*)=03622. It is also inter-

esting that the average inhomogeneity of the residuals (/4R) is quite small for all indices (equations),
even though there are large differences in WPt (relative outliers). However, /4R and LOO [hR for the
additive scheme is noticeably greater than for all other regressions. Significant values of 4¢ and LOO
A for additive approach are indicators of large difference between “ideal line” and actual.

For the two-parametric equations (3), which also include the number of carbon atoms in the mole-
cule, the pictures are more optimistic. The quality of the equations in terms of validation parameters is
much better (Fig. 3 and Table 5). Formally the best equation is:

BP(C®)=-168.6+27.8Nc +44.3InfD . (12)

Randich ZM1

150 +

100 +

50

ycalc
o

=100 4

=150 4

T T T T T T T T T T T T T T
-150 -100 =50 1] 50 100 150 -150 -100 -50 0 50 100 150
Yexperim Yexper(m

A B
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M2 ZM3
200
200 ] . *
.
150 | 150
100 4 100
50 50
o o
g ki
- 0 5 0
-50 4 504
-100 —100
-150 —150
-150 -100 -50 0 50 100 150 -150 -100 -50 0 50 100 150
Yexperim Yexpen'm
IC1 InfD
150 150
100 4 100 4
50 50
G G
s 01 s 01
I\ 1]
> >
—50 4 -504
-100 —100
-150 -1501 °® °
-150 -100 -50 0 50 100 150 -150 -100 -50 0 50 100 150
Yexperim Yexpen'm

Figure 2. The QSAR estimations according to eq. 2 versus experimental data.

The equation is characterized by a large value of R’ a smaller value of D,, (YY) and values of the

other indices except inhomogeneity parameters /AR and LOO [hR. The [hR and LOO [hR values for
InfD are only slightly worse than the corresponding values for other equations based on topological in-
dices. The parameter WPt, characterizing the maximal relative outlier for (12), is much smaller than
for the other equations. However, it can be noted visually that the best equation (12) is characterized
by typical “steps” on the graph of the “calculation-experiment” dependence (Fig. 3, F). This indicates
poor recognizability of some groups of molecules by regression model. This is in spite of high values
of R?. and low values of D, (Y[ Y").

Table 4. The internal validation parameters for additive scheme (1) and regression equations (2).

additive X(] ) ZM/ ZMz ZM3 IC] InfD
RMSD 41.2 8.7 26.2 29.7 43.1 40.0 33.0
LOO RMSD 61.1 9.8 29.2 33.1 47.0 43.5 36.7
Jisd 0.5885 0.9808 0.8245 0.7740 0.5265 0.5914 | 0.7216
O’=LOO R’ 0.0946 0.9754 0.7827 0.7201 0.4369 0.5169 | 0.6562
MAE 20.8 7.0 19.8 21.2 32.9 28.2 26.2
LOO MAE 26.1 7.6 213 22.9 35.1 30.1 28.4
Asymm -0.93 10" 10" 108 10" 10" 10"
LOO Asymm -12.9 -0.03 -0.7 -0.9 -1.20 -0.7 0.6
WPt 80.2 9.3 27.9 20.1 14.5 88.7 147.4
LOO WPt 87.3 10.0 30.6 22.0 15.7 91.6 151.1
Dia(Y || Y°) 0.5074 0.0454 0.1912 0.2539 0.5624 0.3622 | 0.1445
LOO Dii(Y || Y™%) 0.4042 0.0650 0.2445 0.3244 0.8227 0.4575 | 0.1314
IhR 1.17 0.48 0.64 0.79 0.55 0.70 0.55
LOO IhR 1.34 0.52 0.67 0.81 0.57 0.72 0.59
Ao -23.1 -0.6 -5.5 -7.3 -17.2 -14.4 -9.2
LOO 4¢ -36.2 -1.1 -6.8 -8.6 -19.3 -17.3 -8.7

17




I. V. Khristenko, V. V. Ivanov
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Figure 3. Data from QSAR regression (eq

A similar by quality equation
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=150 -100 -50 0 50 100 150

YEXpEﬁm

F
3) vs experimental data.

BP(C®) =—-146.51+10.75Nc +48.91 7"

is visually free of this drawback (Fig. 3, A), but appears to have noticeable differences between estimated
and theoretical distributions of the dependent variable (1, (v | y**)=0.03 and LOO D, (¥ | Y )=0.05).
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Table 5. Internal validation parameters for regression equations (3)
)((I) ZM/ ZM2 ZM3 1C1 InfD
RMSD 7.9 9.2 9.4 9.6 11.0 7.2
LOO RMSD 10.1 114 11.6 11.8 13.3 11.0
R 0.9845 0.9791 0.9781 0.9772 0.9701 0.9871
0’=LO0 R’ 0.9747 0.9679 0.9668 0.9656 0.9554 0.9698
MAE 6.1 6.7 7.0 6.9 7.3 4.7
LOO MAE 7.0 7.5 7.8 7.7 8.3 5.8
Asymm 1012 10712 107 107 107 107
LOO Asymm -0.39 -0.29 -0.28 -0.28 -0.25 0.011
WPt 17 22.2 23.5 24 24.3 2.4
LOO WPt 18.8 24 .4 25.8 26.2 27.0 2.9
D (Y || ) 0.0301 0.0299 0.0263 0.0310 0.0343 0.004
LOO Dy (Y || YY) 0.0531 0.0491 0.0461 0.0505 0.0555 0.004
IThR 0.52 0.51 0.59 0.46 0.83 0.98
LOO IhR 0.59 0.56 0.64 0.51 0.88 1.17
Ag -0.45 -0.61 -0.63 -0.66 -0.87 -0.37
LOO 4¢ -1.26 -1.29 -1.38 -1.33 -1.63 -0.47
Conclusion

To date, work on QSAR regression equation testing problems has shifted significantly toward ex-
ternal validation. However, the multitude of internal validation parameters is a useful tool for multilat-
eral analysis of the resulting regression equations. In this paper, we have examined several internal
validation parameters that are different in nature. It has been shown that such parameters can comple-
ment each other. In particular, parameters based on the Kullback-Leibler informational theory (indices
D, (YY) and IhR) describe the correspondence of theoretical, based on the regression model, and

experimental data, from a different perspective than the determination coefficient and other known pa-
rameters. Assessing the results of calculations, also it should be noted that the standard set of parame-
ters is still not sufficient to identify the presence of “steps” in the “calculation-experiment” graph.
Their influence on the quality of approximation still awaits quantitative assessment. At the same time,
visual analysis of the “theory-experiment” graph remains important.

Note also that there is obviously no universal solution in choosing the best (accurate) regression
model to describe the properties of the system in a situation where there is a large scatter in the initial
data. In this case, it is difficult to avoid a wide range of parameters (standard deviation, coefficient of
determination, etc.) when estimating multiple models.
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INTERNAL VALIDATION PARAMETERS OF LINEAR REGRESSION EQUATIONS IN QSAR
PROBLEM

I. B. XpucTeHko, B. B. IBaHOB. [NapameTpu BHYTpiLLHbOI BanigaLii piBHsHb MiHiNHOT perpecii B npobnemi QSAR.
XapkiecbKuli HayjoHanbHuUl yHisepcumem iMeHi B. H. Kapasina, matidaH Ceobodu 4, Xapkis, 61022, YkpaiHa

Y cTatTi 06roBoproeTbCA Habip BHYTPILWHIX NapameTpiB Banigauii, ki BUKOPUCTOBYHOTbCHA (abo MOXyTb ByTn
BMKOPUCTaHI) Anst onucy SKOCTi perpecinHmx mogenen y 3agadax QSAR. Cepea umx napameTpie gobpe Bigomi
KoeqilieHT geTepMiHaLii, 3annWKOBe cepedHe KBaapaTUYHE BIiOXWNEHHS, cepedHsi abcontoTHa noxubka ToLlo.
Takox 6ynu gocnimkeHi iHoekcu, 3acHoBaHi Ha amBepreHuii Kynbbaka-llenbnepa sk mipu BigctaHi Mixx gBoma
MHOXUWHamMu. Bci napameTtpu (iHaekcn) 6ynu po3paxoBaHi Ans AeKiNbKOX perpecinHux mMogenem, siki onucyTb
Temnepartypy KuniHHS HacM4eHUX BYrneBOAHIB (ankaHiB). PerpeciiiHi mogeni BkNioYaoTb YOTUPLOXKOMMOHEHTHY
aQuTUBHY CXEMY Ta PIBHSIHHS, O ONUCYOTb TeMnepaTypy KUMiHHA K YHKUi0 TOMOMOriYHMX iHAeKciB. [Ba Tnunu
perpecivnt Ha OCHOBI LMX iIHOEKCIB - NiHIMHI 3aneXHOCTi TiNbKW Big OQHOrO TOMOSOrYHOro iIHAEKCY Ta NiHiMHI 3anex-
HOCTI Bif KiNbKOCTi aTOMIB BYrfneLto y BYrneBOAHEBIN PEYOBUHI Ta TONOMOrYHOrO iHOEKCY.

OnucaHo pi3Hi MiHiHI piBHAHHS perpecii 3 BHYTPILWIHIMK BanigauiiHMM1 napameTpamMu, siKi OLiHIOITh SKICTb
PiBHSAHb 3 Pi3HMX TOYOK 30py. [1okasaHo, Lo WMPOKMI Habip TECTOBUX MapamMeTpiB € He TiNbKi AOAATKOBUM, M
anbTepHaTMBHUM OMWCOM pErpecinHuX moaenen, a # 3abesnedyye Oinbl MOBHILWA OMUC MPOrHOCTUYHUX
XapaKTepPUCTUK Ta SAKOCTi OTPUMaHOI perpecinHol mogeni.

Knroyoei cnoea: KinbkicHe cniggiOHoweHHs1 cmpykmypa-enacmusicmb (QSAR), peepecitiHi  moderi,
B8HyMpiWHs ganidauyjisi, mornonoaiyHi 0ecKkpunmopu.
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This paper presents results of quantum-chemical study of proton exchange equilibrium between acetone (AC)
and dimethyl sulfoxide (DMSQ). Basing on the previous study of acid-base equilibria in AC with small additives
of DMSO, the most probable composition of the lyonium ion is taken as H{DMSO),". The equilibrium geometries
and energies of solvents molecules and all possible combinations of proton complexes with one or two solvent
molecules were calculated in DFT level of theory using B3LYP functional and 6-31G++(d,p) basis set. The
energies of solvated proton complexes were then calculated using PCM method. The energy change
corresponding to the equilibrium H(AC)," + 2 DMSO = H(DMSO)," + 2 AC is —63.1 kJ mol™ in the gas phase,
which is in qualitative agreement with the standard Gibbs energy data, obtained experimentally in the gas
phase by Kebarle’s group,—77.6 kJ mol™, and with AG°2s = —49.3 kJ mol~' for AC solution with small additions
of DMSO, determined by the Guss and Kolthoff method.

Keywords: proton solvation; acetone; dimethyl sulfoxide; quantum-chemical study; energy of proton
exchange.

Introduction

This paper is devoted to the competition for proton between the molecules acetone and dimethyl sulfoxide
(DMSO) using quantum-chemical calculations. The higher basicity of DMSO as compared with acetone is of
common knowledge, see Table 1.

In addition to the numerical parameters gathered in Table 1, basing on experimental data, we decided to
theoretically examine the proton exchange between these two solvents. Also, the same exchange equilibrium was
estimated using our earlier published experimental results.

Table 1. Solvent descriptors characterizing the solvent basicity

Parameter Acetone DMSO
DN" 0.44 0.77
s 0.48 0.76
B 224 362
B, 12.6 13.3
PA 831 897

Note. The data are taken from ref. [1]. DN¥is the normalized Gutmann’s donor number; £ is the solvatochromic
Kamlet—Taft parameter; B is the Koppel-Palm parameter; B, is the “polar basicity” according to Fawcett [2]; PA
is the proton affinity, kJ mol™.

More than ten years ago, we studied the acid-base and related equilibria in acetone (AC) containing
small additives of DMSO [3, 4]. It was demonstrated that the likely composition of the lyonium ion is

H(DMSO),". In other words, the primary solvation shell can be represented in following manner:
+
HiC _CH,
©8=0---H---0=S_
H,C CH,

or, more strictly:

© Lebed A.V., Mchedlov-Petrossyan N.O., Filatov D.Yu., Goga S.T., 2023
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HsC_ +  CHs HC_ + _CHj
,$=0---H—0=§_ - ,S$=0—H---0=8_

B

HaC CH, HsC CHs

(In this paper, we avoid discussing the likelihood of symmetric hydrogen bonds occurring.)

This was deduced from the dependence of the pX, of picric acid on the DMSO content in the binary
acetone — DMSO solvent and confirmed by the proximity of the limiting molar conductivities, Ao, at
25 °C of picric acid and tetraethylammonium picrate in acetone containing 5 mole % DMSO, a solvent
with relative permittivity &, = 22.19. These values are 162.0+1.2 and 180.3£1.7 S mol™' ¢cm’, respec-
tively [3, 4].

At the same time, the linear size of the ion HIDMSO),", estimated as the distance between the most
remote hydrogen atoms (Fig. 1a), is 900 pm. Crystallographic and various other experimental data
available in the literature, as well as estimates using van der Waals radii of atoms, suggest that the
diameter of the “pseudospherical” N(C,Hs)s" ion, which belongs to the “weakly solvated” category, is
in the range from 674 to 800 pm [3, 4]. This amounts to (75-89) % of the linear size of the
H(DMSO)," ion, which indicates the consistency of the proposed proton solvation model. In any case,
the existence of the lyonium ion in the form of H(DMSO)" would be more difficult to reconcile with
its lower mobility compared to the N(C,Hs)s" ion. As a result, we consider H(DMSO)," as the most
probable composition of the lyonium ion.

R et 94

142 pm
4: \106 pm

o5

Fig. 1. Geometries of complexes a) H(DMSO),"; b) H(AC)," and ¢) H(AC,DMSO)" from the quantum chemical
calculations

In pure DMSO, this composition is preferred on the basis of data from IR spectroscopy [5, 6].

The geometric and energy parameters of proton complexes with acetone and DMSO molecules
were also estimated using quantum chemical calculations. All calculations were provided using
Gaussian 09 program set [7]. The geometries of individual solvent molecules, as well as complexes of
a proton with one or two solvent molecules in vacuum (Fig. 1) were optimized using DFT (density
functional theory) method with the B3LYP hybrid functional and 6-31G++(d,p) basis set. Additional
keywords opt=tight and int=ultrafine were used to ensure accuracy of optimization procedure. The
vibrational frequencies were also calculated and imaginary vibration frequencies were absent. The
energies of these solvate complexes in acetone were then calculated using the polarized continuum
model (PCM). Zero-point energy and thermal correction to 298 K were taken into account when
calculating the energies.

According to our calculations, the O — O distance in the H(DMSO)," ion is 2.405 A which is in
good agreement with the value of 2.403 A calculated by Denisov et al. [8] at B3LYP/6-31G(d,p) level.

The transformation of structure la into structure 1b requires a cost of 20.9 kJ mol™. The greater
basicity of the DMSO molecule is also clearly demonstrated by the bond lengths between the proton
and oxygen atoms in two different structures. This result is very instructive, and a similar approach
can be applied to other systems.
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Energy changes corresponding to proton exchange between various proton solvates in acetone were
also calculated:

H(AC)," +2 DMSO = H(DMSO)," +2 AC; AE,_, = —63.1 kJ mol, (1)

H(AC)" + DMSO = H(DMSO)" + AC; AE; . = —57.5kJ mol". 2)

The significantly higher basicity of DMSO compared to AC is also confirmed by the experimental
data of the Kebarle group [9] on the values of the standard Gibbs energies of the indicated proton ex -
change reactions in the gas phase: AGS,¢ (1)=-77.6 kI mol' and AGS, (2) =—64.8 kJ mol .

In addition, the proton exchange between acetone and DMSO in acetone solution can be examined
using the approach developed by Guss and Kolthoff [10]. If only one solvate complex can be taken
into account and ruling out the possibility of mixed proton solvates, such as H(AC, DMSO)’, the fol-
lowing equilibria can be derived:

a +am
H(AC)," + nDMSO = H(DMSO), + mAC; K= oMSOn TAC 3)
aH(AC):;] 9pMso

In this case, according to Guss and Kolthoff, the following equation is valid:

K, =K. (1 + K, Toso ] @)
dac

Using the experimental pK, values of picric acid in acetone — DMSO mixtures with molar fraction
of DMSO from 0.005 to 0.06 [3, 4], taking pK,"“ = 9.2 from the work by Foltin and Majer [11], and
equating n and m to 2, we obtained a value Koz =(4.3£0.8)x10% Accordingly,

AG Sy, (1) ==2303 RT logK,,, = -49.3 kJ mol™, which is in qualitative agreement with the results

of quantum chemical calculations for the gas phase.

Similar calculations can be carried out for the case n =2, m =1 (Ky1-2), etc. However, as quantum
chemical calculations show, the addition of a second DMSO molecule to HIDMSO) " and a second AC
molecule to H(AC)" in acetone is accompanied by such significant energy gains (60.26 and
54.68 kJ-mol™', respectively), that it is quite justified to take into account only the solvates
H(DMSO)," and H(AC),". A solvate of composition H(AC, DMSO)" is possible only in the case of
DMSO deficiency, but under the conditions of our experiment, the proton concentration is 3—4 orders
of magnitude lower than the DMSO concentration.

Thus, we have proven that in acetone with DMSO additives, the lyonium ion exists mainly in the
form of H(DMSO),", and that the proton exchange constant between the two solvents is very high and
amounts to over 10°. Both theoretical and experimental data give new convincing support to the more
strong basic properties of DMSO as compared with acetone.
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0O.B. Nebigb, H.O. Muegnos-MetpocaH, A.HFO0. ®dinatoB, C.T. [Nora. ConbBaTauis NpOTOHA: KOHKYPEHLis Mix
aLeToOHOM Ta AUMETMICYIbAOKCUAOM.

XapkiBCbkuiA HauioHanbHUiA yHiBepcuTeT iMeHi B.H. KapasiHa, ximiyHuin dakyneTeT, mangaH Ceoboau, 4, Xapkis,
61022, YkpaiHa

Lls ctatTa mMicTuTb pe3ynbTaTi KBAHTOBO-XIMIYHOTO OOCHIMKEHHST 0OMiHY MpoTOHOM Mix aueToHom (AC) Ta
anmeTuncynbgokenaom (DMSO). basyroumch Ha nonepefHix 4OCNIIKEHHAX KUCNIOTHO-OCHOBHMX piBHoBar B AC 3
Manuvmu gomiwkamu DMSO, sk HaniMOBIpHIWMM cKnagom ioHy nioHito npunHato H(DMSO),". PiBHoBaxHa
reoMeTpisi Ta eHeprii MOneKyn po34MHHMKA Ta YCiX MOXIMBUX KOMOIHALIN KOMMMEKCIiB NPOTOHY 3 ofHiet abo
ABOMa MoIeKyrnamu po3yYnHHUKIB ob64umcneHi Ha piBHi DFT 3 BukopuctaHHsaM dyHkuioHany B3LYP ba 6a3ucy 6-
31G++(d,p). EHeprii conbBaTauii komnnekciB NpoToHy o64uuncneHi 3a gonomoroto metogy PCM. 3miHa eHeprii, Aka
Bignosigae pieHoBasi H(AC)," + 2 DMSO = H(DMSO),* + 2 AC, cknagae — 63.1 kJ mol™ B rasoBiin ¢asi.
3HaueHHsA Uil BEnUUMHM SAKICHO Y3ro[pKYIThCA 3i 3HAa4YeHHAM cTaHgapTHoi eHeprii [i66ca, — 77.6 kJ mol™,
3HavaeHol ans rasoBoi asu ekcriepuMeHTansHoO rpynot Kebapne, Ta 3HaueHHAM AGqs = —49.3 kJ mol™ gns
po3unHiB AC 3 manumu gomikamm DMSO, 3HargeHnm metogoM Macca i KonbTroda.

Knroyoei croea: conbeamaujisi mpomoHa; auyemoH,; OuMemurscynb@okcud,; K8aHmMo8o-XiMidHe OOCIOKEHHS;
eHepaist 06MiHy rMPOMOHOM.
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ETAYHI HOPMHU NYBJIKAIIII HAYKOBHUX PE3VYJBTATIB TA iX NOPYIIEHHA.
Penaxmiitna kojeris poOWTh Bce MOXJIHMBE ISl JOTPUMAHHA ETHYHHX HOPM, MPUAHATHX MIX-
HAPOJHUM HaYKOBHM TOBAPHCTBOM, 1 17151 3amo0iranHs Oy Ib-SIKHX nopyens ux Hopm. Taka MOJIITH-
Ka € BOXJIMBOIO YMOBOIO TUTITHOT y4acTi KYPHaIy B PO3BUTKY LITICHOT CHCTEMH 3HaHb B ramysi Ximii
Ta CyMDKHHUX Taiy3sx. JispHICTh peAakuiiHoi KoJerii 3HaYHO0 MIpOIO CIIMPA€ETHCS Ha peKOMeH,I[aLIll
Kowmitery 3 etmkn HaykoBumx myOumikariii (Committee of Publication Ethics), a Takoxx Ha miHHUI
JOCBiI MDKHapOTHHMX >KypHaliB Ta BUAABHUUTB. llomaHHs cTaTTi Ha pO3INIAL O3HAyae, IO BOHA
MICTUTh OTPHMaHI aBTOpaMH HOBI HETPWBIalbHI HAyKOBI pe3yJbTaTH, AKi paHime He Oyiu omyOri-
KoBaHi. KokHy CTaTTIO peleH3yI0Th MIOHaWMEHIIE 1Ba €KCIIEPTH, SIKi MalOTh YCi MOKJIMBOCTI BIJIBHO
BHCJIOBUTH MOTHBOBaHI KPUTHYHI 3ayBa)KEHHS IIOJI0 PIBHS Ta SICHOCTI MIPEJICTaBICHHS MaTepiay, Ho -
ro BIiAMOBIZHOCTI MpPOQiN0 XypHaly, HOBH3HHM Ta JOCTOBIPHOCTI pe3yibraTiB. Pexomenmamii pe-
IIEH3CHTIB € OCHOBOIO ISl MPUHAHATTS OCTATOYHOTO PIMICHHS MO0 IMyOiKaIlii cTaTTi. SIKIo cTaTTio
MPUAHSTO, BOHA PO3MILIYETHCS Y BIAKPUTOMY JOCTYIIi; aBTOPCHKi MpaBa 30epiraloTbes 3a aBTOPaMH.
3a HasgBHOCTI Oyb-sKUX KOH(DIIIKTIB iHTepeciB ((piHAHCOBUX, aKaJeMIYHUX, IEPCOHATBFHIX Ta 1HIINX),
YHacHUKH IPOLIECY PELEH3YBAHHA MaloTh CHOBICTHTH pPEAaKUiiHy Kouyerito mpo ne. Bei nmuranns,
IIOB’sI3aHI 3 MOXJIMBUM IDIariatoM abo daascudikariero pezyanaTlB peTenbHO 06I‘0BOpIOIOTLC$I
PEMAKIIHOIO KOJIETIEI0, PIBHO K CIIOPH OO aBTOPCTBA Ta IOLLIBHICTH PO3POOICHHS PE3yIbTaTiB
Ha HeBeNnuyKi crarti. JloBeneHi muiariat 4 Qanscudikariis pe3yiabTaTiB € mijgcTaBaMu ajsi 6e3yMOBHO -
ro BIAXHWJIEHHS CTATTI.

STATEMENT ON THE PUBLICATION ETHICS AND MALPRACTICE. The Editorial
Board has been doing its best to keep the ethical standards adopted by the world scientific community
and to prevent the publication malpractice of any kind. This policy is considered to be an imperative
condition for the fruitful contribution of the journal in the development of the modern network of
knowledge in chemistry and boundary fields. The activity of the Editorial Board in this respect is
based, in particular, on the recommendations of the Committee of Publication Ethics and valuable
practice of world-leading journals and publishers. The submission of a manuscript implies that it con-
tains new significant scientific results obtained by authors that where never published before. Each pa-
per is peer reviewed by at least two independent experts who are completely free to express their moti-
vated critical comments on the level of the research, its novelty, reliability, readability and relevance
to the journal scope. These comments are the background for the final decision about the paper. Once
the manuscript is accepted, it becomes the open-access paper, and the copyright remains with authors.
All participants of the review process are strongly asked to disclose conflicts of interest of any kind
(financial, academic, personal, etc.). Any indication of plagiarism or fraudulent research receives ex-
tremely serious attention from the side of the Editorial Board, as well as authorship disputes and
groundless subdivision of the results into several small papers. Confirmed plagiarism or fraudulent re-
search entail the categorical rejection of the manuscript.
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ITHO®OPMAULISA AJS1 ABTOPIB. XypHran my0iikye cTaTTi pociiChKOI0, aHTIIIHCHKOO Ta yKpai-
HChKOIO MoBamu. Jlo myOumikamii mpuiMaroOThCS: OTIsAAM (32 MOTOMKEHHSIM 3 PEIKOJIETIEr0); OpH-
riHaNmbHI cTaTTi, 00CcAT 6-10 XypHATFHUX CTOPIHOK; KOPOTKI MOBIIOMIIEHHS, 00CST 0 3 )KypHAITBHUX
cTopiHok. KpiMm 3BHUaiiHOTO CITUCKY JIiTEpaTypH, B CTATTi 0OOB'SI3KOBO TIOBUHEH OYyTH JPYTHiA CIHUCOK,
BCl TIOCWJIAHHS SKOTO JaHl JiaTUHMIICIO. [IpaBuia MiAroTOBKM IHOTO CIMCKY HAaBEICHI B PO3ILIi
«TpancniTeparis» Ha caiiti )xypHairy. OOuaBa CIIMCKK TIOBWHHI OyTH TOBHIiCTIO ineHTnyHi. [lpu pe-
[IEH3yBaHHI CTaTeil OMH 3 KPHUTEPIiB - HASBHICTh NMOCWJIAHb HA IyOJiKallii ocTaHHIX pokiB. CraTTs
000B'A3KOBO MOBMHHA MICTUTH PE3IOME POCIMCHKOI0, YKPaiHCHKOIO Ta aHTJHCHKOI0 MOBaMH. Y BCiX
TPbOX HEOOXiJHO BKa3aTH Ha3By CTATTi, MPi3BHUILA aBTOPIB i KIOYOBI cinoBa. OpieHTOBHHUI 00CsT pe-
3toMe - 1800 3HaKkiB (0e3 ypaxyBaHHs 3aroJIOBKY 1 KIIFOUOBHX CJIiB). Pemakiiis mpuitMae eeKTpOHHHMA
(MS Word) i aBa po3apykoBaHUX (IUIS XapKiB'sSH) TEKCTY PYKOIMCY. AJpecw BKa3aHi B PO3ZIimi
«KonTaktn» Ha caiiTi xypHany. CymnpoBigHWE JHCT A0 CTaTTi, BUIPABIEHOI BiAMOBIIHO OO0 3a-
YBa)KECHb PEIICH3E€HTa, TIOBUHEH MICTUTH BIINOBIiAI Ha BCi 3ayBakeHHS. [lomaeThcs eneKTpoHHUE i
OZIMH PO3IpYKOBaHUH (s XapKiB'sH) BapianT. Pykonwucu, sKi MpONIIITN pelieH3yBaHHs, TPUWHATI 10
myOstikariii i ohopMIICHI BIAMOBITHO 10 NMpaBWJi )i aBTOPIB, NpuiiMaroThest y dopmati doc (He docx)
enekrponHoro momTor (chembull@karazin.ua). Po3npykoBanuii Bapiant He moTpibeH. JloxmagHima
iH(hopMarris po3mimieHa Ha caifTi xxypHany http://chembull.univer.kharkov.ua.

INFORMATION FOR AUTHORS. Papers in Ukrainian, Russian and English are published.
These may be invited papers; review papers (require preliminary agreement with Editors); regular pa-
pers; brief communications. In preparing the manuscript it is mandatory to keep the statement on the
publication ethics and malpractice, which can be found on the web-site and in each issue. The article
should contain summaries in English, Russian, and Ukrainian. In all three it is necessary to indicate
the title of the article, the names of the authors and the keywords. The approximate volume of sum-
mary is 1800 characters (excluding the title and key words). The help in translation is provided by re-
quest for foreign authors.. Any style of references is acceptable, but all references within the paper
must be given in the same style. In addition, the second, transliterated, list of references is required if
at least one original reference is given in Cyrillic. See section "Transliteration" of the web-site for de -
tails. Please use papers of previous issues as samples when prepare the manuscript. The MS Word for-
mat is used. Standard fonts (Times New Roman, Arial, Symbol) are preferable. Figures and diagrams
are required in vector formats. Figure captions are given separately. All figures, tables and equations
are numbered. Please use MS Equation Editor or MathType to prepare mathematical equations and
ISIS Draw to prepare chemical formulas and equations. The decimal point (not coma) is accepted in
the journal. Please avoid any kind of formatting when prepare the manuscript. Manuscripts may be
submitted to the Editor-in-Chief via e-mai chembull@karazin.ua. For more detailed information see
the journal web-site http://chembull.univer.kharkov.ua.
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