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## 1. Introduction

The interaction between flows of a gas of hard spheres is described by the kinetic integro-differential Boltzmann equation [1]-[3]:

$$
\begin{gather*}
D(f)=Q(f, f)  \tag{1}\\
D(f)=\frac{\partial f}{\partial t}+v \frac{\partial f}{\partial x}  \tag{2}\\
Q(f, f)=\frac{d^{2}}{2} \int_{\mathbb{R}^{3}} d v_{1} \int_{\Sigma} d \alpha\left|\left(v-v_{1}, \alpha\right)\right|\left[f\left(t, v_{1}^{\prime}, x\right) f\left(t, v^{\prime}, x\right)-\right.  \tag{3}\\
\left.-f\left(t, v_{1}, x\right) f(t, v, x)\right]
\end{gather*}
$$

where $f(t, v, x)$ is the distribution to be found, that describes the number of particles that in the moment of time $t$ have velocity $v$ and are in the point of space $x, \partial f / \partial x$ is its spatial gradient, $t \in R^{1}$ is the time, $x=\left(x^{1}, x^{2}, x^{3}\right) \in R^{3}$ and $v=\left(v^{1}, v^{2}, v^{3}\right) \in R^{3}$ are the molecule coordinate and the velocity, $d>0$ is its diameter, $v$ and $v_{1}$ are the molecule velocities before the collision, $\alpha \in \Sigma, \Sigma$ is the unit sphere in $R^{3}$. The molecule velocities after the collision are defined by the formulae

$$
\begin{equation*}
v^{\prime}=v-\alpha\left(v-v_{1}, \alpha\right), \quad v_{1}^{\prime}=v+\alpha\left(v-v_{1}, \alpha\right) \tag{4}
\end{equation*}
$$

The well-known exact solutions of (1) - (4) are the global and local Maxwellians [1]-[3]. Some other exact solutions were obtained only for the case of Maxwellian molecules and for some of its generalizations [4]-[6].

That is why the question of the search of explicit approximate solutions of this kinetic integro-differential equation and satisfying it with arbitrary accuracy was occured.

Then bimodal distributions including both global and local Maxwellians of different particular kinds describing screw-shaped [7], [8], tornado-like [9], [10] and other equilibrium states of a gas were studied [11].

Then a new approach to the search for explicit approximate solutions of the Boltzmann equation was proposed in the paper [12], namely the continual kind of distribution function. It was supposed, that mass velocity of the global Maxwellian does not take discrete values but becomes an arbitrary parameter taking any values in $\mathbb{R}^{3}$.

Attempts to transfer the results of [12] and other works in the case of local Maxwellians of the most general form have not been successful due to occur at the same time significant difficulties.

The objective of this paper is to study the behavior of the continual distribution involving local Maxwellians of a special form that describe the screwshaped stationary equilibrium states of a gas (in short-screws or spirals) $[7,8,14]$. Every Maxwellian of this type is defined by the formula

$$
\begin{equation*}
M(v, u, x)=\rho_{0} e^{\beta \omega^{2} r^{2}}\left(\frac{\beta}{\pi}\right)^{\frac{3}{2}} e^{-\beta(v-u-[\omega \times x])^{2}} \tag{5}
\end{equation*}
$$

Physically, distribution (5) corresponds to the situation when the gas has an inverse temperature $\beta=\frac{1}{2 T}$, where $T=\frac{1}{3 \rho} \int_{\mathbb{R}^{3}}(v-u)^{2} f d v$ and rotates in whole as a solid body with the angular velocity $\omega \in R^{3}$ around its axis on which the point $x_{0} \in R^{3}$ lies,

$$
\begin{equation*}
x_{0}=\frac{[\omega \times u]}{\omega^{2}}, \tag{6}
\end{equation*}
$$

The square of this distance from the axis of rotation is

$$
\begin{equation*}
r^{2}=\frac{1}{\omega^{2}}\left[\omega \times\left(x-x_{0}\right)\right]^{2} \tag{7}
\end{equation*}
$$

and the density of the gas has the form:

$$
\begin{equation*}
\rho=\rho_{0} e^{\beta \omega^{2} r^{2}} \tag{8}
\end{equation*}
$$

( $\rho_{0}$ is the density of the axis, that is $r=0$ ), $u \in R^{3}$ is the arbitrary parameter (linear mass velocity for $x$ ), for which $x \| \omega$, and $u+[\omega \times x]$ is the mass velocity in the arbitrary point $x$. The distribution (5) gives not only a rotation, but also a translational movement along the axis with the linear velocity

$$
\frac{(\omega, u)}{\omega^{2}} \omega
$$

Thus, it really describes a spiral movement of the gas in general, moreover, this distribution is stationary (independent of $t$ ), but inhomogeneous.

We will consider the continual distribution [12] such form as:

$$
\begin{equation*}
f=\int_{\mathbb{R}^{3}} \varphi(t, x, u) M(v, u, x) d u \tag{9}
\end{equation*}
$$

It is assumed, that the coefficient function $\varphi(t, x, u)$ is non-negative and belong to $C^{1}\left(\mathbb{R}^{7}\right)$. It is required to find functions $\varphi(t, x, u)$ and the behavior of all parameters such that the uniform-integral remainder [13]

$$
\begin{equation*}
\Delta=\sup _{(t, x) \in \mathbb{R}^{4}} \int_{\mathbb{R}^{3}}|D(f)-Q(f, f)| d v \tag{10}
\end{equation*}
$$

tends to zero.
In the section 2 asymptotical expressions for some upper estimations of remainder Delta with $\beta \rightarrow+\infty$ and other assumptions about the behavior of the vector for angular velocity $\omega$.

## 2. Main results

Before formulating and proving the main results it is necessary to reconstruct the right part (10). First we must to obtain and estimate the integral with variable $v$, substituting distributions (5), (9) in (1)-(3) according to

$$
\begin{equation*}
D(M)=Q(M, M)=0 . \tag{11}
\end{equation*}
$$

Thus,

$$
\begin{gather*}
D(f)=\int_{\mathbb{R}^{3}} D(\varphi) M d u=\int_{\mathbb{R}^{3}} D(\varphi) e^{\beta \omega^{2} r^{2}} \widetilde{M} d u  \tag{12}\\
Q(f, f)=\frac{d^{2}}{2} \int_{\mathbb{R}^{3}} d v_{1} \int_{\Sigma} d \alpha\left|\left(v-v_{1}, \alpha\right)\right| \times \\
\times e^{2 \beta \omega^{2} r^{2}}\left[\int_{\mathbb{R}^{3}} d u_{1} \varphi\left(t, x, u_{1}\right) \widetilde{M}\left(v_{1}^{\prime}, u_{1}, x\right) \int_{\mathbb{R}^{3}} d u_{2} \varphi\left(t, x, u_{2}\right) \widetilde{M}\left(v^{\prime}, u_{2}, x\right)-\right. \\
\left.-\int_{\mathbb{R}^{3}} d u_{1} \varphi\left(t, x, u_{1}\right) \widetilde{M}\left(v_{1}, u_{1}, x\right) \int_{\mathbb{R}^{3}} d u_{2} \varphi\left(t, x, u_{2}\right) \widetilde{M}\left(v, u_{2}, x\right)\right] \tag{13}
\end{gather*}
$$

where the denotation

$$
\begin{gather*}
\widetilde{M}=\widetilde{M}(v, u, x)=\rho\left(\frac{\beta}{\pi}\right)^{\frac{3}{2}} e^{-\beta(v-\tilde{u})^{2}}  \tag{14}\\
\tilde{u}=\tilde{u}(x)=u+[\omega \times x]
\end{gather*}
$$

were introduced
Then

$$
\begin{align*}
& \int_{\mathbb{R}^{3}}|D(f)-Q(f, f)| d v=\iint_{\mathbb{R}^{3}} \left\lvert\, \int_{\mathbb{R}^{3}}\left(\frac{\partial \varphi}{\partial t}+v \frac{\partial \varphi}{\partial x}\right) e^{\beta \omega^{2} r^{2}} \widetilde{M} d u-\right. \\
& \quad-\frac{d^{2}}{2} \int_{\mathbb{R}^{3}} d v_{1} \int_{\Sigma} d \alpha\left|\left(v-v_{1}, \alpha\right)\right| \times  \tag{15}\\
& \quad \times e^{2 \beta \omega^{2} r^{2}} \int_{\mathbb{R}^{6}} \varphi\left(t, x, u_{1}\right) \varphi\left(t, x, u_{2}\right)\left[\widetilde{M}\left(v_{1}^{\prime}, u_{1}, x\right) \widetilde{M}\left(v^{\prime}, u_{2}, x\right)-\right. \\
& \left.\quad-\widetilde{M}\left(v_{1}, u_{1}, x\right) \widetilde{M}\left(v, u_{2}, x\right)\right] d u_{1} d u_{2} \mid d v
\end{align*}
$$

As usual, we introduce the notion of "gain" $G$ and "loss" $L$ parts of the collision integral $Q$

$$
\begin{gather*}
G(f, g)=\frac{d^{2}}{2} \int_{\mathbb{R}^{3}} d v_{1} \int_{\Sigma} d \alpha\left|\left(v-v_{1}, \alpha\right)\right| f\left(t, v_{1}^{\prime}, x\right) g\left(t, v_{1}, x\right)  \tag{16}\\
L(g)=\frac{d^{2}}{2} \int_{\mathbb{R}^{3}} d v_{1} \int_{\Sigma} d \alpha\left|\left(v-v_{1}, \alpha\right)\right| g\left(t, v_{1}, x\right) \tag{17}
\end{gather*}
$$

Because, as is known [1]:

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} G\left(M_{1}, M_{2}\right) d v=\int_{\mathbb{R}^{3}} M_{1} L\left(M_{2}\right) d v \tag{18}
\end{equation*}
$$

we obtain the next upper estimation

$$
\begin{align*}
& \int_{\mathbb{R}^{3}}|D(f)-Q(f, f)| d v \leq \int_{\mathbb{R}^{6}}\left|\frac{\partial \varphi}{\partial t}+v \frac{\partial \varphi}{\partial x}\right| e^{\beta \omega^{2} r^{2}} \widetilde{M} d u d v+ \\
& \quad+e^{2 \beta \omega^{2} r^{2}} \int_{\mathbb{R}^{6}} \varphi\left(t, x, u_{1}\right) \varphi\left(t, x, u_{2}\right) \int_{\mathbb{R}^{3}}\left[\widetilde{M}_{1} L\left(\widetilde{M}_{2}\right)+\right.  \tag{19}\\
& \left.\quad+\widetilde{M}_{2} L\left(\widetilde{M}_{1}\right)\right] d u_{1} d u_{2} d v
\end{align*}
$$

According to (19) for the correctly define of remainder (10) on coefficient functions it is necessary to impose new conditions of fast decrease on a spatial variable $x$. Therefore we will introduce the new denotation

$$
\begin{equation*}
\varphi(t, x, u)=\psi(t, x, u) e^{-\beta \omega^{2} r^{2}} \tag{20}
\end{equation*}
$$

where the functions are continuously differentiable and non-negative. Then according to (19), (20) and (7) the estimate (19) takes a form

$$
\begin{align*}
& \int_{\mathbb{R}^{3}}|D(f)-Q(f, f)| d v \leq \\
& \quad \leq \int_{\mathbb{R}^{6}}\left|\frac{\partial \psi}{\partial t}+v\left(\frac{\partial \psi}{\partial x}-2 \beta \psi\left[\left[\omega \times\left(x-x_{0}\right)\right] \times \omega\right]\right)\right| \widetilde{M} d u d v+  \tag{21}\\
& \quad+\int_{\mathbb{R}^{6}} \psi\left(t, x, u_{1}\right) \psi\left(t, x, u_{2}\right) \int_{\mathbb{R}^{3}}\left[\widetilde{M}_{1} L\left(\widetilde{M}_{2}\right)+\widetilde{M}_{2} L\left(\widetilde{M_{1}}\right)\right] d u_{1} d u_{2} d v
\end{align*}
$$

Theorem. Let conditions (5), (14), (20) be valid, and

$$
\begin{equation*}
\omega=\frac{\omega_{0} s}{\beta^{k}} \tag{22}
\end{equation*}
$$

where $s>0$ is any constant, $\omega_{0}$ is arbitrary fixed vector (the other parameters are also arbitrary and fixed so far). Also we assume that the functions $\psi,\left|\frac{\partial \psi}{\partial t}\right|,\left|\frac{\partial \psi}{\partial x}\right|$, $\left|\left[\omega_{0} \times x\right]\right| \psi,\left(\left[\omega_{0} \times x\right], \frac{\partial \psi}{\partial x}\right)$, are bounded with respect to $t$ and $x$ on $\mathbb{R}^{7}$ and that the quantities

$$
\begin{equation*}
\psi,|u| \psi, \frac{\partial \psi}{\partial t}, \frac{\partial \psi}{\partial x}, u \frac{\partial \psi}{\partial x} \in L_{1}\left(\mathbb{R}^{3}\right) \tag{23}
\end{equation*}
$$

in the variable $u$ uniformly in tand $x$ on $\mathbb{R}^{4}$. Then the quality $\Delta$ defined by formula (10) is meaningful (i.e., the finite inyegral and the finite supremum), and we have $\Delta^{\prime}$ such that

$$
\begin{equation*}
\Delta \leq \Delta^{\prime} \tag{24}
\end{equation*}
$$

If

$$
\begin{equation*}
\frac{1}{2}<k \leq 1 \tag{25}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{1}{4}<k \leq \frac{1}{2} \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\omega_{0} \times u\right]=0, \tag{27}
\end{equation*}
$$

then there is the finite limit

$$
\begin{align*}
L=\lim _{\beta \rightarrow+\infty} \Delta^{\prime} & =\sup _{(t, x) \in \mathbb{R}^{4}}\left[\rho \int_{\mathbb{R}^{3}}\left|\frac{\partial \psi}{\partial t}+u \frac{\partial \psi}{\partial x}\right| d u+\right.  \tag{28}\\
& \left.+2 \pi^{3} d^{2} \rho^{2} \int_{\mathbb{R}^{6}} \psi\left(t, x, u_{1}\right) \psi\left(t, x, u_{2}\right)\left|u_{1}-u_{2}\right| d u_{1} d u_{2}\right] .
\end{align*}
$$

To prove Theorem we need the following lemma [7], which gives a sufficient condition for the continuity of supremum of the function of special kind of many variables. The supremum is taken respectively to a part of variables.

Lemma. Let the function $g(y, z): Y \times Z \rightarrow \mathbb{R}^{1} ; Y \in \mathbb{R}^{p} ; Z \in \mathbb{R}^{q}$; and let the following conditions be satisfied:

1) $\forall z \in Z, g(y, z)$ is bounded in $Y$;
2) $g(y, z)$ is continuity in $z$ uniformly with respect to $y$, i.e.,

$$
\begin{gathered}
\forall z_{0} \in Z, \forall \varepsilon>0, \exists \delta>0, \forall y \in Y, \forall z \in Z, \\
\left|z-z_{0}\right|<\delta \Rightarrow\left|g(y, z)-g\left(y, z_{0}\right)\right|<\varepsilon
\end{gathered}
$$

Then the function

$$
l(z)=\sup _{y \in Y}|g(y, z)|
$$

is continuity on the set $Z$.
Proof the Theorem. From (10), (21), (23) and the properties of supremum, there are follows the existence of the remainder $\Delta$, and

$$
\begin{align*}
\Delta \leq \Delta^{\prime} & =\sup _{(t, x) \in \mathbb{R}^{4}}\left[\int_{\mathbb{R}^{6}}\left|\frac{\partial \psi}{\partial t}+v\left(\frac{\partial \psi}{\partial x}-2 \beta \psi\left[\left[\omega \times\left(x-x_{0}\right)\right] \times \omega\right]\right)\right| \widetilde{M} d v d u+\right. \\
& \left.+\int_{\mathbb{R}^{6}} \psi\left(t, x, u_{1}\right) \psi\left(t, x, u_{2}\right) \int_{\mathbb{R}^{3}}\left[\widetilde{M}_{1} L\left(\widetilde{M}_{2}\right)+\widetilde{M}_{2} L\left(\widetilde{M}_{1}\right)\right] d v d u_{1} d u_{2}\right] . \tag{29}
\end{align*}
$$

In (29) we also interchange the integration order; the validity of this procedure can be justified as follows.

The integrand in the first term is continuous and

$$
\int_{\mathbb{R}^{6}}\left|\frac{\partial \psi}{\partial t}+v\left(\frac{\partial \psi}{\partial x}-2 \beta \psi\left[\left[\omega \times\left(x-x_{0}\right)\right] \times \omega\right]\right)\right| \widetilde{M} d u
$$

converges uniformly in $\mathbb{R}^{3}$ (by the Weierstrass theorem),

$$
\begin{aligned}
\left|\left\lvert\, \frac{\partial \psi}{\partial t}\right.\right. & +v\left(\frac{\partial \psi}{\partial x}-2 \beta \psi\left[\left[\omega \times\left(x-x_{0}\right)\right] \times \omega\right]\right)\left|\rho\left(\frac{\beta}{\pi}\right)^{3 / 2} e^{-\beta(v-\tilde{u})^{2}}\right| \leq \\
& \leq \rho\left(\frac{\beta}{\pi}\right)^{3 / 2} e^{-\beta(v-\tilde{u})^{2}}\left(\left|\frac{\partial \psi}{\partial t}\right|+|v|\left(\left|\frac{\partial \psi}{\partial x}\right|+2 \beta \psi\left|\left[\left[\omega \times\left(x-x_{0}\right)\right] \times \omega\right]\right|\right)\right)
\end{aligned}
$$

is integrable by virtue of condition (23).
The integrand in the second term is continuous by the theorem conditions, and the inner integral converges uniformly in $u_{1}$ and $u_{2}$ by the Weierstrass theorem because we have an integrable majorizing function. We can therefore also change the integration order here.

Changing the variables as $\sqrt{\beta}(v-\widetilde{u})=w$ and $v=\frac{w}{\sqrt{\beta}}+\tilde{u}=\frac{w}{\sqrt{\beta}}+u+[\omega \times x]$, we have

$$
\begin{align*}
\Delta^{\prime} & =\sup _{(t, x) \in \mathbb{R}^{4}}\left[\rho \pi^{-3 / 2} \int_{\mathbb{R}^{6}} \left\lvert\, \frac{\partial \psi}{\partial t}+\left(\frac{w}{\sqrt{\beta}}+u+[\omega \times x]\right) \times\right.\right. \\
& \left.\left.\times\left(\frac{\partial \psi}{\partial x}-2 \beta \psi\left[\left[\omega \times\left(x-x_{0}\right)\right] \times \omega\right]\right) \right\rvert\, e^{-w^{2}} d w d u\right]+ \\
& +\sup _{(t, x) \in \mathbb{R}^{4}}\left[\int_{\mathbb{R}^{6}} \psi\left(t, x, u_{1}\right) \psi\left(t, x, u_{2}\right) \int_{\mathbb{R}^{3}}\left[\widetilde{M}_{1} L\left(\widetilde{M}_{2}\right)+\widetilde{M}_{2} L\left(\widetilde{M}_{1}\right)\right] d w d u_{1} d u_{2}\right] . \tag{30}
\end{align*}
$$

Let us consider the integrand of the second supremum in expression (30):

$$
\begin{aligned}
& \widetilde{M}_{1} L\left(\widetilde{M}_{2}\right)=\widetilde{M}\left(\frac{w}{\sqrt{\beta}}+\tilde{u}_{1}, u_{1}, x\right) \frac{d^{2}}{2} \int_{\mathbb{R}^{3}} d v_{1} \times \\
& \times \int_{\Sigma} d \alpha\left|\left(\frac{w}{\sqrt{\beta}}+\tilde{u}_{1}-v_{1}, \alpha\right)\right| \widetilde{M}\left(v_{1}, u_{2}, x\right)=\widetilde{M}\left(\frac{w}{\sqrt{\beta}}+\tilde{u}_{1}, u_{1}, x\right) \frac{d^{2}}{2} \rho\left(\frac{\beta}{\pi}\right)^{3 / 2} \times \\
& \times \int_{\mathbb{R}^{3}} d v_{1} \int_{\Sigma} d \alpha\left|\left(\frac{w}{\sqrt{\beta}}+\tilde{u}_{1}-v_{1}, \alpha\right)\right| e^{-\beta\left(v_{1}-\tilde{u}_{2}\right)^{2}}
\end{aligned}
$$

We introduce the replacement

$$
\begin{gathered}
\sqrt{\beta}\left(v_{1}-\tilde{u}_{2}\right)=z ; \quad v_{1}=\frac{z}{\sqrt{\beta}}+\tilde{u}_{2}=\frac{z}{\sqrt{\beta}}+u_{2}+[\omega \times x] . \\
\widetilde{M}_{1} L\left(\widetilde{M}_{2}\right)=\widetilde{M}\left(\frac{w}{\sqrt{\beta}}+\tilde{u}_{1}, u_{1}, x\right) \frac{d^{2}}{2} \rho \pi^{3 / 2} \int_{\mathbb{R}^{3}} d s \int_{\Sigma} d \alpha\left|\left(\frac{w}{\sqrt{\beta}}+\tilde{u}_{1}-\frac{z}{\sqrt{\beta}}-\tilde{u}_{2}, \alpha\right)\right| e^{-z^{2}} .
\end{gathered}
$$

Let $\theta$ be the angle between the vectors $\left(\frac{w}{\sqrt{\beta}}+\tilde{u}_{1}-\frac{z}{\sqrt{\beta}}-\tilde{u}_{2}\right)$ and $\alpha$. Then we have

$$
\begin{aligned}
\widetilde{M}_{1} L\left(\widetilde{M}_{2}\right) & =\widetilde{M}\left(\frac{w}{\sqrt{\beta}}+\tilde{u}_{1}, u_{1}, x\right) \frac{d^{2}}{2} \rho \pi^{3 / 2} \int_{\mathbb{R}^{3}} d z e^{-z^{2}} \times \\
& \times \int_{\Sigma} d \alpha\left|\frac{w}{\sqrt{\beta}}+u_{1}+[\omega \times x]-\frac{z}{\sqrt{\beta}}-u_{2}-[\omega \times x]\right||\cos \theta| .
\end{aligned}
$$

We direct the $z$-axis along the vector $\left(\frac{w}{\sqrt{\beta}}+u_{1}-\frac{z}{\sqrt{\beta}}-u_{2}\right)$ and introduce the spherical coordinate system on $\Sigma$. Integrating over the angles $\theta$ and $\varphi$, we then obviously obtain

$$
M_{1} L\left(M_{2}\right)=M\left(\frac{w}{\sqrt{\beta}}+u_{1}, u_{1}\right) \frac{d^{2} \rho}{\sqrt{\pi}} \int_{\mathbb{R}^{3}} d z e^{-z^{2}}\left|\frac{w}{\sqrt{\beta}}+u_{1}-\frac{z}{\sqrt{\beta}}-u_{2}\right|
$$

Analogously, we have

$$
M_{2} L\left(M_{1}\right)=M\left(\frac{w}{\sqrt{\beta}}+u_{2}, u_{2}\right) \frac{d^{2} \rho}{\sqrt{\pi}} \int_{\mathbb{R}^{3}} d z e^{-z^{2}}\left|\frac{w}{\sqrt{\beta}}+u_{2}-\frac{w}{\sqrt{\beta}}-u_{1}\right| .
$$

Hence, we obtain

$$
\begin{aligned}
& \int_{\mathbb{R}^{6}} \psi_{1} \psi_{2} \int_{\mathbb{R}^{3}}\left[M\left(\frac{w}{\sqrt{\beta}}+u_{1}, u_{1}\right) \beta^{3 / 2} \frac{d^{2} \rho}{\sqrt{\pi}} \int_{\mathbb{R}^{3}} d z e^{-z^{2}}\left|\frac{w}{\sqrt{\beta}}+u_{1}-\frac{z}{\sqrt{\beta}}-u_{2}\right|+\right. \\
& \left.+M\left(\frac{w}{\sqrt{\beta}}+u_{2}, u_{2}\right) \beta^{3 / 2} \frac{d^{2} \rho}{\sqrt{\pi}} \int_{\mathbb{R}^{3}} d z e^{-z^{2}}\left|\frac{w}{\sqrt{\beta}}+u_{2}-\frac{z}{\sqrt{\beta}}-u_{1}\right|\right] d w d u_{1} d u_{2}= \\
& =\int_{\mathbb{R}^{6}} \psi_{1} \psi_{2} \int_{\mathbb{R}^{3}}\left[\rho \pi^{-3 / 2} e^{-w^{2}} \frac{d^{2} \rho}{\sqrt{\pi}} \int_{\mathbb{R}^{3}} d z e^{-z^{2}}\left|\frac{w}{\sqrt{\beta}}+u_{1}-\frac{z}{\sqrt{\beta}}-u_{2}\right|+\right. \\
& \left.+\rho \pi^{-3 / 2} e^{-w^{2}} \frac{d^{2} \rho}{\sqrt{\pi}} \int_{\mathbb{R}^{3}} d z e^{-z^{2}}\left|\frac{w}{\sqrt{\beta}}+u_{2}-\frac{z}{\sqrt{\beta}}-u_{1}\right|\right] d w d u_{1} d u_{2}= \\
& =2 \int_{\mathbb{R}^{6}} \psi_{1} \psi_{2} \int_{\mathbb{R}^{3}}\left[e^{-w^{2}} \frac{d^{2} \rho^{2}}{\pi^{2}} \int_{\mathbb{R}^{3}} d z e^{-z^{2}}\left|\frac{(w-z)}{\sqrt{\beta}}+u_{1}-u_{2}\right|\right] d w d u_{1} d u_{2}
\end{aligned}
$$

For expression simplification (30) we introduce the notation:

$$
\begin{align*}
& \gamma=\frac{1}{\sqrt{\beta}}  \tag{31}\\
& A(w, u, t, x)=\rho \frac{d^{2}}{\sqrt{\pi}} \int_{\mathbb{R}^{3}} d z e^{w^{2}}\left|w \gamma+\left(u_{1}-u_{2}\right)-z \gamma\right|  \tag{32}\\
& B(w, u, t, x)=\left(\frac{w}{\sqrt{\beta}}+u+[\omega \times x]\right)\left(\frac{\partial \psi}{\partial x}-2 \beta \psi\left[\left[\omega \times\left(x-x_{0}\right)\right] \times \omega\right]\right)= \\
&=\left(\frac{w}{\sqrt{\beta}}+u+[\omega \times x]\right) \times \\
& \times \frac{\partial \psi}{\partial x}+2 \beta \psi\left(\omega\left(\omega, x-x_{0}\right)-\omega^{2}\left(x-\frac{[\omega \times u]}{\omega^{2}}\right)\right)= \\
&=\left(\frac{w}{\sqrt{\beta}}+u+[\omega \times x]\right) \times \frac{\partial \psi}{\partial x}+2 \beta \psi\left(\omega(\omega, x)-x \omega^{2}+[\omega \times u]\right)= \\
&= \frac{\partial \psi}{\partial x}\left(\frac{w}{\sqrt{\beta}}+u+[\omega \times x]\right)+ \\
&+ 2 \psi \sqrt{\beta}\left\{(\omega, w)(\omega, x)-\omega^{2}(x, w)+(w,[\omega \times u])\right\}= \\
&= \frac{\partial \psi}{\partial x}\left(\frac{w}{\sqrt{\beta}}+u+[\omega \times x]\right)+ \\
&+ 2 \psi \sqrt{\beta}\{-[\omega \times w][\omega \times x]+(w,[\omega \times u])\} \tag{33}
\end{align*}
$$

Using expressions (23) and (31), we will obtain the following:

$$
\begin{align*}
B(w, u, t, x) & =\frac{\partial \psi}{\partial x}\left(w \gamma+u+\gamma^{2} s\left[\omega_{0} \times x\right]\right)+  \tag{34}\\
& +2 \psi \gamma s\left\{\left(w,\left[\omega_{0} \times u\right]\right)-s \gamma^{2}\left[\omega_{0} \times w\right]\left[\omega_{0} \times x\right]\right\}
\end{align*}
$$

Taking formulas (32) and (34) into account, we rewrite expression (30) as

$$
\begin{align*}
\Delta^{\prime} & =\sup _{(t, x) \in \mathbb{R}^{4}}\left[\rho \pi^{-3 / 2} \int_{\mathbb{R}^{3}}\left|\frac{\partial \psi}{\partial x}+B(w, u, t, x)\right| e^{w^{2}} d w d u\right]+ \\
& +\sup _{(t, x) \in \mathbb{R}^{4}}\left[2 \rho \pi^{-3 / 2} \int_{\mathbb{R}^{6}} \psi\left(t, x, u_{1}\right) \psi\left(t, x, u_{2}\right) \int_{\mathbb{R}^{3}} A\left(w, u_{1}, u_{2}, t, x\right) d w d u_{1} d u_{2}\right] \tag{35}
\end{align*}
$$

We apply the aforesaid Lemma to each supremum contained in (35), where $y=(t, x), Y=\mathbb{R}^{4}, z=(w, \gamma), Z=\mathbb{R}^{3} \times \mathbb{R}_{+}^{1}$. Fulfillment of the first and second conditions follows from (23), (32), (34) and the theorem conditions.

Because the lemma conditions are satisfied for each of these supremums, the whole quantity $\Delta^{\prime}$ is continuous in $\gamma$ on $\mathbb{R}_{+}^{1}$. So, in (35) we can pass to the limit with $\beta \rightarrow+\infty$, which is equivalent to the tending of $\gamma$ to zero. Thus dependence on $z$ and $w$ is reduced only to expressions $e^{z^{2}}$ in (32) and $e^{w^{2}}$ in (35). As a result of integration by $z$ and $w$ we come to (28).

Now, based on the obtained expression for the limit as $\beta \rightarrow+\infty$, we can find the sufficient condition for the mismatch $\Delta$ to tend to zero, which we formulate as a corollary of Theorem.

Corollary. Let all the theorem conditions be valid. Then the statement

$$
\begin{equation*}
\Delta \rightarrow 0 \tag{36}
\end{equation*}
$$

holds if the function $\psi$ defined by formula (8) has the form

$$
\begin{equation*}
\psi(t, x, u)=C(x-u t)\left(\frac{P}{\pi}\right)^{3 / 2} e^{-P\left(u-u_{0}\right)^{2}} \tag{37}
\end{equation*}
$$

where $C$ is any smooth, positive and bounded function together with all its derivatives, $u_{0} \in \mathbb{R}^{3}$ is an arbitrary fixed vector, and $P \rightarrow+\infty$.

Proof. Let us use limit expression (28) and substitute expression (37) in it. The integrand of the first term then vanishes,

$$
C^{\prime}(x-u t)(-u)+u C^{\prime}(x-u t)=0
$$

We consider the integral in the second term (the proof of integral convergence and it tending to zero as $P \rightarrow+\infty$ is analogous to proof in [12]). The corollary is proved.

Remark 1. Relation (36) also holds at a fixed $P$ in expression (37) under the additional condition that $d \rightarrow 0$ (the near-Knudsen gas).

Remark 2. In (37), we can obviously take $C([u \times x])$ instead of the first factor $C(x-u t)$ and take other $\delta$-functions instead of the second factor.

Remark 3. The common property of all obtained distributions is that they describe the non-uniform cooling gas $(\beta \rightarrow+\infty)$. Besides, the rotation of spiral decelerates $(\omega \rightarrow 0)$, although in different degrees in accordance with (22) and under the conditions of $(25),(26)$. As corollary shows, the estimate (21) and the limit in expression (28) ensure the further arbitrary smallness of the remainder $\Delta$ for the given coefficient functions and sufficiently small absolute temperature, which only means assuming that the thermal constituent of the molecule velocities is small when an arbitrary value of the mass velocity of a flow is preserved. At the same time, the distribution $f$ itself does not tend to any of Maxwellians (i.e. to the known exact solution of the Boltzmann equations). It's defined by (37), (9), (5).

In summary, in this paper we managed a few to generalize results, which obtained in [12] and [14]. We have here constructed continual distribution for the case of local Maxwellians describing the screw-shaped stationary equilibrium
states of a gas and satisfying Boltzmann equation (1)-(3) in the sense of minimizing mismatch (10).
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